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We study the antiferromagnetic kagome Heisenberg model with additional scalar-chiral interaction by using
the infinite projected entangled-pair state (iPEPS) ansatz. We discuss in detail the implementation of opti-
mization algorithm in the framework of the single-layer tensor network based on the corner-transfer matrix
technique. Our benchmark based on the full-update algorithm shows that the single-layer algorithm is stable,
which leads to the same level of accuracy as the double-layer ansatz but with much less computation time. We
further apply this algorithm to study the nature of the kagome Heisenberg model with a scalar-chiral interaction
by computing the bond dimension scaling of magnetization, bond energy difference, chiral order parameter and
correlation length. In particular, we find that for strong chiral coupling the correlation length, which is extracted
from the transfer matrix, saturates to a finite value for large bond dimension, representing a gapped spin-liquid
state. Further comparison with density matrix renormalization group results supports that our iPEPS faithfully
represents the time-reversal symmetry breaking chiral state. Our iPEPS simulation results shed new light on
constructing PEPS for describing gapped chiral topological states.

PACS numbers: 75.40.Mg, 75.10.Jm, 75.10.Kt, 02.70.-c

I. INTRODUCTION

Understanding low-energy physics of geometrically-
frustrated quantum spin systems has been one of the main
active areas of research in modern condensed matter physics
in last decades1,2. Generally, in a frustrated system, quantum
fluctuations are enhanced as the local energetic interactions
cannot be simultaneously minimized. This property may lead
the system into novel liquid-like phases in which magnetic
long-range order is absent3–9. Specifically, spin-liquid phases
exhibit exotic characteristics including long-range entangle-
ment10 and anyonic braiding statistics of quasiparticle exci-
tations8,11, making them an important playground to realize
quantum computation12. Besides quantum spin liquids, frac-
tional quantum Hall effects13 can also realize topological or-
dered states, which have been discovered in two-dimensional
correlated electron gas subject to a magnetic field. Such states
are characterized by Abelian or non-Abelian fractional statis-
tics, the bulk gap (insulator) and gapless chiral edge modes
with universal spectra14,15.

Among various frustrated magnetic systems, the spin-1/2
kagome Heisenberg model with nearest-neighbor interaction
has been studied extensively as a promising candidate to host
a spin-liquid state in frustrated quantum magnetism16–18. The
most promising numerical studies, i.e. density matrix renor-
malization group (DMRG) and tensor-network-based meth-
ods, in the last few years, have predicted a possible spin-
liquid state, although its nature is still controversial19–23. The
gapped Z2 spin liquid and gapless U(1) Dirac spin liquid24–27

are the main candidates for this phase, referred as kagome
spin liquid in this paper. Experimentally, the Herbertsmithite
ZnCu3(OH)6Cl2 has been considered as one of the leading
candidate materials for the S = 1/2 kagome Heisenberg
model. In particular, the inelastic neutron scattering28 and nu-
clear magnetic resonance measurements29 on Herbertsmithite
provide strong evidence to support a spin-liquid ground state,
but it is unclear whether the low-energy excitations are gapped
or gapless.

One of the well established spin liquids in microscopic
models is the chiral spin liquid, which was first introduced
by Kalmeyer and Laughlin on a two-dimensional lattice30,31.
This state actually represents a lattice version of the frac-
tional quantum Hall state in which the time-reversal and par-
ity symmetries are broken, relating to non-zero scalar chi-
rality term Si · (Sj × Sk) mimicking orbital magnetic field.
For this exotic phase of matter, the sharp property is the
emergence of semionic fractional statistics—exchanging two
semions, resulting in multiplying the wave function by a com-
plex phase i—and their striking topologically protected chiral
edge physics described by a chiral conformal field theory6,8,32.
It has been shown recently that some local Hamiltonians, on
the kagome and square lattices, could host such chiral spin-
liquid states33–37. Based on DMRG studies38, a chiral spin-
liquid phase was established on the kagome Heisenberg model
with an additional scalar-chiral interaction. It is shown that
this chiral spin-liquid state inherits universal features of the
ν = 1

2 Laughlin state, which remains stable in a wide range
of coupling parameter38.

Theoretically, a well-controlled analytical tool for studying
strongly correlated systems is rare, and large-scale quantum
Monte Carlo simulation suffers from sign problem. In recent
years, the promising two-dimensional tensor-network ansatz
infinite projected entangled-pair state (iPEPS) has become a
powerful method to study such systems39,40. The iPEPS pro-
vides a variational ansatz, which approximates the ground-
state wavefunction of a two-dimensional system directly in
the thermodynamic limit. Its success lies in the fact that it can
capture the entanglement area law—which is the case for the
ground states of a wide range of two-dimensional local Hamil-
tonians. The only essential parameter which controls the ac-
curacy of the ansatz is the so-called bond dimension D. In
order to obtain highly accurate results, one should use a novel
optimization scheme to access large bond dimension and to
perform reliable bond-dimension scaling. iPEPS has been
shown successful to study challenging problems of interacting
fermions (including t-J and Hubbard models)41–43 and frus-
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trated spin systems44–49. Besides model simulation, PEPS can
also be constructed to strictly describe novel quantum states.
While non-chiral topologically ordered states have been accu-
rately characterized in PEPS formalism50–52, the chiral topo-
logical PEPS that have been proposed so far are always gap-
less53–56. Although the topological properties such as chiral
edge mode and topological entanglement entropy have been
found in the chiral PEPS, the correlation length is diverg-
ing, which indicates gapless bulk excitations53–56. Therefore,
how to construct a gapped chiral topological PEPS is still a
challenging question. Meanwhile, model simulations for cor-
related systems to identify gapped chiral topological states
based on PEPS are rare.

In this paper, our main objectives include (1) to examine
an efficient optimization technique in the framework of the
single-layer tensor network proposed in Ref. 57, which en-
ables us to further increase bond dimension D in the iPEPS
simulation without losing accuracy; (2) to investigate the bulk
properties of the kagome Heisenberg model with additional
scalar-chiral interaction JchSi · (Sj × Sk) (Jch is the strength
of the chiral coupling). We present details on implementation
of the so-called full-update optimization method used in the
iPEPS ansatz in a single-layer tensor network by using corner
transfer matrix (CTM) method58. We show how to accomplish
this algorithm with a computational cost that scales with bond
dimension asO(D9). In addition, we provide benchmark data
for the square Heisenberg model and compare it with previous
well-known results. We demonstrate that this algorithm is sta-
ble and we can obtain accurate results that are similar to the
conventional double-layer algorithm but with less computa-
tion time.

By using our scheme to study the kagome Heisenberg
model with chiral interaction, we show that the iPEPS ansatz
provides quite competitive variational energy compared to the
energy from DMRG. We calculate the local order parameters
including magnetization, local bond energy difference (detect-
ing lattice symmetry breaking) and chiral order to study the
nature of the system. Specifically, for Jch > 0.2 (we take the
Heisenberg coupling as energy scale) where the system has
been shown in the gapped chiral spin-liquid phase in DMRG
calculation38, the magnetization and lattice order parameters
vanish quite fast with growing bond dimension. By studying
the correlation length extracted from the transfer matrix, we
find finite correlation length in large bond dimension D > 12
and thus identify the ground state as a gapped chiral spin liq-
uid. Furthermore, by checking the coupling dependence of
the scalar-chiral order, we estimate the quantum phase transi-
tion between the chiral spin liquid and the kagome spin-liquid
phase at Jch ≈ 0.14 based on our studied bond dimension.
Some difference between iPEPS and DMRG results at small
Jch will be discussed. This chiral spin-liquid phase with finite
correlation length found in our study not only shows an exam-
ple of gapped chiral state identified by iPEPS simulation, but
also sheds new light on PEPS construction of gapped chiral
topological states in the future study.

This paper is organized as follows: In Sec. II A, we briefly
review iPEPS ansatz by discussing the contraction scheme and
the full-update optimization method in a double-layer tensor-

network framework. We further show in detail how to do
contractions based on corner transfer matrix (Sec. II B) and
full-update optimization (Sec. II C) in a single-layer tensor-
network framework. We present benchmark results on square
Heisenberg model in Sec. II D. In Sec. III, we introduce the
kagome Heisenberg model with an additional chiral interac-
tion and present our iPEPS results of local order parame-
ters and correlation length extracted from transfer matrix. In
Sec. IV we summarize and discuss our results.

II. IPEPS ANSATZ IN A SINGLE-LAYER
TENSOR-NETWORK FRAMEWORK

A. iPEPS ansatz

An iPEPS is a tensor-network state defined by a set of local
interconnected tensors to efficiently describe the ground-state
wave function of a two-dimensional quantum system. The
tensors, shown by {A}, are connected to each other by the
so-called virtual bonds to form a geometrical pattern similar
to the actual lattice. As depicted in Fig. 1(a), we have shown
an uniform iPEPS wavefunction |Ψ〉 on the square lattice (re-
specting one-site translational invariant symmetry)

|Ψ〉 =
∑
i

F({Ai})| · · · i · · · 〉

where F stands for tensor contraction (of virtual bonds) and
index i represents the physical Hilbert space with dimension
d—i.e. i = {0, · · · , d− 1}. The open bonds are called phys-
ical bonds representing spins. The virtual bonds with the so-
called bond dimension D control the amount of entanglement
in the wavefunction. The iPEPS could be used as a variational
ansatz to approximate the ground-state wavefunction of a two-
dimensional system: the main goal is to optimize the tensors
in order to minimize the variational ground-state energy. The
bond dimension D controls the number of variational param-
eters and hence the accuracy of ansatz. In order to accomplish
an iPEPS algorithm, one needs to do two key tasks: (i) finding
an efficient algorithm to contract a two-dimensional tensor-
network E produced by, e.g., the scalar product 〈Ψ|Ψ〉 and
(ii) an optimization method to determine tensors {A}, so that
the variational ground-state energy becomes minimum. As
it has been discussed extensively in literature39,40,59,60, both
tasks could be done in the framework of corner transfer ma-
trix renormalization group approach with computational cost
O(D12). Our goal is to reformulate these algorithms into a
more efficient approach57 with reduced computational cost
O(D9) and compare its accuracy with that of previous ap-
proaches.

B. A single-layer corner transfer matrix approach

In order to calculate, e.g., the scalar product 〈Ψ|Ψ〉, the
standard approach is to first trace over physical index of
tensors A and A† as depicted in Fig. 1(b) to make a re-
duced tensor a. We could then fuse virtual bonds together
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to make one with larger bond dimension D2—we finally end
up with a four-rank tensor a (shown by violet circles) with
bond dimension D2. As shown in Fig. 1(c), the scalar prod-
uct 〈Ψ|Ψ〉 is obtained by contracting an infinite double-layer
tensor-network E , consisting of the reduced tensors a with
bond dimension D2. The word double-layer is pointing to
this fact that tensor-network E is obtained from compress-
ing two one-layer tensor-networks |Ψ〉 and 〈Ψ|. The double-
layer tensor-network E could be approximated by a smaller
finite tensor-network G based on CTM approach, as shown in
Fig. 1(d). The corner tensors E1, E4, E7, E10 and edge ten-
sors E2, E4, E6, E8 respectively represent a quadrant and a
half row/column of tensor network E . The bond dimension of
environment tensors is denoted by χ controlling the accuracy
of the CTM approach. Generally speaking, to approximate
well E by G, one expects to set χ ∼ D2. Thus, the leading
cost of carrying out this algorithm would be O(D12) in com-
putational time.

A more efficient strategy, as discussed in Ref. 57, is to
resketch tensor-network representation of 〈Ψ|Ψ〉 in a single-
layer picture without tracing over physical index as shown in
Fig. 1(e, Left). In order to do that we just need to shift tensors
(either in |Ψ〉 or 〈Ψ|) along the x-axis (or similarly y-axis) by
half of a unit cell and express whole infinite tensor network
〈Ψ|Ψ〉 in a single layer. We denote this tensor network by
M, which includes bonds with bond dimension either D or
d—note the double-layer tensor-network E has a larger bond
dimension D2. This network M could be approximated in
the framework of CTM approach as follows58: we replace
the crossing lines with identity tensors e and e′ and then relo-
cate the physical bonds by absorbing them into tensors e′ as
shown in Fig. 1(e, Right)—tensors e and e′ actually are triv-
ial crossing lines. We finally end up with a 2 × 2 unit cell
tensor-network M, including tensor A, A†, e and e′ which
could be handled with a standard CTM approach. We no-
tice that the largest bond dimension in tensor-network M is
Dd, which is much smaller than D2, as d is typically small.
The infinite tensor-networkM could be easily approximated
by an effective finite one specified by the environment ten-
sors E1, · · · , E6, as shown in Fig. 1(f). The major advantage
of representing the tensor-network E in a single layer is that
the leading computation cost scales as O(d3D3χ3). If we set
χ = D2 that would become O(D9) (d is also small) which
is much smaller than O(D12). In the iTEBD scheme of this
single-layer tensor network, the computation cost also scales
as O(D9)57, the same efficiency as the CTM method.

We notice that in the single-layer tensor-network approach,
to handle contraction of scalar product 〈Ψ|Ψ〉, we need to en-
large original unit-cell of iPEPS |Ψ〉: for example in Fig. 1(c),
in double-layer tensor-network approach we end up with a
1× 1 unit-cell tensor-network E , while in order to handle the
same contraction in single-layer tensor-network approach, a
2 × 2 unit cell tensor networkM is needed. Specifically, in
general, to perform contraction of a Lx × Ly unit-cell iPEPS
|Ψ〉 in a single-layer tensor-network approach, an enlarged
tensor network with 2Lx × 2Ly unit cell should be used. To
treat arbitrary unit cells, one could use the approach presented
in Ref. 41.

 

 

FIG. 1. (Color online) (a) Tensor-network representation of the
iPEPS |Ψ〉, made from local five-rank tensors {A} (solid circles).
The virtual bonds have bond dimension D. (b) The tensor a is de-
fined by contraction on physical index of tensors A and A†. In ten-
sor a, virtual bonds have bond dimension D2. (c) the scalar prod-
uct 〈Ψ|Ψ〉 is obtained by contracting an infinite double-layer tensor-
network E . (d) A finite tensor-network G, made from environment
tenorsE1, · · · , E8 which are obtained by CTM approach, to approx-
imate tensor-network E . The boundary bond dimension χ controls
accuracy of this approximation. (e) The one-layer tensor-network
M represents the scalar product 〈Ψ|Ψ〉, obtained without tracing
over physical index as before. The right figure, representing a 2× 2
unit cell tensor network, is driven from left one by reshaping physical
bonds and inserting identity tensors e and e′ for crossing bonds. (f)
The tensor-networkM, made from tensors {A,A†, e, e′}, could be
approximated by using a standard CTM approach adapted to a 2× 2
unit cell.

C. A single-layer full-update simulation

The usual optimization method, used to minimize the
ground-state energy of iPEPS ansatz, is the so-called full-
update scheme. In this scheme, the local tensors are opti-
mized by using the imaginary-time evolution in the class of
the iPEPS ansatz. Our goal here is to discuss how this scheme
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could be adapted in a single-layer tensor-network framework,
called single-layer full update. We aim to obtain the ground
state of a local Hamiltonian H , containing only nearest-
neighbor interactions

∑
i hi by using the imaginary-time evo-

lution. In order to accomplish this task the imaginary time-
evolution operator e−τH should be applied to an initial iPEPS
state in τ →∞ limit. There are two main obstacles to accom-
plish this approach: (i) to efficiently express e−τH and (ii) to
design a truncation procedure as applying time-evolution op-
erator would exponentially increase the bond dimension. We
use a first-order Trotter-Suzuki decomposition61, while keep-
ing τ quite small to approximate the time-evolution operator
as follows

e−τH ∼ e−τHre−τHle−τHue−τHd +O(τ2), τ << 1,

where indices {r, l, u, d} stand for the links labeled by
{right, left, up, down}. We notice that, e.g., Hr only in-
cludes the operator terms which commute with each other, i.e.
e−τHr = ⊗re−τhr . Thus, we need to evolve an initial iPEPS
state |ψi〉 with bond dimension D given by

|ψi+1〉 ∼ e−τhr |ψi〉,

where |ψi+1〉 at each step i is effectively represented by an
updated iPEPS |ψi+1〉 with the same bond dimension D. As
at each step, the time-evolution operator increases the bond
dimension, so a truncation procedure should be applied to
prevent exponential growth of parameters. We utilize appli-
cations of positive approximant59,62 and reduced tensors60 in
an iterative way to handle the truncation algorithm.

We assume the iPEPS |ψi〉 is made of a 2 × 2 unit cell in-
cluding tensors {a, b, c, d} and also assume that, e.g., interac-
tion e−τhr acts on tensors {a, b}. We need to find new tensors
{a′, b′} to minimize the following cost function

min
{a′,b′}

f(|ψi+1(a′, b′)〉, e−τhr |ψi(a, b)〉),

where tensors {a′, b′} are considered as variational parame-
ters. The cost function f which stands for the square distance
defined by

f = 〈ψi|e−τhr
†
e−τhr |ψi〉+ 〈ψi+1|ψi+1〉

−〈ψi+1|e−τhr |ψi〉 − 〈ψi|e−τhr
†|ψi+1〉.

We use a a single-layer tensor network to represent the terms
like 〈ψi+1|ψi+1〉 as shown in Fig. 2(a). They could then be
approximated by a CTM approach adapted to 4× 4 unit cells,
as depicted in Fig. 2(b). To reduce computational cost of the
optimization algorithm, we use a reduced-tensor scheme. The
tensors {a′, b′} are split to subtensors {l, r,Q, Q̄} using QR
and LQ decomposition, see Fig. 2(c). We rewrite the cost
function as follows

min
{r,l}

f = const+ r†l†N lr − r†l†N −N †rl,

where N is called ‘norm tensor’ as shown Fig. 2(d)—note
that the first term does not play any role in the optimization
procedure. We explicitly eliminate the negative part of the

FIG. 2. (Color online) (a) The one-layer tensor network representa-
tion of the scalar product 〈ψ|ψ〉, where |ψ〉 represent a 2×2 unit cell
iPEPS, made of tensors {a, b, c, d}. (b) To approximate that, we need
to use a standard CTM approach adapted to a 4 × 4 unit cell, made
from tensors {a, b, c, d, a†, b†, c†, d†, e, e′}. (c) Tensor-network dia-
gram of reduced-tensor application: Tensors {a, b} are decomposed
to low-rank tensors {l, r, Q,Q′} by using LQ and QR decomposi-
tion. (d) Tensor-network representation of norm tensor N . Right
panel is obtained from left one by using reduced-tensor application
and removing tensors {l, r, l†, r†}. The norm tensor N obtained
by contracting whole right network, so that the optimal computa-
tion time scales like O(D9), achieved by a left-to-right step-by-step
contraction.

norm tensor N by replacing N by N+ in the cost function:

N+ =
√
N 2

, where N = (N + N †)/2. We then use an
iterative way to minimize the cost function: we minimize the
cost function with respect to l by solving equation ∂l†f = 0
by holding fixed tensor r. Then we repeat this procedure for
tensor r with holding fixed l until cost function converges.
A careful analysis of the computational cost shows that, for
all steps explained in this section, it scales as O(D9) . We
find that this single-layer full-update simulation is quite robust
providing the same accuracy and same advantage as double-
layer one.

D. Benchmark results

We benchmark the single-layer full-update scheme by
studying the Heisenberg model on an infinite square lattice.
Our goal is to directly compare the single-layer scheme with
double-layer one and show that the former provides the same
level of accuracy for local and non-local quantities (similar
to double-layer scheme) with much less computational time.
Thus, one might choose the single-layer schemes (as a more
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FIG. 3. (Color online) A comparison between single- and two-
layer tensor-network ansatz. (a) The variational energy E as a func-
tion of computational time (seconds) in log scale for imaginary time
τ = 0.2 and bond dimension D = 5. (b) The iteration number in
the CTM approach NCTM (to meet a threshold value) versus bond di-
mension D. (c) the characteristic correlation lengths ξ, obtained by
transfer matrix, as a function of boundary bond dimension χ for both
single-layer and two-layer tensor-network ansatz. (d) The Linear-
log plot of spin-spin (only z component) correlation function versus
distant r.

efficient toolkit) over double-layer ones. We study its stability
and to compare its accuracy with that of previous double-layer
ones—say, double-layer full-update scheme. The model is de-
fined by

H =
∑
〈i,j〉

Si · Sj ,

where Si ≡ (Sxi ,S
y
i ,S

z
i ) are spin-1/2 operators—the sum

goes over the first-neighbor sites. We use a 2 × 2 unit-cell
iPEPS ansatz, made of tensors {a, b, c, d}, to obtain ground-
state wave function of the Heisenberg model. We have ex-
plicitly used the same algorithm explained in Sec. II C to per-
form the optimization algorithms. The observables are ob-
tained by a modified CTM renormalization group approach
explained in Refs. 42 and 63. In this study, we do not en-
force any symmetry on the tensors, filling them with total ran-
dom complex numbers. The maximum bond dimensions that
we could afford for a single-layer iPEPS ansatz with simple-
update simulation and full-update simulation are respectively
(D,χ) = (10, 100) and (D,χ) = (16, 400) on square or
Kagome lattice.

In Fig. 3(a), we have compared the variational energy ob-
tained by a single-layer and double-layer full-update simula-
tions versus computational time for imaginary time τ = 0.2

FIG. 4. (Color online) Tensor-network representation of transfer ma-
trix. (a) Td and (b) Td provide two diffident representations to esti-
mate correlation length of the system—with diffident computational
cost and accuracy. In the χ→∞ limit, estimated correlation lengths
should converge to the same value ξd → ξs. Td and Ts are respec-
tively used in double-layer and single-layer tensor-network ansatz.

and bond dimension D = 5. We have used the precise
Monte Carlo energy −0.669464 as the reference energy. In
both cases, while starting from the same initial iPEPS state,
the variational energy converges to the same value at the end,
providing the same accuracy. But in single-layer simulation,
the convergence rate (to reach a specific value) is remarkably
faster, as expected due to the cheaper computational cost of
the algorithm. We also observe that, when τ → 0, both al-
gorithms provide the same accuracy as there is no difference
in the final variational ground-state energy: for example for
bond dimension (D,χone-layer, χtwo-layer) = (6, 230, 120), the
final variational ground-state energy would beE = −0.66932
for both methods—which is close to Monte Carlo result. This
observation is also valid for other bond dimensions.

We notice that, although, leading computational cost of
the single-layer algorithm is smaller, but the prefactor (even
in sub-leading computational costs) could play a key role in
practical running times. For example, as shown in Fig. 3(a),
the iteration numberNCTM (to obtain converged results) in the
CTM approach is much larger in the single-layer case. This
is understandable as in a single-layer picture, we need to treat
4× 4 unit cells, which requires more iteration number to con-
verge than a 2×2 unit cell in the double layer. This factor turns
out to be 2, 3 for this case and roughly remains the same for all
bond dimensions. In addition, a larger boundary dimension is
required for single-layer algorithm to provide the same accu-
racy as double-layer one57, as empirically we find to have the
same level of accuracy one should choose χsinlge ∼ 2χdouble.

We also study correlation function to see how a single-layer
algorithm could capture the non-local properties of the sys-
tem. Specifically, we study the correlation length ξ obtained
by the row-to-row transfer matrix T as depicted in Fig. 4(a,
b) and also spin-spin correlation function Cs(r) as a func-
tion of distance r. As a side remark, we notice that two dif-
ferent representations of transfer matrix T is possible to be
used to estimate the correlation length ξ: one is only made
of environment tensors, denoted by Ts, and other one which
also includes local tensors {a, , b, c, d}, denoted by Td. In the
χ → ∞ limit, one expects the correlation lengths, extracted
from different representations, to converge to the same value,
ξd → ξs (as environment tensors truly represent the infinite
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column of tensors). However, for a fixed value of χ, one
expects that Td would estimate more accurately correlation
length than Ts—as it provides a more accurate representation
of an infinite row of tensors. Although the representation of
Ts has this advantage that it requires cheaper computational
cost, i.e. χ5, to obtain correlation length—by using an eigen-
solver library like Arnoldi. The leading eigenvalues λi of the
transfer matrix provide an estimation of correlation length, as
ξ = −1

log(|λ2λ1 |)
where λ1 and λ2 (|λ1| > |λ2|) are respectively

the largest eigenvalues.
In Fig. 3(c), we have plotted the correlation lengths ξ as a

function of boundary bond dimension χ, obtained from sim-
ulations of single-layer and double-layer full-update scheme
for Heisenberg model. We respectively utilize representations
of Ts and Td for single-layer and double-layer algorithms to
extract correlation length. It seems that both methods predict
the same value of the correlation lengths in the χ→∞ limit,
although larger boundary bond dimensions are required in the
single-layer algorithm to do a reliable scaling. The same con-
sistency is observed in spin-spin correlation function, shown
in Fig. 3(d). It implies that a single-layer algorithm could
faithfully capture also long-range behavior of the system sim-
ilar to double-layer one.

III. ANTIFERROMAGNETIC HEISENBERG MODEL
WITH SCALAR-CHIRAL INTERACTION

The second model we consider is the spin-1/2 kagome-
lattice Heisenberg model with scalar-chiral interaction, which
is defined as

H =
∑
〈i,j〉

Si · Sj + Jch
∑

i,j,k∈4

Si · (Sj × Sk),

where for the three-spin scalar-chiral interaction JchSi · (Sj ×
Sk) the sum goes over all elementary triangles of the kagome
lattice. The three spins i, j, k for all the triangles follow the
clockwise direction. This chiral term breaks time-reversal
symmetry and parity symmetry. In the pure Heisenberg model
with Jch = 0, the ground state has been identified as a spin
liquid state. The recent promising studies mostly support ei-
ther a gapped Z2 spin liquid19–21 or a gapless U(1) Dirac spin
liquid22,23 as the ground-state candidate. Here we refer to this
spin liquid of the Heisenberg model as kagome spin liquid.

In the other extreme case Jch =∞ (equivalent to the model
with only the chiral interaction term), a recent DMRG study38

identifies the phase to be a gapped chiral spin liquid, inher-
iting the universal features of the ν = 1/2 Laughlin state
including the chiral edge mode and the modular matrix that
describes the statistic properties of the quasiparticles. In ad-
dition, based on the ground-state fidelity, an upper bound of
quantum phase transition point is predicted at Jch ' 0.16 (we
take the Heisenberg coupling as the energy scale), where the
growing Jch coupling drives the kagome spin liquid to the
gapped chiral spin liquid38. Our main goal is to study the bulk
properties of this gapped phase by using a single-layer iPEPS
ansatz to investigate whether the iPEPS state could faithfully

represent this chiral spin liquid. Furthermore, we estimate the
quantum phase transition between the two spin liquid phases
by studying the derivative of the chiral order parameter. We
also compare our iPEPS results with those from DMRG cal-
culation.

A. Local order parameters
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FIG. 5. (Color online) (a) The iPEPS variational ground-state energy
E, obtained by using full and simple update in a single-layer tensor-
network framework, versus bond dimension 1/D at point Jch = 0.5.
DMRG result is for a cylinder with widthLy = 12. (b) The magnetic
order parameter m as a function of bond dimension 1/D at points
Jch = 0, 0.5. The dashed lines stands for an algebraic fit m ∼
D−β . Our estimation of the exponent β is 0.6 and 5 respectively for
points Jch = 0 and Jch = 0.5 by using full update. (c) The lattice
symmetry-breaking parameter ∆T and (d) the scalar chirality term
Hc as a function of bond dimension 1/D.

First of all, we study the variational ground-state energy E,
magnetic order parameter m, and local bond energy differ-
ence ∆T to investigate the accuracy of the single-layer iPEPS
ansatz and to study the nature of the system65. In Fig. 5(a),
we show the variational ground-state energy E as a function
of bond dimension 1/D at Jch = 0.5 (for this point the sys-
tem is in the chiral spin liquid phase as predicted by DMRG
study38). It can be seen that full-update simulation obtains
the lower energy compared to simple-update for a fixed bond
dimension D. Nonetheless, we could always get the opti-
mized variational energy by using simple-update simulation
as the larger bond dimension D could be accessed. In addi-
tion, we find that simple-update simulation never gets stuck
in local minimum as the energy decreases monotonically in
our calculation (also see Ref. 23 for the similar discussion).
By using a polynomial fitting, the ground-state energy in the
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thermodynamic limit is estimated as EiPEPS ' −0.4775 in
the D → ∞ limit. As discussed in Ref. 23 at Jch = 0, the
authors find an algebraic scaling behavior of ground-state en-
ergy as E ∼ e0 + b ×D−α. Here we could still faithfully fit
our data using the same function, as shown by the blue dashed
lines in Fig. 5(a). The exponents α for simple- and full-update
are nearly 2 and 3, respectively. Here we remark that with
our current data points, it would be difficult to say that the
energy could only be scaled algebraically as other types of
polynomial fittings could also be valid. For a benchmark, we
also show the energy obtained by SU(2)-symmetric DMRG
on a cylinder with the width Ly = 12 (Ly is the number of
sites along the circumference of cylinder). The DMRG results
converge fast with cylinder circumference (as expected for a
gapped state), which is EDMRG ' −0.4773 for Ly = 12. We
can see the good agreement between DMRG and single-layer
iPEPS ansatz, demonstrating the validity of our iPEPS results.

Next we calculate the magnetic order parameter m =√
〈Sx〉2 + 〈Sy〉2 + 〈Sz〉2 for different Jch. As shown in

Fig. 5(b), the magnetic order m for Jch = 0.5 decreases
rapidly with increasing bond dimensionD, reaching the value
of about 10−3 for the largest bond dimension D = 16. We
also notice that for full-update simulation, m drops off faster
than simple-update simulation, which seems to vanish even
for a finite bond dimension. The vanishing magnetic order pa-
rameter indicates the absent magnetic order in this phase. We
also compare these results with the one of the kagome spin
liquid with Jch = 066. As discussed in Ref. 23, the magnetic
order parameterm at Jch = 0 shows an algebraic fall-off with
respect to bond dimension D, i.e. m ∼ D−β with β ' 0.6,
which has also been observed in our calculation as shown in
Fig. 5(b). This algebraic vanishing of the magnetization has
been suggested as evidence of a gapless spin liquid in Ref. 23.
For Jch = 0.5 we find that the scaling behavior of m could
also be fitted as m ∼ D−β with β = 3 and 5 for simple-
update and full-update simulations, respectively. On the other
hand, these extrapolation behaviors of m seem more reason-
able to be fitted by an exponential decay, especially for the
largest bond dimensions, which may be related to the gapped
nature of the chiral spin-liquid phase.

We also calculate bond energy difference ∆T to study
translational symmetry breaking: ∆Tx = max(Ex) −
min(Ex), and ∆Tx−y = max(Ey) − min(Ex). The sym-
bols Ex and Ey denote the bond energy for the horizontal and
vertical directions in the unit cell. A non-zero value of ei-
ther ∆Tx or ∆Tx−y in the D →∞ limit represents a sponta-
neous lattice symmetry breaking. In Fig. 5(c), we demonstrate
these bond energy differences as a function of 1/D, where
both ∆Tx and ∆Tx−y are vanishing-small (∼ 10−4) in the
large-D limit. These results indicate the absence of a lattice
rotational/translational symmetry breaking, which is in agree-
ment with the chiral spin-liquid phase found by DMRG38.

In addition, we present the results of the scalar chiral order
〈Hc〉 = 〈Si ·(Sj×Sk)〉 as a function of bond dimension 1/D.
As depicted in Fig. 5(d), the expectation value of 〈Hc〉 (av-
eraged on all local triangles) converges quite fast, especially
for large bond dimensions D > 10. The chiral order is esti-
mated to be 0.1721 in the D → ∞ limit, which is quite close

Jch EiPEPS m ∆Tx−y 〈Hc〉
Jch = 0.5 −0.4768 0.004 0.004 0.172

Jch = 2.0 −0.6889 0.006 0.002 0.231

Jch =∞ −0.1715 0.009 0.0005 0.254

TABLE I. The iPEPS results for diffident coupling parameters Jch
and bond dimension D = 14.

to the DMRG result 0.1717 obtained on a cylinder with width
Ly = 8.

We observe almost the same behaviors of these local order
parameters as a function of bond dimension D for Jch ≥ 0.5.
In Table. I, we show some results at Jch = 0.5, 2.0 and Jch =
∞ with bond dimension D = 14 for further reference.

1

1.5

2

2.5

3

3.5

4

4.5

5

0 0.005 0.01 0.015 0.02

ξ

1/χ

D=8

D=9

D=10

D=12

D=13

D=14

D=15

1

1.5

2

2.5

3

3.5

4

4.5

5

0 0.005 0.01 0.015 0.02

ξ

1/χ

D=5

D=6

D=7

D=8

D=9

D=10

D=12

D=14

D=15

10
-10

10
-8

10-6

10-4

1 105 15 20 25 30

C
(r

)

r

spin: D=10
dimer: D=10

1

1.5

2

2.5

3

3.5

4

4.5

4 6 8 10 12 14 16

ξ

D

Jch=0.5

Jch=2.0

Jch=∞

FIG. 6. (Color online) (a)-(b) The correlation length ξ, extracted
from transfer matrix Ts, as a function of boundary bond dimension
χ for Jch = 2, 0.5. (c) The correlation length ξ versus bond dimen-
sion D for Jch = 0.5, 2,∞. Here ξ has been extrapolated to the
infinite-χ limit. (d) The linear-log plot of spin-spin and dimer-dimer
correlation functions versus distance r for Jch = 0.5. The slopes
show inverse of the associated spin and dimer correlation length ξ−1

s

and ξ−1
d .

B. Correlation length

To further characterize the chiral spin-liquid phase, we
compute the correlation length ξ of the system by calculat-
ing the leading eigenvalue of the transfer matrix Ts37,67 as
sketched in Fig. 4(b). We expect a short correlation length
in gapped chiral spin-liquid phase. We focus on the phase re-
gion with 0.3 < Jch ≤ ∞. Since the correlation length could
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be computed by using a row-to-row or a column-to-column
transfer matrix, here we only report the maximum value. First
of all, we investigate the boundary bond dimension (χ) depen-
dence of correlation length, which are shown in Fig. 6(a-b).
One can see that correlation length has a strong dependence on
χ in the calculations with a large bond dimensionD. For each
given bond dimension D, we estimate the correlation length
in the χ→∞ limit by using a linear fitting on the largest val-
ues of χ, which always leads to a finite correlation length in
the infinite-χ limit for our studied bond dimensions. Interest-
ingly, with growing bond dimension D, the correlation length
extrapolated in the infinite-χ limit displays different behav-
iors. For Jch = 0.5, ξ monotonically increases with growing
D, but for Jch ≥ 2.0 correlation length reaches a fixed value
or starts to decrease slightly for large bond dimension, which
are shown in Fig. 6(c). For Jch = 0.5 and∞, the correlation
length that seems to be finite in the infinite-D limit is consis-
tent with the nature of a gapped spin liquid. Furthermore, our
results indicate that although the system has a short correlation
length, a relatively large bond dimension may be required to
demonstrate the finite correlation length in our present iPEPS
ansatz. At the smaller Jch = 0.5, correlation length keeps
growing in our studied bond dimension. Since this point is
still in the gapped chiral spin-liquid phase, we believe that a
finite correlation length might be observed by keeping larger
bond dimension, which is however beyond the capability of
our current computation.

To get more insight into the behavior of correlation length,
we also study the correlation functions. We extract the cor-
relation lengths associated with physical operators and com-
pare them with the one obtained from the transfer matrix. As
shown in Fig. 6(d) for Jch = 0.5, we plot spin-spin and dimer-
dimer correlation functionsC(r) versus site and bond distance
r in the logarithmic scale. A finite bond dimension D pre-
sumably induces an exponential decay of correlation function
for long distance, i.e. C(r) ∼ e−

r
ξ . Thus, we could use the

formula log(C(r)) = − rξ + const for large r to extract the
associated correlation length ξ. We find that both spin (ξs)
and dimer (ξd) correlation lengths are quite close to the one
obtained from the transfer matrix. For Jch > 0.5 we observe
a similar behavior, which we do not show here.
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FIG. 7. (Color online) The scalar chiral order 〈Hc〉 and its deriva-
tive as a function of coupling parameter Jch for different bond di-
mensions. The DMRG results are obtained on the Ly = 8 cylinder
system.

C. phase diagram

To establish the phase diagram of the model, in which the
kagome spin liquid is separated from the chiral spin liquid,
we calculate the derivative of the chiral order 〈Hc〉 (〈Hc〉 =
〈Si · (Sj × Sk)〉) with respect to Jch. We first compare the
chiral order 〈Hc〉 obtained by iPEPS with the DMRG results
(obtained on the Ly = 8 cylinder) to check the validity of our
data. As seen in Fig. 7(a), it seems that both data are in good
agreement for Jch > 0.25 although DMRG results are ob-
tained on finite-size system. The first derivative of 〈Hc〉 with
respect to Jch has been shown for diffident bond dimensions
in Fig. 7(b). For iPEPS results, we do not observe a singu-
larity in the first derivative ∂〈Hc〉/∂Jch by increasing bond
dimension. Interestingly, the second derivative ∂2〈Hc〉/∂J2

ch
shows different behavior, see Fig. 7(b, inset): it increases with
growing Jch and goes through a peak around Jch ' 0.17 (for
bond dimension D = 11), and it drops off for larger Jch68.
This peak which shifts with increasing bond dimension may
indicate a quantum phase transition from the kagome spin liq-
uid to the chiral spin liquid. A finite-D scaling of the peak
is required to accurately determine the transition point in the
D → ∞ limit. These iPEPS data may be consistent with a
transition around Jch ≈ 0.14, while a similar transition region
(transition Jch < 0.16) was estimated by computing wave-
function overlap in previous DMRG calculation38. However,
we emphasize that in current SU(2) DMRG calculations, the
first derivative ∂〈Hc〉/∂Jch clearly deviates from the iPEPS
results for Jch . 0.1, which grows rapidly with decreasing
Jch, showing a strong response of the kagome spin liquid to
the chiral interaction. From these results, we conjecture that
the critical Jch may be quite small based on our DMRG data,
as the quantum system may enter the gapped chiral state from
a gapless state for very small Jch ∼ 0.01. iPEPS results by
keeping larger bond dimension and DMRG data on larger sys-
tem sizes are required in future study to pin down the chiral
response of the kagome spin liquid for weak chiral interac-
tions.

IV. SUMMARY AND DISCUSSION

In this paper, we have discussed in detail the implemen-
tation of iPEPS ansatz in the framework of the single-layer
tensor network by using corner transfer matrix method57,58.
It is shown that all the steps could be accomplished with a
computational costO(D9) (O(D12) in the double-layer algo-
rithm). By studying the square Heisenberg model, we pro-
vide the benchmark data to show the stability and accuracy
of this single-layer algorithm and compare it with the previ-
ous double-layer-based method. We find that the single-layer
algorithm is quite stable and provides the same level of ac-
curacy as the double-layer method. Additionally, by study-
ing correlation length and correlation function, we observe it
truly captures long-range behavior of the system, similar to
the double-layer algorithm. Our study shows that only disad-
vantage of this single-layer scheme is that it requires larger
boundary bond dimension and larger number of iterations for
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CTM (as we are dealing with larger unit cells) to reach the
same level of accuracy as double-layer one.

By using our single-layer iPEPS ansatz, we investigate the
bulk properties of the kagome Heisenberg model with addi-
tional scalar-chiral interaction. We systematically study the
bond-dimension (D) scaling of magnetization and local bond
energy difference (measuring lattice symmetry breaking) in
the chiral spin liquid phase. It is observed that both order
parameters rapidly go to zero in the D → ∞ limit, support-
ing the chiral spin liquid identified by DMRG38. In order to
examine the gap nature of this spin liquid in our iPEPS rep-
resentation, we calculate the correlation length extracted from
row-to-row transfer matrix. We observe that for strong chi-
ral interactions Jch > 2, correlation length increases with
growing bond dimension D and finally reaches a fixed value
for the largest bond dimensions D > 13. It indicates the
gapped nature of the chiral spin-liquid phase, which is con-
sistent with DMRG results. In addition, this observation im-
plies that iPEPS ansatz may require large bond dimension to
faithfully capture the gap nature of a gapped chiral spin liquid.
For small bond dimension, correlation length ξ grows with the
behavior like ξ ∼ D1.1. Simulations with small bond dimen-
sion may lead to the wrong conclusion. The finite correlation
length identified in our iPEPS simulation for the gapped chiral
spin liquid may shed new light on further PEPS construction
of gapped chiral topological states. Furthermore, we study
the derivative of the chiral order and we estimate the quantum
phase transition between the kagome spin liquid and the chi-
ral spin liquid. While a critical Jch ' 0.14 is found based on
our studied bond dimensions of iPEPS, which may be an up-
per bound of the transition point entering gapped chiral phase.
For small Jch (Jch . 0.1), the response of the kagome spin

liquid to the additional chiral term found in iPEPS simulation
seems quite different from our DMRG results. This disagree-
ment may come from the reason that for weak Jch, a much
larger bond dimension may be required to obtain well con-
verged chiral order parameter.

Our study of a single-layer iPEPS ansatz could be signif-
icant progress toward addressing more challenging problems
of frustrated magnetism. One can consider possible other av-
enues to further improve it. For example, a large bond dimen-
sion could be reached by simply implementing global sym-
metry into this scheme and better ground-state energy may
be reached by using a variational ansatz. This scheme could
promisingly shed light on the true nature of phases of inter-
acting fermionic systems such as the t-J and Hubbard models
with competing orders.

Note: Upon finishing this work, we noticed a recent related
work presented in Ref. 69.
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