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We theoretically study the topological properties of the tight-biding model on the breathing
kagome lattice with antisymmetric spin-orbit coupling (SOC) between nearest-neighbors. We show
that the system hosts non-trivial topological phases even without second-nearest-neighbor hopping,
and that the weakly dispersing band of the kagome lattice can become topological.

The main results are presented in the form of phase diagrams, where the Z2 topological index
is shown as a function of SOC (intrinsically allowed and Rashba) and lattice trimerization. In
addition, exact diagonalization is compared with effective low-energy theories around the high-
symmetry points. We find that the weakly dispersing band has a very robust topological property
associated with it. Moreover, the Rashba SOC can produce a topological phase rather than hinder
it, in contrast to the honeycomb lattice.

Finally, we consider the case of a fully spin polarized (ferromagnetic) system, breaking time-
reversal symmetry. We find a phase diagram that includes systems with finite Chern numbers. In
this case too, the weakly dispersing band is topologically robust to trimerization.

I. INTRODUCTION

A series of theoretical predictions and experimental
observations of topological band insulators (TBIs) have
stimulated the emergence of a wide collection of topolog-
ical quantum materials and topological phenomena [1, 2].
The topological phases are classified according to an in-
variant in the bulk, as was originally shown for the non-
interacting integer quantum Hall effect [3], whereas gap-
less excitations appears at the border between topolog-
ically distinct phases. Time-reversal invariant nonmag-
netic insulators have been shown to reveal a topological
Z2 classification which divides them into two categories
described by the Z2 topological invariant ν: trivial in-
sulators (ν = 0), adiabatically connected to a trivial
state, and “topological” insulators (ν = 1) that are not
connected to a trivial state without a bulk gap closure
[4, 5]. In the original Kane-Mele model, intrinsically al-
lowed spin-orbit coupling (SOC) between second nearest-
neighbor was shown to be essential to achieve a topolog-
ical non-trivial phase [4]. In addition, both the inclusion
of Rashba SOC, which breaks the reflection symmetry
across the plane of the two-dimensional (2D) system, and
of an inversion assymetric on-site potential drive the in-
sulator in the trivial phase when sufficiently strong.

The topological properties of the tight-binding model
on the kagome lattice have also been investigated in the
past [6–12]. In particular, 2D organometallic topologi-
cal insulators have been predicted for both the hexag-
onal and kagome lattices [12–15]. Recently, coordina-
tion nanosheets with atomic thickness have been inten-
sively studied both experimentally and theoretically be-
cause of their attractive physical and chemical properties
[16]. The synthesis of such materials is an exciting way
of potentially engineering new materials with non-trivial

topological properties. In addition, on the kagome lat-
tice, topological properties of Floquet-Bloch band struc-
tures have been studied in Floquet systems [17], and the
magnon bands of kagome magnets with SOC have been
shown to be topological and lead to a finite magnon ther-
mal Hall conductivity [18–20].
On the kagome lattice, in contrast to the honey-

comb one, there is no inversion symmetry centered on
the middle of the nearest-neighbor bonds, and anti-
symmetric SOC is allowed between nearest-neighbors
[21, 22]. Kagome systems with such intrinsic SOC be-
tween nearest-neighbors were shown to host non-trivial
phases [9, 11, 12]. Moreover, the energy spectrum of the
tight-binding model on the kagome lattice has an extra
dispersion-less band which can also become topological
thanks to SOC [9]. Topological flat bands have been
studied in the context of the fractional quantum Hall ef-
fect and topological flat-band lattice models [11, 23–25],
and are an important feature of some TBIs.
In real materials, the mirror symmetry about the plane

containing the 2D system is often not protected, resulting
in Rashba SOC between nearest-neighbors, in addition to
the intrinsic SOC. For instance, the breaking of the mir-
ror symmetry can be caused by the interaction with a
substrate, by buckling of the 2D material, or simply by
an external electric field [14, 26]. In addition, inversion
symmetry-breaking lattice trimerization (i.e., the breath-
ing kagome lattice) can also be important for materials
on the kagome lattice [27, 28].
In this article, we thus study systems with both types

of SOC and with the lattice trimerization, which has
never been done before. We show that the inclusion of
Rashba SOC drives the system into a topological phase
by itself, in contrast to graphene where it hinders the
non-trivial phase. In addition, we show that the flat
band is intrinsically topological, in a very robust way.
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FIG. 1. (a) Breathing kagome lattice with the hopping terms
of Eqs. (5) and (6) indicated and the definition of the lattice
vectors a1, a2, and a3. White, black, and grey dots represents
sites in the A, B, and C sublattices, respectively. (b) SOC

vectors d̂1, d̂2, and d̂3 defined in Eq. (3) for pure Rashba
SOC (α = 0). (c) same SOC vectors for pure intrinsic SOC
(α = π/2).

We note that the trimerization term has already been
considered in Ref. [9], but only perturbatively, and not
in combination with Rashba SOC.
The present paper is structured as follows. First, in

Sec. II, we introduce the model considered. We then
calculate the Z2 topological index in Sec. III, and draw
the full phase diagram considering nearest-neighbor SOC
(intrinsic and Rashba) and lattice trimerization.
Subsequently, in Sec. IV, we consider the same model

but for a system with ferromagnetically polarized spins,
and derive an effective three-band tight-binding model.
We calculate the Chern numbers of the three bands and
draw the phase diagram accordingly.
Finally, we conclude in Sec. V.

II. MODEL

Let us consider the tight-binding model on the kagome
lattice as depicted in Fig. 1. The spin-independent
Hamiltonian is written as

H1 = −
∑

R

[tc†
RBcRA + t′c†(R−a1)B

cRA

+tc†
RCcRB + t′c†(R−a2)C

cRB

+tc†
RAcRC + t′c†(R−a3)A

cRC ] + H.c., (1)

where c
†
Rα = (c†

Rα↑, c
†
Rα↓) with α ∈ {A,B,C} for the

three sublattices. Here R labels the position of the
unit cell composed of three sites forming an upward
triangle, and a1 = (−1/2,−

√
3/2), a2 = (1, 0), and

a3 = (−1/2,
√
3/2) [see Fig. 1(a)]. The trimerization of

the lattice, corresponding to the breathing kagome lat-
tice, is obtained by considering different hopping ampli-
tudes on the two distinct sets of triangles: t = t0 + δ
for upward triangles and t′ = t0 − δ for downward trian-
gles. Here δ is trimerization parameter, and (1) can be
decomposed as H1 = H0(t0) +Htrim(δ).
The SOC coupling is introduced as a spin-dependent

hopping between nearest-neighbors. Furthermore, we as-
sume that SOC hopping amplitudes are similarly affected
by the trimerization of the lattice. The general nearest-
neighbor SOC Hamiltonian is

HSO = i
∑

R

[λc†
RB(d̂1 · σ)cRA + λ′c†(R−a1)B

(d̂1 · σ)cRA

+λc†
RC(d̂2 · σ)cRB + λ′c†(R−a2)C

(d̂2 · σ)cRB

+λc†
RA(d̂3 · σ)cRC + λ′c†(R−a3)A

(d̂3 · σ)cRC ]

+H.c., (2)

with λ = λ0 + δλ and λ′ = λ0 − δλ so that λ/λ′ = t/t′

(i.e., δλ = λ · δ/t0). Here, σ = (σx, σy , σz) are the Pauli

matrices and the d̂i’s are unit vectors which depend on
the type of SOC considered. The intrinsic SOC (i.e.,
it respects all symmetries of the lattices including the
mirror symmetry across the 2D plane) corresponds to

d̂1 = d̂2 = d̂3 = ẑ [see Fig. 1(c)] with amplitudes denoted
by λ = λi = λ0,i + δλ,i and λ′ = λ′

i = λ0,i − δλ,i. In a sys-
tem breaking the mirror symmetry, we also have Rashba
SOC with amplitudes denoted by λ = λR = λ0,R + δλ,R
and λ′ = λ′

R = λ0,R−δλ,R, which corresponds to in-plane

d̂i’s perpendicular to their respective bonds, as depicted
in Fig. 1(b). We consider the general situation with both
types of SOC, so that

d̂1 = cosα(

√
3

2
,−1

2
, 0) + sinα(0, 0, 1),

d̂2 = cosα(0, 1, 0) + sinα(0, 0, 1),

d̂3 = cosα(−
√
3

2
,−1

2
, 0) + sinα(0, 0, 1), . (3)

Here α is the angle between the 2D plane and the d̂i’s
such that α = 0 corresponds to pure Rashba SOC and
α = π/2 to pure intrinsic SOC: tanα = λ0,i/λ0,R.
The full Hamiltonian H = H0+Htrim+HSO,i+HSO,R

is

H = −
∑

R

[c†
RB t̂1cRA + c

†
(R−a1)B

t̂′1cRA

+c
†
RC t̂2cRB + c

†
(R−a2)C

t̂′2cRB

+c
†
RA t̂3cRC + c

†
(R−a3)A

t̂′3cRC ] + H.c., (4)
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FIG. 2. (a) Band structure with pure Rashba SOC (α = 0)
with (i) δ = 0, λ0,R = 0.055t0, (ii) δ = 0.1t0, λ0,R = 0, and
(iii) δ = λ0,R = 0. (b) Brillouin zone with high-symmetry
points. (c) Band structure with δ = 0.1t0 and λ0,R = 0.055t0
which corresponds to a band-touching at the K± points.

where each hopping is accompanied by a spin rotation
defined by

t̂i =
√

t2 + λ2
i + λ2

R exp
(

iφd̂i · σ
)

, (5)

t̂′i =
√

t′2 + λ′2
i + λ′2

R exp
(

iφd̂i · σ
)

, (6)

φ = − arctan





√

λ2
0,i + λ2

0,R

t0



. (7)

After a Fourier transform c
†
Rα = 1√

N

∑

k
c
†
kαe

−ik·R,

where N is the number of unit cells, we obtain the Bloch

Hamiltonian H(k). In the (c†
kA, c

†
kB, c

†
kC) basis, the 6×6

matrix is

H(k) = −





0 t̂†1 + t̂′†1 e
−ik·a1 t̂3 + t̂′3e

ik·a3

t̂1 + t̂′1e
ik·a1 0 t̂†2 + t̂′†2 e

−ik·a2

t̂†3 + t̂′†3 e
−ik·a3 t̂2 + t̂′2e

ik·a2 0



 .

(8)
Without SOC nor trimerization, the Hamiltonian (8) has
three doubly degenerate bands: two pairs of dispersing
bands similar to graphene with two Dirac points atK± =
(±4π/3, 0), and an additional pair of flat bands as shown
in Fig. 2(a)(iii).

A gap opens at the Dirac points when introducing ei-
ther SOC or trimerization. However at the quadratic
band touching point, a gap does not open from trimer-
ization alone but only opens when either type of SOC is
introduced. In this case, the top bands are not perfectly
flat anymore, but are only weakly dispersing as long as
SOC is small (λ0 ≪ t0), as can be seen in Fig. 2(a)(i)
and 2(c).

We also note that the transformation φ → φ ± π is
equivalent to ti → −ti and t′i → −t′i so that the topolog-
ical properties at 1/3 filling with angle φ are the same
than at 2/3 filling with angle φ± π.

III. Z2 TOPOLOGICAL INVARIANT

A. Results

First we briefly discuss the topology of the system
without trimerization, δ = 0. In this case, the system is
invariant under inversion symmetry and the Z2 topolog-
ical invariant ν is easily obtained from the parity eigen-
values ξ2m(Γ1−4) of the 2m-th occupied bands with m =
1, 2, or 3 at the four time-reversal-invariant (T -invariant)

points Γ1 = Γ,Γ2 = (2π, 0),Γ3 = (π, π/
√
3),Γ4 =

(π,−π/
√
3) [29]. For the kagome lattice, the parity oper-

ator at the T -invariant points, which is spin-independent,
is concisely written as 3× 3 matrix,

P(k) = diag(1, eia1·k, e−ia3·k), (9)

where we chose the inversion center on an A-site so
that P(Γ1) = (1, 1, 1), P(Γ2) = (1,−1,−1), P(Γ3) =
(1,−1, 1), and P(Γ4) = (1, 1,−1). The Z2 index for the
m-th Kramers pair is given by (−1)νm =

∏

i ξ2m(Γi) and,
by explicitly calculating the wave functions of the Bloch
Hamiltonian (8), we find that νm = 1 for both the bot-
tom and top pairs of bands independently of φ. Hence,
the overall Z2 index is always ν = 1 for both 1/3 and 2/3
filling (as long as the different Kramers pairs of bands are
not touching). Most interestingly, this is not only true
for the intrinsic SOC, but also for the Rashba SOC.
Motivated by this preliminary result, we show the full

phase diagram in Fig. 3 as a function of both φ and the
inversion symmetry-breaking δ for several values of α.
The phase diagrams are plotted for α = 0 (pure Rashba),
π/6, π/3, and π/2 (pure intrinsic) considering both 1/3
and 2/3 fillings. They were obtained by numerically cal-
culating the number of zeroes of the Pfaffian

p(k) = Pf[ 〈ui(k)|T |uj(k)〉], (10)

which is the method originally described by Kane and
Mele [4]. Here T is the time-reversal operator, |ui(k)〉
are the band wave functions, and i ranges over the filled
bands. Due to the D3 symmetry of the breathing kagome
lattice, only zeroes along the high-symmetry [Γ−Γ2] line
segment (along which ky = 0) are relevant. We observed
that the band-touchings happen at either k = K± or
k = Γ. All gap-closing-gap-opening transitions at the
K± Dirac points (which always happen simultaneously
for both points) result in a change of the topological in-
dex. When φ = 0 or π, the pair of flat bands touches an-
other dispersive pair of bands “quadratically” at k = Γ,
but the topological index is not affected. Finally, in the
unphysical case where t = −t′ (or δ → ±∞), all six
bands are degenerate at the Γ point and ν changes in a
non-trivial way [30].

B. Discussion

In the following, we derive effective Hamiltonians in
two different limits to give some analytical insight to the
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FIG. 3. Phase diagrams as a function of δ/t0 and φ for various SOC vector directions corresponding to α = 0 (pure Rashba),
π/6, π/3, and π/2 (pure intrinsic). The ν = 0 and 1 regions are indicated in white and grey, respectively. Both 2/3 filling (top)
and 1/3 filling (bottom) cases are shown, which are related by a φ → φ± π transformation.

phase diagram: (1) the λ0, δ ≪ t0 limit (small SOC and
trimerization) relevant at 1/3 filling, and (2) the t′ ≪ t
limit (close to full trimerization δ/t0 = 1), relevant at
2/3 filling.

1. Small SOC and trimerization

The gap-closing-gap-opening behavior near the Dirac
points, relevant at 1/3 filling, can be understood by
considering the linearized Dirac Hamiltonian expanded
around k = K±. The effective Hamiltonian is obtained
after a projection onto the subspace of the two pairs of
bands forming the Dirac cones. For the trimerization and
intrinsic SOC,

Hτsσ(k) = vF (kxσxτz + kyσy)

+ (
√
3λ0,iτzsz − 3δ)σz + const., (11)

with vF =
√
3t0/2 and τi, si, and σi (i ∈ {x, y, z}) are

Pauli matrices which refer to the K± valleys, spins, and
bands (in a given basis), respectively. The constant term
in Eq. (11) includes all terms independent of the σi’s. A
similar result has already been obtained in Ref. [9]. We
see from Eq. (11) that the band at 1/3 filling becomes

topological when |λ0,i| >
√
3|δ|.

For the λ0,R Rashba term, we obtain no contribution
coming out of this projection, which apparently contra-
dicts what we observe numerically in Fig. 3. However,
in order to obtain Eq. (11), the projection was done on
the eigenstates at the K± points calculated without SOC

and with δ = 0. Hence, it corresponds to a first order
perturbation theory in Htrim, HSO,i, and HSO,R. The
first contribution from the Rashba SOC comes at second
order (in λ0,R and δ) and we find

HSO,R →
√
3δλ,R(σxsyτz − σysx) +

λ2
0,R

2t0
τzszσz , (12)

where we can also write δλ,R = λ0,Rδ/t0. Hence, Rashba
SOC drives the system in topological phase by itself when
λ2
0,R > 6|δ t0| + O(δ2). Both the linear and quadratic

behaviors can be seen around the (δ/t0 = 0, φ = 0) point
in Fig. 3(h) and Fig. 3(e), respectively.
The Hamiltonians (11) and (12) have a limitation:

they do not tell anything about the topology of the top
bands. In particular, the gap opened at the quadratic
band touching point Γ is stable under the inclusion of
the trimerization δ, even when a gap closes at a Dirac
point, as shown in Fig. 2(c), which reflects the fact that
δ by itself does not open a gap at Γ.
The full phase diagram reveals that the pair of weakly

dispersing bands is intrinsically topological. As soon as
the quadratic band touching at Γ is lifted, e.g., by an
infinitesimally small SOC contribution, the now well-
defined Z2 index of the top bands is non-trivial until
a band-closing-band-opening happens at K± for large
trimerization or SOC: δ or λ0 ∼ t0. Thus, the topological
phase at 2/3 filling is very stable thanks to the weakly
dispersing bands and exists over a large range of values
for δ. As opposed to the 1/3 filling case, an arbitrarily
small SOC will gap the flat bands in a topological way
independently of the strength of the trimerization δ (as
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FIG. 4. Energy dispersion of a system periodic in the x̂ direc-
tion and with edges in the ŷ direction, with α = 0 (Rashba
SOC), φ = 0.3π, and (top): δ = 0.0, (bottom): δ = 0.2.

long as −1 < δ/t0 < 1). In Fig. 4, we show the energy
dispersion of a system with edges in the ŷ direction for
α = 0 (Rashba SOC), φ = 0.3π, and both δ = 0 (top)
and δ = 0.2t0 (bottom). We clearly see the change in
the edge states at 1/3 filling from the topological phase
at δ = 0 to the trivial phase at δ = 0.2t0, while at 2/3
filling the phase stays topological.

2. Fully trimerized limit

We now derive a second effective Hamiltonian for large
trimerization δ, valid near the fully trimerized limit δ =
t0, or t

′ = 0. We also assume small SOC, λ ≪ t.
The fully trimerized system consists of independent up-

ward triangles. The now localized system has no energy
dispersion, and the Hamiltonian is simply

H(k) = −t





0 1 1
1 0 1
1 1 0



 ⊗ I2, (13)

where I2 is the identity in spin space, so that there are
two pairs of bands with energy E = t and one pair with
energy E = −2t. The effective theory at 2/3 filling can
thus be obtained by projecting the other Hamiltonians
onto the subspace spanned by the E = t states. The
dispersion comes from the small hopping t′ between the
nearly isolated triangles. Expanding H1 in Eq. (1) with

finite t′ around K± we obtain

H1 → v′F (−kxσz + kyσx)τz +
3t′

2
σyτz , (14)

where v′F =
√
3t′/2, and the σi Pauli matrices now refer

to the two E = t bands (we have chosen two real eigen-
vectors of Eq. (13)). The intrinsic SOC on each trimer
gives a gap term,

HSO,i →
√
3λiσysz, (15)

and the contribution from Rashba SOC only comes at
second order in λR and t′,

HSO,R →
√
3

2
λ′
R(σxsx + σzsy)τz −

λ2
R

2t
σysz, (16)

where we can also write λ′
R = λRt

′/t.
When the inter-triangle hopping t′ = 0, the completely

localized system is obviously topologically trivial. This
corresponds to the δ/t0 = 1 lines in Fig. 3. Then, as t′

increases, the previously E = t degenerate bands split
in a topological manner. For small SOC and t′ (λ, t′ ≪
t), the phase boundary is given by Eqs. (14)-(16): the

system is topological if |λi| <
√
3|t′|/2 for pure intrinsic

SOC, and λ2
R < 3|t t′| for pure Rashba SOC. The linear

and quadratic behavior can be seen around the (δ/t0 =
1, φ = 0) point in Fig. 3(d) and Fig. 3(a), respectively.
It is interesting to note that, effectively, the trimerized

system at 2/3 filling can be seen as a two-band system on
a triangular lattice. The non-trivial phase arises thanks
to the complicated effective hopping HamiltonianH1 and
the on-site two-band Hamiltonian obtained after project-
ing out the third pair of bands.
The effective model with, say, intrinsic SOC can be

written on a triangular lattice (made of the original unit
cells at positions R) as

Heff =
∑

R

[

3
∑

i=1

f
†
R+ai

(T̂i ⊗ I2)fR +H.c.

]

+
√
3λi

∑

R

f
†
R
(σy ⊗ sz)fR, (17)

where f
†
R

= (f †
R,a,↑, f

†
R,a,↓, f

†
R,b,↑, f

†
R,b,↓), a, b = 1, 2 are

band indices, and f †
R,a,s (f

†
R,b,s) is the appropriate linear

combination of c†
R,α,s (α = A,B,C) corresponding to

the a (b) band. The complexity of the model is hidden

in the hopping matrices T̂i, which are different for the
three directions a1, a2, and a3, and break the inversion

symmetry on each bond (i.e., T̂ †
i 6= T̂i):

T̂1 =
t′

3

(

1 −
√
3

0 0

)

, T̂2 =
t′

6

(

−1 −
√
3√

3 3

)

,

T̂3 =
t′

3

(

1 0√
3 0

)

. (18)



6

FIG. 5. Energy dispersion of the effective Hamiltonian in the
nearly-trimerized limit with SOC given in Eqs. (14) and (15)
near the phase transition: λi .

√
3t′/2.

The band dispersion of this effective model is shown
in Fig. 5 near the band-closing-band-opening transition.
Note that in the topological phase near the trimerized
limit, there is no overall gap between the two pairs of
band when including only linear terms in t′/t (the third
band in Fig. 5 has exactly the same energy at k = K±
than the lower bands at k = Γ), but higher order terms
in t′/t will gap the two pairs of band completely (i.e.,
there is a full gap in the full model with all bands).
Finally, we note that in the unphysical δ/t0 /∈ [−1, 1]

situation (i.e., the trimerization results in hopping t and
t′ with different signs), we can still define the topological
index, but the system is in a semi-metal phase with no
overall gap, even in the full model.

IV. SPIN-POLARIZED SYSTEM

Let us finally consider a ferromagnetically ordered sys-
tem where, on each site, the magnetic dipole points along
the same unit vector ê = (sinΘ cosΦ, sinΘ sinΦ, cosΘ).
In the following, we show that the system can host non-
trivial Chern numbers for the three bands, as shown in
Ref. [31] for the δ = 0 case, and draw the resulting phase
diagram for δ 6= 0 in Fig. 6.
Such a constraint can be enforced in our system

through the double-exchange model

HDE = H−A
∑

R

∑

α=A,B,C

c
†
Rα(ê · σ)cR,α, (19)

whereH is given in Eq. (4). The coupling to the localized
magnetic moments (with A > 0) typically originates from
Hund’s coupling, but it could also originates from an on-
site repulsion U , based on the Hubbard model at the
mean field level. For large A, we effectively only keep
the component of the spinor parallel to ê, |χ+〉, such
that we are left with a three-band model with effective
hopping

teffi = 〈χ+|t̂i|χ+〉 ≡ eiϕi |teffi |,
t′effi = 〈χ+|t̂′i|χ+〉 ≡ eiϕi |t′effi |. (20)

FIG. 6. Diagram of the different phases characterized by the
Chern numbers of the three bands. The Chern numbers are
indicated as (c1, c2, c3), where c1, c2, and c3 are the Chern
numbers of the lowest, middle, and top bands, respectively.
The dotted and hashed regions are topological at 1/3 and
2/3 filling, respectively. Darker and lighter regions of a given
texture have opposite Chern numbers.

We then define ϕ = ϕ1 + ϕ2 + ϕ3, and choose the gauge
where ϕ1 = ϕ2 = ϕ3 = ϕ/3.
Furthermore, for the sake of simplicity, we only con-

sider cases where |teff1 | = |teff2 | = |teff3 |, so that the C3 sym-
metry is preserved. For intrinsic SOC, this is always the
case and we have the relation tan(ϕ/3) = cos(Θ) tan(φ)
(where φ quantifies the SOC, as defined in Eq. (7)), so
that ϕ is finite unless ê lies in the plane. For Rashba
SOC, we can only have the C3 symmetry for Θ = 0, π,
in which cases teffi = t cos(φ), and ϕ = 0. The results
presented in the following are thus only directly relevant
for a system with intrinsic SOC.

A. Results

Because of the C3 symmetry, the gap-closing-gap-
opening transitions only happen at k = K+ or k = K−,
where a pair of bands forms Dirac cones. Additionally,
when ϕ = 0 or π, the perfectly flat band touches one of
the dispersive bands at k = Γ. In Fig. 6, the different
regions are delimited by lines in parameter space along
which a pair of band are touching (calculated analyti-
cally). The three Chern numbers, one for each band, are
indicated in the different regions. The Chern numbers in
each region were calculated numerically using the algo-
rithm described in Ref. [32].

B. Discussion

In Ref. [31], the same effective model with δ = 0
has already been studied. They have shown that unless
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ϕ = 0, π, the top and bottom bands have a finite Chern
numbers. The same result is deduced from the δ = 0 line
in Fig. 6.
The effect of trimerization is very different for 1/3 and

2/3 filling because of the weakly dispersing band, in a
manner reminiscent of what we observed in Sec. III for
the Z2 index. At 1/3 filling, the system is topologically
non-trivial in the dotted regions in Fig. 6. For small
SOC, a sufficient large trimerization δ (of the order of
the SOC) will drive the system in a trivial phase, after a
gap-closing-gap-opening transition at either K+ or K−,
as is usually the case for inversion-symmetry breaking
terms in Chern insulators (e.g., for the Haldane model).
However, we see that the weakly dispersing band stays

topological in a large region around δ = 0 and ϕ = 0.
Just like in Sec. III, its topological properties are robust
to trimerization. This can be seen in Fig. 6; the system
is topological at 2/3 filling in the hashed regions. As
soon as there is an infinitesimally small SOC, lifting the
degeneracy at the quadratic band touching point k =
Γ, the weakly dispersing band hosts a non-trivial Chern
number for any values of δ, except close to the fully-
trimerized limit.
Finally, for Rashba SOC, we expect a similar robust-

ness of the topology of the flat bands (as in Sec. III).
However, we also expect a more complex phase diagram
because of the lack of C3 symmetry, and the additional
potential gap-closing-gap-opening transitions. We do not
explicitly calculate this phase diagram here, which would
depend on extra parameters (the direction of ê), in ad-
dition to ϕ and δ.

V. CONCLUSION

In this paper, we investigated the topological proper-
ties of electrons on the (breathing) kagome lattice with
symmetry-allowed SOC between nearest-neighbors. We
drew several phase diagrams with respect to three param-
eters: trimerization, Rashba SOC, and intrinsic SOC.
We considered the topological phases associated with

both the Z2 index, in the original time-reversal invariant
six-band model, and the Chern numbers, in an effective
spin-polarized three-band model. Interestingly, the over-
all topological properties (i.e., the effects of the different
parameters) are similar for those two models.
We showed that the effects of Rashba SOC and the

inversion symmetry-breaking term (the trimerization) is
different than what is usually expected (for instance in
graphene).
We showed that the pair of flat bands (or the single flat

band for the spin-polarized system) is intrinsically topo-
logical. As soon as the quadratic band touching at Γ is
lifted, e.g., by an infinitesimally small SOC contribution,
the now well-defined topological index of the top bands
is non-trivial until a band-closing-band-opening happens
close to the fully-trimerized limit δ = t0. We stress that
the weakly dispersing bands are topologically very robust
against the perturbation (here the trimerization), unlike
the other dispersive bands.
In addition, the inclusion of Rashba SOC was shown

to drive the system into a topological phase by itself,
in contrast to graphene where it hinders the non-trivial
phase.
Finally, because of the possibility to host a non-trivial

topological phase close to the fully-trimerized system, we
showed how the same topological phase could be obtained
from a two-band system on a triangular lattice, which
could be relevant for experimental implementations.
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