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The many-body localization (MBL) phase transition is not a conventional thermodynamic phase
transition. Thus to define the phase transition one should allow the possibility of taking the limit of
an infinite system in a way that is not the conventional thermodynamic limit. We explore this for
the so-called “avalanche” instability due to rare thermalizing regions in the MBL phase for systems
with quenched randomness in two cases: for short-range interacting systems in more than one spatial
dimension, and for systems in which the interactions fall off with distance as a power law. We find
an unconventional way of scaling these systems so that they do have a type of phase transition.
Our arguments suggest that the MBL phase transition in systems with short-range interactions in
more than one dimension (or with sufficiently rapidly decaying power laws) is a transition where
entanglement in the eigenstates begins to spread into some typical regions: the transition is set by
when the avalanches start. Once this entanglement gets started, the system does thermalize. From
this point of view, the much-studied case of one-dimensional MBL with short-range interactions is
a special case with a different, and in some ways more conventional, type of phase transition.

I. INTRODUCTION

Isolated quantum systems can exhibit the phenomenon
of many-body localization; many-body localized (MBL)
systems do not thermally equilibrate themselves, and can
preserve local memories for arbitrarily long times [1–10].
A stable MBL “phase” has been proved to exist, under
certain minimal assumptions, for one-dimensional spin
chains evolving under strongly disordered local Hamilto-
nians [11, 12]. In this phase, all eigenstates are local-
ized in the sense of having area-law entanglement [4, 13],
and there is a complete set of spatially quasi-local, mu-
tually commuting integrals of motion (called LIOMs
or l-bits) [8, 9]. Whether MBL exists in more gen-
eral systems—for instance, in higher dimensional sys-
tems [14–17], systems with long-range interactions [18–
25], or systems subject to quasiperiodic rather than ran-
dom potentials [10, 26–31]—is less firmly established. In-
deed, a recent argument [32, 33] suggests that when one
takes the thermodynamic limit in the conventional fash-
ion, the MBL phase in disordered systems is generically
unstable to rare locally thermalizing regions in dimen-
sions d > 1, as well as in one dimension for interac-
tions that decay slower than exponentially with distance.
This is the so-called “avalanche” instability where a slow
avalanche of entanglement spreads from these rare re-
gions through typical regions, and thermalizes the entire
system. Nevertheless, there is experimental evidence for
a sharp crossover to very slow dynamics in certain two-
dimensional systems [14, 16], even if true MBL is in some
sense absent.

In the present work, we assume that this “avalanche”
instability exists as proposed in Refs. [32, 33], and discuss
its implications for the MBL phase transition as a func-

tion of sample size and/or time. We consider spin models
on d-dimensional lattices, with random fields of strength
of order one and spin-spin interactions of strength J . If
these are considered as particle models, the random po-
tential is of order one and both the hoppings and the
interactions are of strength J . We consider short-range
interactions and interactions that fall off with distance
r as slowly as a power law: J(r) ∼ J/rα. For finite-
size systems of linear size L we estimate the interac-
tion Jc(L) where the eigenstates change from localized
to thermalized. For finite L this change is, of course,
only a crossover, but we argue that under the appropri-
ate scaling this crossover sharpens up to a type of phase
transition in the limit L→∞. Similarly, we can instead
consider an infinite system and look at the behavior as a
function of time t, asking if the time dependence of the
operator spreading in the system is that characteristic of
the MBL phase or characteristic of the thermal phase,
and define a Jc(t) that way.

This unconventional way of taking the L → ∞ limit
can be motivated as follows: Recall that in systems
with sufficiently long-range interactions, even conven-
tional thermodynamic phase transitions take place at an
interaction strength that decreases to zero as the system
size is taken to infinity. In these cases it is conventional
to scale the interaction with system size so that its contri-
bution to, say, the total free energy remains extensive as
L→∞. For the study of the MBL transition what is im-
portant is not thermodynamics, but instead the dynam-
ics of entanglement. The dynamics are more sensitive to
interactions than is the thermodynamics, so we find that
in order to have a MBL transition, in most cases we need
to scale the interactions to zero more strongly than we
would if we were only trying to capture the thermody-
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namic effects of the interactions.

Looking across the range of cases that we consider,
varying d, α, L and t, we find that there are three differ-
ent types of estimates of the transition Jc, each applicable
in a different regime: One estimate may be termed “Fock-
space localization”, and ignores rare region effects [1, 2].
A second estimate, that we introduce here, is where
the avalanches get started. And the third estimate is
that used by Refs. [32, 33], which is to assume that the
avalanches do get started and ask when the avalanches
spread without limit through the entire system.

We find that the MBL transition in the large L or
large t limit is set by when the avalanches get started
for systems with short-range interactions in d > 1, as
well as more generally for systems with longer range in-
teractions, including power-law interactions with α > 2d
that do not decay too slowly with distance. These are
all systems where a sufficiently large avalanche will not
stop, so once the avalanche gets started, the system does
thermalize. In these cases we estimate the probability
of there being a sufficiently large locally thermalizing
rare region to start an avalanche. This gives estimates
of the transition behaving as log(Jc(L)) ∼ −(logL)1/3

and log(Jc(t)) ∼ −(log(log t))1/3 for systems with short-
range interactions. Thus to obtain a phase transition, we
need to scale the interaction down to zero as we increase
L or t to infinity. And we find that as we take this uncon-
ventional scaling limit the transition does become sharp,
so this is not “just a crossover”.

When power-law long-range interactions become even
longer, so α < 2d, then delocalization happens due
to long-range system-wide resonances between typical
spins before rare region effects become important. So
in this regime the Fock-space localization estimate of
the transition that ignores rare region effects is cor-
rect [22, 25, 34]. This gives estimates Jc(L) ∼ L−(2d−α)

and Jc(t) ∼ t−(2d−α)/(2d) (up to multiplicative logarith-
mic corrections) that depend more strongly on L and t.
In both of these regimes that we have discussed so far,
to obtain a sharp MBL phase transition we must scale
the interactions to zero more rapidly with increasing L
than is done in the conventional thermodynamic limit.
In this sense, at the transition the interactions are ther-
modynamically irrelevant but dynamically relevant, as
emphasized for a somewhat different class of MBL transi-
tion in Ref. [34]. Related unconventional scaling schemes
have also been considered for short-range systems that
exhibit Bose-Einstein condensation [35].

The case of d = 1 with short-range interactions is spe-
cial, since here the transition in the limit of large L and
t is not set by when the avalanches get started, but in-
stead by when they “run away” without being stopped
by the typical disordered regions. In this case this actual
MBL phase transition occurs at a nonzero Jc in the con-
ventional thermodynamic limit. But even here we can
consider the other estimates of the transition for smaller
finite L or t on the scale of numerical studies or exper-
iments. We suggest that it might be that for many of

the models that have been studied, the apparent Jc(L)
that is seen may be mostly set by either Fock-space lo-
calization in typical regions or the threshold for start-
ing avalanches. Then as L is increased, a given sample
becomes more likely to have a large thermal inclusion,
so the avalanche-start estimate Jc(L) decreases with in-
creasing L and eventually drops well below the actual
phase transition that is set by when the avalanches run
away. But this crossover to the asymptotic critical behav-
ior might happen at very large L for some, and possibly
all, of the models that have been studied so far.

This paper is organized as follows. In Sec. II we spec-
ify the models to be considered and summarize our main
results. In Sec. III we discuss short-range systems in
dimensions greater than one. In Sec. IV we discuss the
case of sufficiently rapidly decaying power laws. In Sec. V
we discuss one-dimensional systems with short-range in-
teractions, including particle models where we allow the
hoppings to be strong compared to the interactions. Fi-
nally, in Sec. VI we discuss some implications of these
results.

II. BACKGROUND, MODELS, AND MAIN
RESULTS

In this work we are concerned with general Hamiltoni-
ans of the form

H =
∑
i

hiOi + J
∑
ij

φijPij , (1)

where the hi are random fields that are of order one, the
Oi are single-site operators that are of order one, the φij
are (potentially random) coefficients that are of order one
at distance one and fall off in a prescribed way with the
distance rij between the two sites i and j, and the Pij
are two-site operators with norm of order one that do not
commute with Oi or Oj . We “tune” through the MBL
transition by varying J .

In general the local Hilbert space could have more than
two states per sites, but for simplicity and specificity we
will consider the case of two states per site. The general-
ization to q-state systems with q > 2, or operators that
act on more than two sites, is fairly straightforward, and
will only affect some prefactors in the estimates below. In
general we could also consider the behavior as a function
of temperature, but again for simplicity and specificity
we mostly restrict our attention to infinite temperature,
where the full state space is “in play”. For concreteness,
we refer to the local degrees of freedom as “spins”. We
will consider power-law, stretched exponential, exponen-
tial, and strictly short-ranged forms for φij . In the power-
law cases, we take the interactions to fall off as 1/rα; in
the following discussion, α will always denote this expo-
nent. This Hamiltonian may be time-independent, or it
may be periodic in time with a period of order one, thus
making a Floquet system [36, 37]. In the latter case,
when we refer to “energy”, it means the pseudo-energy.
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Since the focus is on low-energy dynamics this is not an
important distinction for the physics here.

A. Background: long-range models

In models with sufficiently slowly decaying power law
interactions, delocalization occurs primarily through few-
spin resonances and we do not need to invoke rare-region
physics. The general mechanism is as follows [18–25]:
Suppose the interactions fall off as J/rα. Then a typi-
cal spin is involved in ∼ JRd−α resonances at scale R.
Each resonant pair of spins forms a two-level system, con-
sisting of hybridized states. Crucially, all such two-level
systems at scale R are coupled to one another by a matrix
element comparable to their detuning, so an O(1) frac-
tion will inter-resonate. The number of two-level systems
within a distance R of a particular two-level system can
be estimated as∼ JR2d−α; when α < 2d sufficiently large
two-level systems always inter-resonate, and the system
delocalizes on long enough scales. To prevent this delo-
calization, one must scale J down with system size L such
that JL2d−α always remains small, so Jc(L) ∼ Lα−2d. In
particular, in the all-to-all case α = 0, the localization
transition is at Jc(L) ∼ L−2d. These arguments hold
up to multiplicative logarithmic corrections, which were
noted in Ref. [25].

If the interactions are random and thus frustrated,
the proper scaling of the interactions in the conventional
thermodynamic limit is J(L) ∼ Lα−(d/2) for α < d/2,
while J does not need to be scaled to zero for α > d/2
to get an interacting thermodynamic limit. Thus we find
that the scaling that is needed to see the localization
transition is such that the interactions scale to zero with
increasing L faster than they do in the conventional ther-
modynamic limit, so that their contribution to the equi-
librium thermodynamics vanishes in the large L limit:
The interactions are thermodynamically irrelevant, but
dynamically relevant when scaled as needed to see the
MBL phase transition.

B. Avalanche argument

Localization in systems with power laws α > 2d, or
short-range systems, is stable against few-spin resonances
at weak interactions. However, these systems appear to
be susceptible to a non-perturbative rare-region instabil-
ity seeded by thermal inclusions. Following standard us-
age we call this instability an “avalanche” [32], although
this instability is an extremely slow process, so this name
is perhaps misleading. To explain the avalanche argu-
ment we first recall that a MBL Hamiltonian, with an
entirely localized spectrum, can be written in terms of
its spatially quasi-local integrals of motion (l-bits), τzi ,

as follows [8, 9, 11, 38, 39]:

H =
∑
i

hiτ
z
i +

∑
ij

Jijτ
z
i τ

z
j +

∑
ijk

Kijkτ
z
i τ

z
j τ

z
k + . . . (2)

where these interactions fall off exponentially with the
distance between the sites involved (specializing for now
to the case where the microscopic interactions are short-
range). Further, a generic local physical operator Õi
can be expanded in the basis of τ operators, as Õi =∑
j c

(1,i)
j,α ταj + c

(2,i)
jk,αβτ

α
j τ

β
k + . . .. The coefficients c also fall

off exponentially with distance. Among the coefficients
at a fixed distance, those that involve flipping many l-bits
may be further suppressed: in general, the amplitude of
a particular term is ∼ Jn where n is the lowest order
in which that term is generated in the locator expan-
sion [40].

The avalanche argument proceeds as follows [32, 33]:
In the MBL phase, assuming a model of uncorrelated dis-
order, there will be rare large regions where the disorder
is locally weak (e.g., all the local fields are approximately
the same). Any such region of finite size can occur with
some nonzero probability. To address these regions, we
first imagine cutting all interactions between them and
the typical regions, and performing a local unitary trans-
formation that diagonalizes the latter in the l-bit basis.
The rare thermal spots, meanwhile, are assumed to be
“good” thermal regions, which locally obey the eigenstate
thermalization hypothesis (ETH). We then reinstate the
interactions between the thermal spots and the typical re-
gions; this corresponds to adding interactions of the form
OedgeOth, where the operator Oedge is a generic local op-
erator (with an expansion in terms of l-bits as described
above) and Oth is an operator on the thermal spot. Spins
that are a distance x from the thermal spot are coupled
to it via spin-flip matrix elements of Oedge that fall off
exponentially with x. The spin gets entangled (in the
system’s eigenstates) with the thermal spot if this spin-
flip matrix element coupling it to the spot exceeds the
many-body level spacing of the spot.

The key observation is that spins near the edge of a
sufficiently large rare spot invariably entangle with it.
Once this happens, the effective level spacing of the spot
is reduced (because it is now enlarged by the spins it
has “absorbed”); farther-out spins then entangle with the
spot if their matrix elements exceed this reduced level
spacing. Asymptotically, in dimensions greater than one,
a sufficiently large spot invariably induces an instability:
when a spot of large surface area A absorbs the spins that
immediately surround it, its level spacing goes down by
a factor of 2−A, whereas the matrix element for the next
step only decreases by a factor of exp(−1/ζ), where ζ is
a decay length for the spin-flip couplings. Thus once this
“avalanche” starts, it will not stop and the eigenstates of
the full sample will be thermal.
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C. Main results

We now summarize the main results of our analysis,
in the various cases considered, going from the longest-
ranged to the shortest-ranged models.

Very long-range power laws α < d.—In this case, de-
localization is due to the proliferation of few-spin reso-
nances on the scale of the system size; these resonances
are the first to proliferate. The relevant spins in a sys-
tem of size L are all coupled to each other with the typ-
ical coupling J/Lα; one can thus regard these models
as analogous to the all-to-all model, but with an effec-
tive coupling that renormalizes with L. The all-to-all
model has a transition with a critical point that scales
as Jc ∼ 1/N2 ∼ 1/L2d. We can put these two results
together and get

Jc(L) ∼ 1/L2d−α. (3)

In these models, the inverse participation ratio in Fock
space remains finite throughout the localized phase.
Thus the transition here is a Fock-space delocalization
transition of the type discussed in Refs. [1, 2].

Equivalently, instead of a length-dependent critical
coupling we can define a time-dependent critical cou-
pling using the fact that a resonance at scale L gives rise
to hybridization on timescale t(L) ∼ Lα/J(L). Thus,
Jc(t) ∼ 1/(Jc(t)t)

(2d−α)/α. This then implies (for α > 0)

Jc(t) ∼ 1/t1−(α/2d). (4)

Intermediate-range power laws, d < α < 2d.—In this
case, Eq. (3) continues to apply for the critical coupling;
however, there are some conceptual differences. In this
case, isolated short-range resonances are present at some
nonzero density even in the MBL phase. A very rough
estimate of the inverse participation ratio, taking into
account only nearest-neighbor resonances, is

IPR ∼ exp(−Nres.) ∼ exp(−LdJ(L)) ∼ exp(−Lα−d),
(5)

which evidently vanishes when α > d. However, we can
relate this case to a Fock-space localization problem as
follows: first, we separate out the interaction into a short-
range piece that is cut off at a scale that is a small but
finite fraction of L, and a long-range piece consisting
of terms with range comparable to L. The short-range
piece can be diagonalized in terms of quasi-l-bits (which
would be exact l-bits if we neglected the long-range in-
teractions). We then express the long-range couplings
in terms of these l-bits; these long-range couplings cre-
ate resonances that are system-wide in scale, and can be
treated as in the all-to-all case.

For Hamiltonian systems with α < 2d the transition
Jc(L), Jc(t) in general does depend on the energy den-
sity, thus producing a many-body mobility edge that does
survive as a sharp transition in the appropriate limit.

Faster power laws, α > 2d.—In this case, few-spin res-
onances do not proliferate when J is sufficiently small

(even if we do not scale it with system size). In the
absence of avalanches, the MBL phase would be stable
for small enough J , with algebraically localized l-bits.
However, avalanches destabilize it (as analyzed in more
detail in Sec. IV); the critical coupling (or characteristic
size scale) for an avalanche is given by

Jc(L) ∼ exp(−constant× α
√

logL). (6)

The avalanches in this case are different from those in
short-range models, in that they can be spatially sparse
clusters of spins. Using the fact that Jc(L) vanishes
slower than a power law of L, we can deduce that to
leading order, t ∼ Lα and so

Jc(t) ∼ exp(−constant×
√
α log t). (7)

Short-range models in d > 1.—For short-range models,
we estimate the large-L scaling

Jc(L) ∼ exp[−constant(logL)1/3]. (8)

Once again, Jc(L) vanishes rather slowly as L → ∞, so
the length-time relation is L ∼ log t. Plugging this in, we
find that

Jc(t) ∼ exp[−constant(log log t)1/3]. (9)

Thus the critical coupling scales to zero extremely slowly
as a function of time, and on experimentally realistic
timescales it may look essentially time-independent.
Width of transition regions.—We now discuss the

width of these transitions: Does the finite-L crossover
sharpen up and become a phase transition in the limit of
large L, or does it remain a crossover?

First, when α < 2d, the transition essentially oc-
curs [25] when each sample contains on the order of one
resonance on the scale L. In the “dynamic” limit we are
considering, to leading order we scale Jc ∼ 1/L2d−α to
keep the expected number of resonances in a sample of
size L fixed and O(1). In this leading-order estimate,
we find that the width of the crossover region—in which
the probability of having an order one number of reso-
nances in a given sample differs appreciably from zero
or one—remains a finite fraction of Jc regardless of L.
To understand the scaling of the transition region, there-
fore, we must go beyond this leading-order analysis. As
this is not the main focus of the present work, we simply
remark that numerical scaling studies of this case [25]
observe that the transition sharpens as L is increased.

We now turn to the case when avalanches are involved.
Here, we find that the critical region sharpens as L (or
t) is increased. For concreteness we consider the short-
range case in d > 1. Here the probability of an avalanche
in a system of size L at coupling J is given by

P (J, L) ∼ Ld exp(−constant× | log3 J |). (10)

We fix L and look for couplings J± for which the prob-
ability of an avalanche is (e.g.) 1/2 ± w respectively
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(one can think of these, e.g., as quartiles (w = 1/4)
of the probability distribution). We find that log J+ ∼
[log{(1/2 + w)L−d}]1/3 and similarly for log J−. The
transition width can be estimated as

(δJc)/J
typ
c ≈ log J+ − log J− ∼ (logL)−2/3. (11)

Thus the transition point Jc(L) becomes sharply defined
as L → ∞ in this scaling limit: the probability changes
from near zero to near one on a change in J that is small
compared to Jc itself. We will see below that in this same
sense the time-dependent Jc(t) also becomes asymptoti-
cally sharply defined. However, one can check that Lc(J)
and tc(J) do not become sharply defined in the same way.

III. HIGHER-DIMENSIONAL SHORT-RANGE
SYSTEMS

We now consider d-dimensional systems with short-
range interactions, for d > 1. For small enough sys-
tems or short enough times, avalanche physics may be
unimportant and the crossover from localization to ther-
malization may be best estimated with a Fock-space
localization estimate. But if the sample size L and
the time t are large enough, avalanches will happen
at the Fock-space localization estimate of the transi-
tion [32, 33], and we need to instead estimate at what
coupling these avalanches start. This section examines
this estimate in more detail, always assuming that L and
t are large enough so that the transition is indeed set by
the avalanches getting started.

A. Constructing the critical thermal inclusion

We anticipate that the shape of a thermal inclusion
is relatively unimportant to its “potency”, and construct
inclusions as follows: The first site is “free”, meaning un-
restricted. The second site has to neighbor the first site
and in order to be resonant with it, the two spins must
have have their |hi|’s within J of each other, similarly
with the third site, etc. For a given lattice, a rough es-
timate is that the density of such thermal inclusions of
` spins is ∼ (zJ)(`−1) where z is some order one num-
ber that contains the typical coordination number of the
lattice. A typical such inclusion will have a fractal di-
mension between 1 and d.

The inclusion consists of spins which are all at approx-
imately the same field |hi| ' h; therefore, the coupling
J and this average field h set the inclusion’s internal en-
ergy scales. In particular, its local spectral functions are
concentrated within ∼ J

√
` of energies 0, ±h, ±2h, etc.

We anticipate that J will eventually be taken to zero as
we take the limits of large L or t, and for small enough
J the bath has a small bandwidth, so the arguments of
Ref. [41] apply. Also, we will obtain ` ∼ log2 J , which
allows us to drop some factors of ` in getting the leading
behavior.

Consider a typical spin near the inclusion. The most
likely way for this spin to get entangled with the inclu-
sion in an eigenstate is via a high-order rearrangement
of spins; to get such a rearrangement with energy within
. J of resonance with the inclusion one needs to include
of order ∼ | log J | other spins in the process. At this scale

the matrix element is ∼ 2− log2 J , so vanishes with de-
creasing J faster than any power of J . We require this to
be smaller than the level spacing of the inclusion, which
is ∼ J2−`, for the inclusion not to absorb this multi-
spin rearrangement. To stop this inclusion from growing
and thus initiating an avalanche we need the inclusion to
be off-resonant with each of the possible multi-spin rear-
rangements that it can couple to in the surrounding typi-
cal spins. The number of these possible | log J |-spin reso-
nances grows with decreasing J no faster than a power of
J , so the factor due to all these possible resonances can
be neglected relative to the stronger J-dependence of the

matrix element. Thus we need 2− log2 J . 2−` to prevent
this inclusion from initiating an avalanche. To leading
order, the critical size for a rare thermal inclusion is thus
` ' log2 J spins.

Since our approach to finding the most potent inclu-
sion for starting an avalanche is not fully systematic, one
might worry about whether there is some more probable
inclusion that we have neglected. In order to have a dif-
ferent scaling, it seems like the inclusion would need to
either have a bandwidth that depends on J more slowly
than a power law, and/or need to be able to couple to a
number of possible multispin rearrangements that grows
faster than ∼ 2`. With only ` spins in the inclusion,
neither of these scenarios seem possible.

B. Location and width of the transition

For a given linear system size L, the probability of
a thermal inclusion that is large enough to start an
avalanche being present is

P (L, J) ∼ LdJ log2 J . (12)

This probability is shown schematically in Fig. 1. The
critical coupling then obeys

| log Jc(L)| ∼ [d logL]1/3. (13)

For any finite L the change at Jc(L) is not sharp,
it is only a crossover, as is almost always the case for
phase transitions in finite systems. But we can ask if this
crossover sharpens up to a phase transition as we take the
limit of large L. The probability that a finite system of
Ld spins has avalanched is P (L, J) ∼ Ld exp[−| log3 J |].
The width of the transition region can be estimated by
estimating the change, δJ , in the coupling J between,
say, the values where this probability is 1/4 and 3/4. By
this measure the transition does indeed sharpen up as

δJ

Jc(L)
∼ (logL)−2/3 (14)
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FIG. 1: For systems in dimensions d > 1 with short-range
interactions: Upper left: probability of a sample of size L
containing an avalanche, as a function of J and L. Upper
right: probability of a typical degree of freedom being incor-
porated into an avalanche at time t, as a function of J and t.
Lower panel: probability of a sample of size L containing an
avalanche vs. rescaled coupling J/Jc(L) at various L. Note
the gradual sharpening of the transition as L is increased.
These plots illustrate the behavior of the functions (12), (15);
however, the quantitative values other than J/Jc are only
schematic, as we have set various undetermined constants to
unity.

as the limit of large L is taken, as illustrated in Fig.
1. We note that although Jc(L) becomes asymptotically
well-defined, repeating the analogous calculation shows
that the L-driven crossover at fixed J remains broad:
there is no sharply defined critical size Lc(J) at which
avalanches appear.

C. Finite-time scaling

These arguments carry over if we instead consider the
transition as a function of time instead of system size.
This is more directly relevant to ultracold atomic experi-
ments, which currently seem to be limited more severely
by coherence times than by system sizes. We define a
finite-time transition point Jc(t) as that at which the
typical spin has become thermally entangled with many
other degrees of freedom. At time t and small J , this hap-
pens if the distance R to the nearest avalanche-inducing
rare region satisfies t & exp(R/ζ), where ζ ∼ 1/(log J).
Thus, the probability of a typical spin entangling via an

avalanche at time t is

P (t, J) ∼ | log t/ log J |d exp(−| log3 J |). (15)

This gives, to leading order, log Jc(t) ∼ −(log log t)1/3.
Also, analogous to the reasoning above, δJ/Jc(t) ∼
(log log t)−2/3 and the transition is asymptotically well-
defined (although the sharpening is extremely slow).

This argument also suggests that, in the avalanche sce-
nario, experiments with ultracold atoms should see an ap-
parent MBL transition at an apparent critical coupling
Jc(t) that is only very weakly dependent on time. This
very weak drift of the transition point with time may be
challenging to detect (Fig. 1).

D. Properties of the MBL and thermal phases

We briefly discuss the low-frequency dynamics in this
nonstandard scaling limit.

First, we consider the MBL “phase”; in this phase,
in the frequency regime ω � J , response is dominated
by isolated local resonances (i.e., pairs of locally differ-
ent configurations that hybridize). We count these res-
onances as follows [42, 43]: Given a frequency ω � J ,
response at that frequency is dominated by transitions
involving interactions between n spins such that Jn ' ω.
The matrix elements of a generic local operator con-
necting the two resulting hybridized states are of order
unity, and the density of states of such resonances is
z̃| logω/ log J| ∼ ω−| log z̃/ log J| where z̃ > 1 is a number
that depends on the dimensionality and lattice geome-
try. Thus a generic sample-averaged response function
goes as χ(ω) ∼ ω−| log z̃/ log J|, so is present and only
weakly dependent on frequency in the limit of large L
[60]. This applies in a parametrically large window of
frequencies much smaller than J . There are also contri-
butions to the response due to rare thermal inclusions
which are sub-critical in size, but these are subleading to
these resonances.

At the transition Jc(L), our scaling implies that a sam-
ple contains O(1) supercritical inclusion cores. Typical
degrees of freedom relax by coupling to these cores. This
coupling scales as JaL, where a is a constant. Using the
scaling of Jc with L, we find that this typical relaxation
time scales as log τ ∼ L(logL)1/3. This “Thouless time”
of a sample thus grows slightly faster than exponentially
with L, as a consequence of our scaling of Jc(L).

In the thermal phase, at large enough L and t so J >
Jc, the system contains many thermal inclusions that are
large enough to start avalanches. The typical distance be-
tween inclusions is R = R(J) ∼ exp(constant× | log3 J |).
The time for a typical spin to get entangled with the
nearest such inclusion is ∼ JR, after which that opera-
tor will spread by couplings between inclusions at some
butterfly speed vB ∼ R J−R.
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IV. RAPIDLY DECAYING POWER LAWS α > 2d

We turn next to rapidly decaying power laws, 1/rα

with α > 2d. For these power laws, the MBL phase
remains stable at weak interactions against few-spin res-
onances, so the channel by which it first thermalizes is an
avalanche initiated by a rare supercritical thermal inclu-
sion. We now estimate the size and properties of such an
inclusion. As in the previous section, we assume we are
at large enough L and t so that the transition is indeed
set by when the avalanches get started. At smaller L or
t, a Fock-space localization estimate of the crossover may
be more appropriate.

A. Constructing the critical inclusion

The main difference between the short-range and
power-law cases is that inclusions in the power-law case
can be much less compact. We can construct them as
follows: The inclusion has a “core” of closely-spaced res-
onant spins that has a bandwidth J , as in the short range
case. As the inclusion adds more spins, it becomes capa-
ble of absorbing spins that are increasingly far from its
core. For instance, if the inclusion contains q spins, it
can grow to q + 1 spins by incorporating any spin at a
distance Rq such that 1/R2α

q & 2−q. Thus, Rq . 2q/(2α).
The probability of there being a spin within this dis-
tance that is resonant with the core of the inclusion is
∼ RdqJ . Once this probability reaches one, the inclusion
has started an avalanche. The critical inclusion size is
thus an inclusion with ` spins, where

` ' −2α log2 J

d
, (16)

with the farthest spin within the inclusion being at a
distance ∼ R` ∼ J−1/d from the core.

B. Location and width of the transition

Given the critical inclusion size (16) one can see that
the probability of such an inclusion being present is

P (J, L) ∼ Ld exp(−α× constant× log2 J) . (17)

This gives log Jc(L) ∼ −
√

(1/α) logL. One can check
immediately that this scaling corresponds to a transition
that sharpens in the L → ∞ limit as (logL)−1/2. Note
also that the size of the critical inclusion will scale as
logR` ∝

√
logL, i.e., the critical inclusion, though spa-

tially sparse, does grow slower than algebraically with
system size.

C. Finite-time scaling

We now turn from finite-size scaling to finite-time scal-
ing. A typical spin couples to the nearest avalanche,

which is a distance

R = R(J) ∼ exp(α× constant× log2 J) (18)

away, by a multi-spin process that is on shell to within
J . Since J → 0, it is optimal to use as few powers of
J as possible, by only going to second order. To find a
partner that is within J in energy, we must typically go
a distance ∼ J−1/d from the core of the inclusion, so the
rate at which a typical spin entangles with an inclusion
at distance R is ∼ J1+2α/d/R2α. However, R increases
faster than any power of J , so to leading order we obtain
the length-time relationship t(R) ∼ R2α. (Although we
did not systematically optimize over all processes, t(R)
can not grow parametrically faster than R2α.) Therefore

the transition happens when log J ∼ log1/2 t and the t-
driven transition has a width that scales down with t as
δJ/Jc(t) ∼ log−1/2 t.

D. Properties of the localized and thermal phases

The discussion here parallels that in Sec. III D above:
as in that section, we will be concerned with generic local
spectral functions in a Floquet system with no conserved
quantities. First, we consider the low-frequency response
of the localized phase. This is dominated, as in the short-
range case, by resonant two-level systems. However, for
power-law interactions in the scaling limit we are consid-
ering, few-site resonances dominate over many-body re-
arrangements (since they use fewer powers of the decreas-
ing interaction J). At a frequency ω, the dominant res-
onances are those with splitting ω, i.e., resonant pairs of
sites separated by a distance (J/ω)1/α. The phase space
for such rearrangements therefore scales as (J/ω)d/α, so
the low-frequency response will scale as χ(ω) ∼ ω−d/α.

At the transition, the bottleneck for relaxation is the
rate at which a typical spin couples to the supercritical
inclusion (recall that near the transition there are typ-
ically O(1) such inclusions per sample of size L). To
leading order, then, τ ∼ L2α. There will be multiplica-
tive corrections due to the L-dependence of J ; however,
this dependence is slower than any power of L and we
neglect it.

In the thermal phase, the inclusions are spaced by
R(J) [Eq. (18)], and the Golden-Rule timescale t(R) ∼
R2α/J governs the relaxation of typical spins. Oper-
ators spread via these inclusions with butterfly speed
vB ∼ [R(J)]−(2α−1); although spreading operators will
have power-law tails, when α > 2d the width of the oper-
ator front, and therefore vB , remain well-defined [44, 45].

V. ONE-DIMENSIONAL SYSTEMS

In one dimension, the MBL transition in the conven-
tional thermodynamic limit can be determined, not by
rare regions that initiate avalanches, but by the localiza-
tion properties of typical regions. When typical regions
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typical-region instability

P(avalanche)=1/2

true transition

log L

lo
g
J

FIG. 2: Schematic illustration of the scenario discussed in the
main text for MBL transitions Jc(L) vs. system size L in one
dimensional systems with short-range interactions. At the
smallest sizes, avalanches are rare and the transition occurs
when typical regions are unstable to the proliferation of reso-
nances (green line). At the largest sizes, the transition occurs
when an avalanche is able to grow without bound (black line).
As one increases the system size, one goes through a regime of
intermediate sizes where the bottleneck for thermalization is
having a rare region that is large enough to start an avalanche
that can grow (red curve). In models with correlations in the
disorder, the density of avalanches can be tuned separately
from the typical localization length, allowing one in princi-
ple to slide the red curve horizontally (Sec. VI). Further, the
black and green lines can be shifted relative to one another,
e.g., for interacting particles, by tuning the relative strength
of hopping and interactions.

have a sufficiently short decay length ζ for spin-flip in-
teractions, even large avalanches do not propagate far;
when this decay length exceeds a critical value, a sin-
gle avalanche can destabilize the entire system [32, 33].
A transition of this sort (involving the spreading of
avalanches) has been seen in approximate RG studies of
the MBL transition that study very large systems [46–51].
The regime being studied in all of these RG’s is length
scales where thermal inclusions large enough to start an
avalanche are present. The critical exponents seen in
these RG studies are all consistent with the CCFS bound
on critical exponents in random systems [52, 53], with
the most recent work supporting a Kosterlitz-Thouless-
like transition [50]. However, exact diagonalization (ED)
studies of the transition, which are necessarily confined
to small system sizes, find very different apparent critical
exponents that are inconsistent with CCFS [28, 54, 55]
(however, very recent work [56] is in close agreement with
some RG predictions). This suggests that the transitions
seen in the ED studies may be in a finite-size regime that
is very different from the thermodynamic limit.

One scenario for this discrepancy is that the numeri-
cally observed transition in small systems occurs when
typical regions develop resonances. In this scenario,
avalanches are too rare to be relevant at the numerically
accessible system sizes. Then, as one increases the sys-
tem size, avalanches begin to become relevant and move

the transition to lower interaction; however, for interme-
diate sizes, the bottleneck for a transition to occur in a
given sample is whether that sample hosts a large enough
locally thermalizing rare region to start an avalanche. As
the system grows, this avalanche-start “transition” drifts
to increasingly small interactions, and for large enough
systems takes place inside the MBL phase. It is only
once the avalanche-start transition has moved to well be-
low the true avalanche runaway transition that the sys-
tem will display the asymptotic critical behavior of the
thermodynamic limit. But this might not happen un-
til lengths L that greatly exceed those accessible to ED.
This scenario is sketched in Fig. 2. In the much-studied
case of Heisenberg chains with random on-site fields in
the z direction, numerical evidence [39, 57] suggests that
the localization length remains short enough to contain
avalanches throughout most of the numerically observed
localized phase, i.e., the typical-region instability and the
avalanche instability occur at comparable interactions.

One can also construct one-dimensional models in
which the transition is instead bottlenecked by the den-
sity of inclusions out to the large-L limit. For instance,
if the microscopic interactions themselves fall off expo-
nentially with a slow enough decay constant, or for a
weakly-interacting Anderson insulator with strong hop-
ping and thus a relatively large localization length, start-
ing an avalanche remains the bottleneck even for large
system sizes.

For the weakly-interacting and weakly-localized one-
dimensional Anderson insulator, we can write out the
Hamiltonian in the basis of localized single-particle eigen-
states α, as follows:

H =
∑
α

εαnα +
∑
αβγδ

Vαβγδc
†
αc
†
βcγcδ. (19)

Here, the interaction coefficients fall off exponentially
with the distance between the centers of the orbitals in-
volved. (Specifically, the typical falloff is exponential,
but there is also an exponentially small probability of an
O(1) coupling.) Although the interaction here is a four-
site coupling rather than the two-site coupling considered
earlier, we can construct rare regions analogous to the
higher-dimensional short-range case. The role of a spin
flip is played here by a particle-hole excitation involving
two overlapping localized orbitals. The rare inclusion is a
cluster of ` nearby such particle-hole excitations that all
have the same energy within the interaction |V |. These
make up a narrow-bandwidth bath with bandwidth ∼ V .
The rest of the argument proceeds as in the d > 1 case
(Sec. III), giving the same scaling of Jc(L) [Eq. (8)] that
we previously found for short-range models.

VI. DISCUSSION

In this work we have argued that, even assuming the
MBL transition occurs via an “avalanche” instability,
there is a sense in which the transition remains sharp and
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well-defined in dimensions greater than one. Defining
this transition requires taking an unconventional ther-
modynamic limit, in which the interaction J is reduced
in proportion to the critical value Jc(L) that goes to zero
as L → ∞. With this scaling, the transition is sharp in
this unusual thermodynamic limit, since as L → ∞ the
probability that a given sample contains a supercritical
inclusion becomes a step function of (J − Jc(L))/Jc(L)
(Fig. 1). This transition has some features in common
with other extreme value problems, such as the emer-
gence of a sharp density-of-states edge in random matri-
ces [58], which it would be interesting to explore further.

Our estimates imply that in short-range models in
d > 1, the drift of the apparent transition Jc(t) with the
observation time t is extremely weak, and may be effec-
tively unobservable in many experiments. Thus, in prac-
tice such experiments may see a constant, well-defined
transition Jc(t) that shows no discernible time depen-
dence. However, for models with power law interactions,
such as dipolar systems [20], the time-dependence of Jc(t)
is enhanced and might more readily be observed.

For simplicity we have focused on the MBL transition
in Floquet systems with no conserved densities. In sys-
tems with a conservation law (e.g., energy in Hamilto-
nian systems), one can ask whether our limiting proce-
dure yields a sharp transition that happens simultane-
ously in all sectors of the conserved quantity, or at a sepa-
rate Jc(L) in each sector—i.e., whether sharp many-body
mobility edges exist [59] in this unconventional scaling
limit. The answer to this question is not clear at present.
Let us denote the putative temperature-dependent crit-
ical coupling as Jc(L, T ) and the local entropy density
s(T ). Adapting the arguments in Sec. IIIA suggests that

| log Jc(L, T )| ∼ s(T )2/3 log1/3 L, since the matrix ele-
ment for a typical spin to couple into the inclusion de-
pends exponentially on the local entropy density s(T ).
This implies that log[Jc(L,∞)/Jc(L, T )] ∝ log3 L, i.e.,
if we scale the system to have an infinite-temperature
transition, it is always localized at T < ∞. However,
this analysis neglects rare configurations in which one
of the supercritical inclusions and its surroundings are
at T = ∞ and initiate an avalanche [61]. The num-
ber of these rare configurations appears to decrease as
exp(−const. × | log3 J |), so in a typical configuration of

spins at temperature T < ∞, none of the inclusion
cores or their surroundings are hot enough to initiate
an avalanche. This is an important difference between
the present problem and that considered in Ref. [59]. In
the present scaling limit, it is unclear whether (and if
so, how) the avalanche gets started in typical states. We
leave this as an interesting open question for future work.

A key assumption in this work was that disorder is un-
correlated and drawn from a smooth distribution; thus
the same parameter controls the localization parameters
of typical regions and the density of rare thermal inclu-
sions. However, if one works in a space of more general
disorder models—e.g., correlated random potentials, or
disorder distributions with sharp peaks at certain spe-
cific values—these two properties can be controlled sep-
arately. The scaling of the MBL transition might dif-
fer in these more general models from what we have
discussed above. An extreme case is that of quasiperi-
odic potentials. Whether avalanches can arise in local-
ized quasiperiodic systems is not known at present, al-
though the single-particle localized state is unstable to
weak interactions when ξ is of order unity [31]. In one-
dimensional quasiperiodic potentials the probability of
finding a sequence of n > 2 adjacent sites that are de-
generate to a given threshold is strictly zero. Therefore
avalanches, even if they do get started, must grow from
seeds that look very different than those considered here.
At the opposite extreme, locally correlated disorder po-
tentials can have an anomalously high density of super-
critical inclusions, and thus should be able to exhibit the
“true” MBL transition for short-range 1D systems for
smaller size samples, perhaps even for those accessible to
exact diagonalization.
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[36] P. Ponte, Z. Papić, F. m. c. Huveneers, and D. A. Abanin,
Phys. Rev. Lett. 114, 140401 (2015), URL http://link.

aps.org/doi/10.1103/PhysRevLett.114.140401.
[37] D. Abanin, W. De Roeck, and F. Huveneers,

arXiv:1412.4752 (2014), URL http://arxiv.org/abs/

1412.4752.
[38] D. Pekker, B. K. Clark, V. Oganesyan, and G. Refael,

Phys. Rev. Lett. 119, 075701 (2017), URL https://

link.aps.org/doi/10.1103/PhysRevLett.119.075701.
[39] V. K. Varma et al., arXiv:1901.02902 (2019).
[40] V. Ros, M. Müller, and A. Scardicchio, Nuclear Physics

B 891, 420 (2015).
[41] S. Gopalakrishnan and R. Nandkishore, Phys. Rev. B 90,

224203 (2014).
[42] S. Gopalakrishnan, M. Müller, V. Khemani, M. Knap,

E. Demler, and D. A. Huse, Phys. Rev. B 92,
104202 (2015), URL http://link.aps.org/doi/10.

1103/PhysRevB.92.104202.
[43] N. F. Mott, Phil. Mag. 17, 1259 (1968).
[44] M. Foss-Feig, Z.-X. Gong, C. W. Clark, and A. V.

Gorshkov, Phys. Rev. Lett. 114, 157201 (2015), URL
https://link.aps.org/doi/10.1103/PhysRevLett.

114.157201.
[45] X. Chen and T. Zhou, arXiv preprint arXiv:1808.09812

(2018).
[46] R. Vosk, D. A. Huse, and E. Altman, Phys. Rev. X

5, 031032 (2015), URL https://link.aps.org/doi/10.

1103/PhysRevX.5.031032.
[47] A. C. Potter, R. Vasseur, and S. A. Parameswaran, Phys.

Rev. X 5, 031033 (2015), URL https://link.aps.org/

doi/10.1103/PhysRevX.5.031033.
[48] P. T. Dumitrescu, R. Vasseur, and A. C. Potter, Phys.

Rev. Lett. 119, 110604 (2017), URL https://link.aps.

org/doi/10.1103/PhysRevLett.119.110604.
[49] T. Thiery, F. m. c. Huveneers, M. Müller, and

W. De Roeck, Phys. Rev. Lett. 121, 140601 (2018), URL
https://link.aps.org/doi/10.1103/PhysRevLett.

121.140601.
[50] P. T. Dumitrescu, S. A. Parameswaran, A. Gore-

mykina, M. Serbyn, and R. Vasseur, arXiv preprint
arXiv:1811.03103 (2018).

[51] A. Morningstar and D. A. Huse, arXiv preprint
arXiv:1903.02001 (2019).

[52] J. T. Chayes, L. Chayes, D. S. Fisher, and T. Spencer,
Phys. Rev. Lett. 57, 2999 (1986), URL https://link.

aps.org/doi/10.1103/PhysRevLett.57.2999.
[53] A. Chandran, C. R. Laumann, and V. Oganesyan, arXiv

preprint arXiv:1509.04285 (2015).
[54] J. A. Kjäll, J. H. Bardarson, and F. Pollmann, Phys. Rev.

Lett. 113, 107204 (2014), URL https://link.aps.org/



11

doi/10.1103/PhysRevLett.113.107204.
[55] D. J. Luitz, N. Laflorencie, and F. Alet, Phys. Rev. B

91, 081103 (2015), URL https://link.aps.org/doi/

10.1103/PhysRevB.91.081103.
[56] L. Herviou, S. Bera, and J. H. Bardarson, arXiv preprint

arXiv:1811.01925 (2018).
[57] P. Peng et al., arXiv preprint arXiv:1901.00034 (2018).
[58] R. Marino, S. N. Majumdar, G. Schehr, and P. Vivo,

Phys. Rev. Lett. 112, 254101 (2014), URL https://

link.aps.org/doi/10.1103/PhysRevLett.112.254101.
[59] W. De Roeck, F. Huveneers, M. Müller, and M. Schiulaz,

Phys. Rev. B 93, 014203 (2016), URL https://link.

aps.org/doi/10.1103/PhysRevB.93.014203.
[60] In a typical sample, this response cuts off at some fre-

quency ω0, set by the lowest-frequency resonance that oc-
curs in that sample. This is determined by the condition

(zJ)nLd = 1, which implies ω0 ∼ J− logLd/ log(zJ) ∼ L−d

(up to logarithms).
[61] To overcome the matrix element suppression, these con-

figurations must include not only a hot core but also a
hot peripheral region in order to bring down the many-
body level spacing to the point where spins at the typical
sample temperature entangle with the inclusion.


