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Two-dimensional magnetic insulators exhibit a plethora of competing ground states, such as or-
dered (anti)ferromagnets, exotic quantum spin liquid states with topological order and anyonic
excitations, and random singlet phases emerging in highly disordered frustrated magnets. Here we
show how single spin qubits, which interact directly with the low-energy excitations of magnetic
insulators, can be used as a diagnostic of magnetic ground states. Experimentally tunable param-
eters, such as qubit level splitting, sample temperature, and qubit-sample distance, can be used
to measure spin correlations with energy and wavevector resolution. Such resolution can be ex-
ploited, for instance, to distinguish between fractionalized excitations in spin liquids and spin waves
in magnetically ordered states, or to detect anyonic statistics in gapped systems.

I. INTRODUCTION

The subtle interplay between strong correlations, ge-
ometric or exchange frustration, disorder and quantum
fluctuations in insulators with spin degrees of freedom
can lead to a variety of ground states that often compete
closely in energy.1–3 The most common phases exhibit
long range magnetic order which spontaneously break the
underlying spin-rotation symmetry of the Hamiltonian.
Alternatively, strong quantum fluctuations in lower di-
mensional systems can lead to exotic quantum spin liquid
(QSL) phases, which are characterized by intrinsic topo-
logical order and anyonic excitations described by lattice
gauge theories.4,5 Another possible ground state is the
valence bond solid (VBS), which preserves spin-rotation
symmetries but breaks the discrete translation symme-
try of the crystal.6,7 In the presence of strong disorder
in the exchange coupling between neighboring spins, the
VBS can form a random singlet phase which statisti-
cally preserves all symmetries, but is topologically trivial
with no long-range quantum entanglement.8,9 Given the
wide spectrum of possibilities, it is of primary importance
to develop experimental probes that can distinguish be-
tween these competing ground states, and find convinc-
ing signatures of their corresponding emergent collective
excitations.

The recent introduction of single spin qubits, such
as Nitrogen Vacancy (NV) centers in diamond,10 as
nanoscale probes of correlated materials enables new
pathways to access the physics of magnetic insulators.
Optical initialization and read-out capabilities of their
spin states, precise manipulations by resonant microwave
pulses, efficient coupling to local magnetic fields, and ex-
cellent spatial resolution, make spin probes an ideal tool
to probe both statics and dynamics of magnetic systems.
Since the Zeeman splitting of the spin qubit can be mea-
sured optically with great accuracy, spin probes can be
used to image local magnetic textures, even those in-
duced by a single spin.11 Furthermore, the spin relaxation
time induced by intrinsic fluctuations in a material can
be used to probe charge and spin dynamics. For instance,
the relaxation time can be used as a diagnostic of differ-

ent regimes of electronic transport, ranging from ballistic
to diffusive to hydrodynamic,12 spin-charge separation
in one-dimensional systems,13 and magnetic monopoles
in spin-ice materials.14 In metallic states, noise is domi-
nated by transverse fluctuations of charge currents, pro-
vided the system is not extremely localized.12 However,
in an insulator with a large gap to charged excitations,
the magnetic noise is dominated by spin fluctuations.
Thus, spin qubits can serve as a novel probe to distin-
guish between different competing ground states in insu-
lating materials.

In the present work, we find the characteristic signa-
tures of the underlying magnetic ground state on the spin
qubit relaxation time. By tuning experimental parame-
ters, we show how such signatures can be exploited to
diagnose ground states. The time-scale for the relax-
ation of a spin qubit with level splitting ω depends on the
magnetic noise spectrum of an insulator, which in turn
is related to the spin-spin (retarded) correlation function

Cαβ(i, j, ω) = −i
∫ ∞

0

dteiωt〈[Sαi (t), Sβj (0)]〉, (1)

where 〈...〉 is a short-hand notation for ensemble aver-
age. In magnetically ordered states, Cαβ is dominated
by gapless single-particle collective modes called spin-
waves, or magnons, which are the S = 1 Goldstone
bosons of the spontaneously broken spin-rotation sym-
metry, see Fig.1(a)-(b). In quantum spin liquid (QSL)
phases, the excitations carry fractional quantum numbers
corresponding to the global symmetries of the Hamil-
tonian. For example, the spin-carrying excitations are
S = 1/2 spinons, each of which may be understood as
‘half a magnon’. While these can be created only in
pairs by local operators, they can propagate as indepen-
dent collective modes and therefore lead to a broad two-
particle continuum in the dynamic spin structure factor,
see Fig.1(c). This is distinct from the sharp peak that
is seen for single particle excitations such as magnons.
Finally, in a clean valence bond solid (VBS) state, the
excitations are gapped S = 1 triplons — gapless Gold-
stone modes are absent as the relevant broken symmetry
(i.e., lattice translation) is discrete. In a random singlet
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FIG. 1: (a) Experimental setup showing a spin qubit located
at a distance d from a two-dimensional magnetic insulator.
(b) Detection of low energy S = 1 excitations in magnetically-
ordered phases using a single spin qubit. (c) Schematic de-
piction of the detection of S = 1/2 fractionalized excitations
in spin liquids. (d) Detection of low energy excitations in
disordered valence bond solids.

phase, which is the theoretically proposed fate of VBS
phases in highly frustrated inorganic insulators in pres-
ence of disorder,8 the elementary excitations are gapped.
However, the system appears gapless as the there is a
distribution of low-energy levels, induced by pairing of
unbonded spins [Fig.1(d)] which scales as a power law of
energy for sufficiently large samples.

The emergent excitations for gapped spin liquids may
have anyonic statistics which have been difficult to detect
in traditional settings. Inspired by the recent proposal15

to use threshold spectroscopy to detect anyonic statisics,
we also outline how magnetic noise spectroscopy via spin
probes, with its excellent energy and spatial resolution,
can provide convincing signatures of non-trivial braiding
statistics.

Importantly, spin qubits offer several significant advan-
tages over conventional experimental probes of solid state
systems. As we show explicitly below, the spin qubit is
sensitive to the magnetic noise at wave-vectors q ∼ d−1

[d being the sample-probe distance, see Fig.1(a)] and fre-
quency ω which is the level splitting of the qubit. Thus,
by using both distance and transition frequency as tun-
ing parameters, the dynamic spin structure factor can
be measured with energy (up to several mK) and mo-
mentum resolution (up to a few nm). One major issue
with most probes is that the physical observable they
measure depend upon responses from multiple parts of
the system, which can be difficult to isolate from one an-
other. For example, the neutron-scattering cross-section
and specific heat measurements in insulators depend on
the cumulative contributions from spin-excitations and
phonons. Single spin qubits bypass the problem by de-
tecting spin-fluctuations directly without contamination
from phonons. Spin qubits do not require the sample

to be placed in a magnetic field for measurements, and
therefore are not resolution-limited by magnetic field gra-
dients unlike NMR. Further, because they are point-like
probes with nanometer resolution, they have the poten-
tial to bridge the large length-scale gap between scanning
tunneling microscopy and global transport or thermody-
namic susceptibility measurements. In addition, as the
spin probe does not require a driving field, it is minimally
invasive. This is not generally true for transport probes
that distinguish different magnetic states;16–18 these run
the risk of driving the system into non-linear responses
via external perturbing fields, making the results chal-
lenging to interpret. Quite a few probes which have
been suggested to provide smoking gun evidence for ex-
otic states in quantum magnetism have significant ex-
perimental hurdles to their realization.5 On the contrary,
spin qubits are currently being used to measure local
magnetic textures19–21, spin chemical potentials22 and
ferromagnetic phase transitions in metals23 over a wide
range of physical parameters like temperature/pressure.
As a result, they hold great promise for detection of
novel phases in insulating magnets, particularly in lay-
ered quasi two-dimensional materials or the surfaces of
three dimensional materials.

The rest of the paper is organized as follows. In Sec. II,
we develop the general formalism for noise magnetome-
try in insulating two-dimensional states, and explicitly
compute the relaxation time-scale T1 as a function of
spin-correlation functions. In Sec. III, we apply the for-
malism to magnetically ordered states, quantum spin liq-
uids and clean/disordered VBS states, and discuss their
salient features which can be used to pinpoint the ground
state in a given material. In Sec. IV, we derive the depen-
dence of the relaxation time on the anyonic statistics in
gapped systems. In Sec. V, we discuss the implications of
our results for promising material candidates for the dif-
ferent phases. In Sec. VI, we summarize our main results.
The Appendices contain the details of the calculations.

II. GENERAL FORMALISM FOR
RELAXATION TIME

We start by developing a general formalism to relate
the relaxation time T1 of a spin qubit induced by the
magnetic noise generated by a two-dimensional insulat-
ing sample. This treatment closely follows the corre-
sponding formalisms for two-dimensional metals and one-
dimensional Luttinger liquids.12,13

We consider the spin qubit placed at rq = (0, 0, d),
above the two dimensional insulator on the x-y plane,
as shown in Fig. 1. The spin probe can be treated as
a two-level system with an intrinsic level-splitting of ω0,
which can be varied by a static Zeeman field B0. The
Hamiltonian of the combined probe and magnet system
is given by

H = Hq +Hq−m +Hm. (2)
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The term Hq is the spin qubit Hamiltonian (~ = 1),

Hq =
ω

2
n̂q · σ, (3)

where n̂q is the unit vector along the direction of ω0n̂
′
q +

B0, and n̂′q is the direction of the intrinsic polarizing field
of the qubit. For instance, in the case of NV centers in
diamond, n̂′q is the axis of the NV defect in the diamond

lattice. Thus, ω = (ω2
0 + B2

0 + 2ω0B0 · n̂′q)1/2 is the re-
sulting probing frequency. The term Hm is the Hamilto-
nian of the two-dimensional magnetic sample which will
be specified below for different ground states. Finally,
the term Hq−m is the qubit-magnet coupling induced by
dipole-dipole interactions:

Hq−m = µBσ ·B, B =
µ0µB

4π

∑
j

[
Sj
r3
j

− 3(Sj · rj)rj
r5
j

]
.(4)

Here B is the time-dependent magnetic field at the po-
sition of the probe induced by spin fluctuations in the
2D magnet, and rj = (xj , yj ,−d) is the relative position
between the i-th spin in the two-dimensional lattice and
the probe.

The relaxation time of the qubit can be related to
the retarded correlators of the fluctuating magnetic field
arising from the sample via Fermi’s Golden rule and the
fluctuation-dissipation theorem. In thermal equilibrium
at temperature T , the 2D insulator is described by the
density matrix ρ =

∑
n ρn|n〉〈n|, with |n〉 the eigenstates

of Hm with energy εm, and ρn = e−εn/T . The absorption
rate, 1/Tabs, and emission rate, 1/Tem, is obtained from
Fermi Golden’s rule using the initial state |i〉 = |−〉q ⊗ ρ
and |i〉 = |+〉q ⊗ ρ, respectively (for n̂q = ẑ):

1/Tabs,em = 2π
∑
nm

ρnB
±
nmB

∓
mnδ(ω ± εmn), (5)

where Bαnm = 〈n|B̂α|m〉, B± = Bx ± iBy, and εmn is
the energy difference between states m and n, εmn =
εm−εn. The relaxation rate, defined as 1/T1 = [1/Tabs +
1/Tem]/2, can be expressed as

1

T1
=

(µ0µB)2

2

∫ ∞
−∞

dteiωt〈{B−(t), B+(0)}〉, (6)

where {, } denotes anticommutation. Using the
fluctuation-dissipation theorem, 1/T1 can be expressed
in terms of the retarded correlation function as

1

T1
=

(µ0µB)2

2
coth

( ω
2T

) (
−Im

[
CRB−B+(ω)

])
,

CRBαBβ (ω) = −i
∫ ∞

0

dteiωt〈[Bα(r, t), Bβ(r, 0)]〉.

(7)

Finally, 1/T1 can be expressed in terms of spin-spin
correlation functions by inserting Eq.(4) into Eq.(7) and

going into momentum space (a = lattice spacing):

1

T1
=

µ2
0µ

4
B

8a2
coth

( ω
2T

)∫ d2q

(2π)2
e−2qdq2

[
C′′−+(q, ω)

+C′′+−(q, ω) + 4C′′zz(q, ω)
]
,

(8)

which is the central result of this section. Here,
Cαβ(q, ω) = 1

N

∑
j e
iq·(rj−ri)Cαβ(i, j, ω) is the spatial

Fourier transform of the spin-correlation function defined
in Eq.(1), where we have used its translational invariance

(N = number of lattice sites), and C′′αβ = −Im[Cαβ ].
The relaxation time has several experimentally tunable

knobs which can be varied to provide valuable informa-
tion about spin-spin correlations in the sample. Equation
(8) shows that the q integral has an argument of q3e−2qd

originating from the dipole-dipole interaction represented
in momentum space and the Jacobian for 2D integration,
resulting in a filtering function which is peaked around
q ∼ d−1. Such d dependence allows to selectively probe
Cαβ at different wavevectors. By the same token, it is also
possible to vary ω with a static magnetic field at fixed
T and study the relaxation time at different energies or,
alternatively, study the relaxation time as a function of
temperature T at fixed ω. All of these furnish valuable
information about the spin-correlations in the insulating
sample with energy and momentum resolution.

To illustrate how the relaxation time varies as a func-
tion of experimentally tunable parameters, we consider
the simplest case of probing paramagnetic fluctuations
at different values of d. In this case, it is possible to
relate T1 to the magnetic field created by spins within
a lengthscale D of the sample. Typically, D ∼ d is re-
lated to the sample-probe distance, but it can also be
determined by other emergent lengthscales in the system
(for instance, magnon momentum at frequency ω, see
below). The relaxation time is proportional to magnetic
field fluctuations which are induced by magnetic dipoles,
B ∼ µ0µBSi/D

3, which results in

1

T1
≈ µ2

0µ
4
B

∑
i,j〈[Siα/D3, Sjα/D

3]〉ω

=
µ2

0µ
4
B

D6

∫
d2R

∫
d2r〈[Sα(r), Sα(0)]〉ω.

(9)

In the last step, we have made a continuum approxima-
tion, and used translational invariance of the spin cor-
relations to separate the integration into center of mass
and relative coordinates (R and r respectively), both of
which are integrated over regions of linear dimensions D.
For a trivial paramagnet (as well as gapped spin liquids),
the spin-correlations decay exponentially with a corre-
lation length of a few lattice spacings. Therefore, the
integral over r gives a constant, the R integral gives a
factor of D2, resulting in a relaxation time that scales as
D−4 for paramagnetic insulators with a spin gap.

Different power laws of D are obtained in mag-
netic materials with power law correlations of the form
〈[Sα(r), Sα(0)]〉ω ∝ 1/rδ, such as gapless spin liquids.
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The precise exponent δ depends on the dispersion of the
gapless excitations, presence of disorder and nature of
gauge flutuations in the spin liquid phase. In this case,
the integral over r results in

∫
d2r〈[Sα(r), Sα(0)]〉ω ∼

D2−δ and, hence, the relaxation time scales as D−(2+δ)

with distance.
In other regimes, the lengthscale D is emergent from

the sample physics, and is intimately related to the fre-
quency dependence of the dynamic spin correlations. In
magnetically ordered phases, the transverse spin corre-
lations at low energies have a delta function of the type
δ(ω− vsqγ), where γ = 2 (1) for (anti)ferromagnets (and
vs is the inverse effective mass/spin-wave velocity). This
fixes a lengthscale D = q−1 = (ω/vs)

1/γ that is tied to
the probe frequency. In spin-liquid phases at low tem-
peratures, the imaginary part of spin-correlations have a
step function form θ(ω− vq), which again define the rel-
evant distance scale D = v/ω for low probe frequencies.
In such cases, the power law in D translates to power
laws in the probe frequency ω. All these regimes will be
discussed case by case below.

Our results are valid for a single two-dimensional layer
of insulating magnetic material. In the case of a quasi-
two dimensional material, as is relevant for several frus-
trated magnets, the weakly coupled layers within a dis-
tance D will give rise to independent contributions that
add incoherently, and therefore the observed power law
will be D−(1+δ). The case of fully three-dimensional ma-
terials require us to go beyond the independent layers
approximation, and is left for future work.

III. APPLICATIONS TO GAPLESS SYSTEMS

In this section, we discuss the characteristic 1/T1

behavior for two-dimensional gapless phases, including
magnetically ordered states with Goldstone modes, topo-
logically ordered spin liquids with Dirac cones or Fermi
surfaces, and dirty VBS phases with gapless spin defects
that form random singlets. The phases discussed in the
present section, with the exception of U(1) spin liquids,
can be obtained from a spin Hamiltonian on the honey-
comb lattice with local interactions:

Hm =
∑
〈ij〉µ

∑
α

Jµαij σ
α
i σ

α
j +

∑
i

Bi · σi. (10)

This Hamiltonian is an extension of the Kitaev model24

with additional perturbations and/or disorder. In
Eq.(10), the link connecting nearest neighbor sites in the
direction µ = x, y, z is labeled as 〈ij〉µ (see Fig. 2), and
Bi is a local magnetic field. A priori, the magnetic field
and all the couplings are allowed to vary spatially so that
we can describe both the clean and dirty limits, which
give rise to qualitative distinct behaviors.

We emphasize that Eq.(10) is not a description of
any particular candidate material. Instead, it is con-
structed for the sole purpose of describing magnetic

phases in different limits. Importantly, the character
(dispersion, statistics, etc) of low-energy spin-carrying
excitations in continuous symmetry-breaking or topolog-
ical ordered phases, which are responsible magnetic fluc-
tuations, are robust and independent of the details of
the parent Hamiltonian. Hence, Hm in Eq.(10) provides
a convenient starting point to study magnetic noise in
several phases.

A. Magnetically ordered states

Let us consider first the Heisenberg Hamiltonian with
Jµ,αij = −JH < 0, such that

Hm = −JH
∑
〈ij〉

σi · σj . (11)

Assuming that the system is in the ferromagnetically or-
dered phase below the critical temperature Tc, and with-
out loss of generality, we set the z-axis as the axis of
spin polarization (which may be canted from the two-
dimensional plane of the systems). Defining the opera-
tors σ±j = σxj ± iσ

y
j , the Hamiltonian can be expressed

as

Hm = −JH
2

∑
〈i,j〉

(
σ+
i σ
−
j + σ−i σ

+
j + 2σzi σ

z
j

)
. (12)

The low energy, effective theory of the Heisenberg fer-
romagnet can be described in terms of bosonic de-
grees of freedom using the Holstein-Primakoff transfor-

mation for spin-1/2 operators, σ+
i = a†i

√
1− a†iai, σ

−
i =√

1− a†iaia
†
i , and σzi = −1/2+a†iai, where [ai, a

†
j ] = δi,j .

To quadratic order in ai and a†i , this results in the spin
wave Hamiltonian Hm ≈ HH

HH = −JH
∑
〈i,j〉

a†iaj + JH
∑
i

a†iai. (13)

After taking Fourier transform, ak = 1√
N

∑
i e
ik·riai, and

a†k = 1√
N

∑
i e
−ik·ria†i , the Heisenberg Hamiltonian de-

scribing low-energy spin waves is obtained:

HH = −JH
2

∑
k

(γ0 − γk) a†kak, γk =
∑
j

eik·δj .(14)

Here δj denotes the nearest-neighbor vectors in the hon-
eycomb lattice, see Fig.2. Interactions between spin
waves are governed25 by the coupling constant Ja2(k ·p),
and are negligibly small when temperature or energy
(and thus the momenta k and p of colliding particles)
is small. As such, the spin correlation functions are de-
termined within single-particle physics,

C
′′

±∓(q, ω) = δ(ω ∓ εq), εq =
q2

2m
, m = 2/3Ja2,(15)
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where quadratic dispersion is valid for qa� 1. The cor-
relator Czz, instead, is a four-point correlation function
which probes magnon transport. Usually it takes a dif-
fusive form Czz ∼ 1/(ω + iDq2) and gives a contribution
much smaller than C±∓ when ω lies in the spin-wave con-
tinuum.

As a result, the relaxation time of a spin qubit in
close proximity to a 2D ferromagnet is governed by emis-
sion/absorption of long wavelength magnons with energy
ω. In particular, the frequency, temperature and distance
dependence of the relaxation time can be obtained from
Eq.(8) combined with Eq.(15), which gives rise to a re-
laxation time given by

1

T1
=

µ2
0µ

4
B

36πa6

ω

J2
H

coth
( ω

2T

)
e−2qωd, (16)

with qω the magnon wavevector qω =
√

4ω/3JH. Note
that, when the wavelength of the magnon is larger than
the probe-to-sample distance, 1/T1 is independent of dis-
tance. Otherwise, 1/T1 decays exponentially with d,
with a characteristic length given by the inverse magnon
wavevector.

The behavior for 1/T1 for an antiferromagnet is qual-
itatively similar to that in Eq.(16), but with minor dif-
ferences. First, the dispersion relation is linear with ω,
qω ∼ ω/JHa. Second, the spin-spin correlator for the an-
tiferromagnet acquires an extra factor of q because spins
are anti-aligned in the bipartite lattice. This extra fac-

tors lead to 1/T1 ∝ ω4

J2
H

coth
(
ω
2T

)
e−2qωd.

B. Gapless quantum spin liquids

Quantum spin liquids are long range entangled states
that lack long-range magnetic order, and possess ex-
citations that carry fractional values of global symme-
tries such as spin-rotation.2,4,5 Since gapless fractional-
ized bosonic excitations would condense at low temper-
atures, here we are interested in spin models with emer-
gent charge-neutral fermionic excitations. However, the
local Hilbert space is bosonic, and this implies that in-
dividual fermionic excitations must be non-local and oc-
cur in pairs. Theoretical descriptions of spin liquids re-
quire the non-local fermionic excitations to be coupled
to emergent gauge fields, which can be gapped Z2 [gap-
less U(1)] and mediate short-range (long-range) interac-
tions between the fermions.26 For the sake of concreteness
and better analytical control, we primarily focus on the
Z2 spin liquids with low-energy spin-half fermionic exci-
tations within the framework of the Kitaev honeycomb
model24 with added perturbations. However, our results
depend only on the nature of low-energy excitations and,
as a result, they are more general. We also comment
on relaxation times for gapless U(1) spin liquids, which
are theoretically less controlled due to strongly coupled
gapless excitations in both gauge and matter sectors. In
all cases, the relaxation times show qualitatively distinct

FIG. 2: The honeycomb lattice of the Kitaev model. n1 and
n2 are the two Bravais lattice vectors, and δi (i = 1, 2, 3)
indicate nearest neighbors. The orange and gray circles cor-
respond to the two sublattices. The rounded triangle at each
site shows the 4 Majorana fermions used to write the Pauli
spin operators. The free c Majorana fermion is indicated by
the brown dot. The red, green and blue dots refer to bxi ,
byi and bzi Majorana fermions, and the corresponding bonds
denote the bond variables uµij along the x, y and z links re-
spectively. Wp is the flux operator defined in the main text,
Wp = −1 correspond to gapped vison excitations.

behavior as a function of the probe frequency, sample-
probe distance and temperature. Our main results are
summarized in the Tables I and II. The details of sev-
eral computations may be found in Appendix B 1. The
physically applicable regime according to the current ex-
perimental capabilities is ω � T as typical spin probes
operate at GHz frequencies which are roughly hundred
times smaller than the typical operating temperatures
T ≈ 4 – 300 K.22 However, we consider both the ω � T
and ω � T regimes, keeping in mind the possibility of
lower temperatures or larger spin-probes level splitting ω
in the future.

1. Clean Z2 QSL with Dirac spinons

We focus on the honeycomb spin liquid24 beyond the
Kitaev limit.27,28 The ground state of the pure Kitaev
honeycomb model is a Z2 spin liquid and zero flux of
the Z2 gauge field through the hexagonal plaquettes.24

The emergent low-energy excitations are gapless fermions
with a Dirac dispersion, and a gapped flux or vison.
While the original honeycomb model has gapped spin
correlations because a local spin operator necessarily cre-
ates a pair of gapped fluxes,29,30 it was shown in Ref. 27
that, in presence of symmetry-allowed perturbations ex-
pected to be present in material candidates,31,32 this gap
disappears. As a result, the low-energy spectral weight
from the emergent Dirac fermion has a major contribu-
tion to the dynamic spin structure factor at energies ω
below the vison gap ∆v.

We consider the Kitaev-Heisenberg-Γ model,27,28,32–34

where the original Kitaev Hamiltonian HK is supple-
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mented by Heisenberg and cross interactions:

Hm = JK
∑
〈ij〉µ

σµi σ
µ
j +

∑
µ(νγ)

∑
〈ij〉µ

JΓ,〈ij〉µ(σνi σ
γ
j + σγi σ

ν
j )

+JH
∑
〈i,j〉

σi · σj .
(17)

Here ν, γ are the remaining two indices distinct from µ,
which is either x, y or z depending upon the direction of
the link (see Fig. 2). In the clean Dirac limit, we need
to consider the Hamiltonian in Eq. (10), with translation
invariant couplings JK , JH and JΓ and no magnetic field
B = 0.

We begin by recapitulating the Kitaev’s exact solu-
tion to his original model. The bare Kitaev Hamilto-
nian HK is given by setting JΓ = JH = 0 in Eq. (17),
and where the bond connecting nearest neighbor sites in
the direction µ = x, y, z is labeled as 〈ij〉µ (see Fig. 2).
For each hexagonal plaquette, the local flux operator
Wp = σx1σ

z
2σ

y
3σ

x
4σ

z
5σ

y
6 is conserved by HK , and has eigen-

values ±1 (zero or π-flux). Kitaev’s solution involves
writing each spin operator as the product of Majorana
operators as follows:

σµi = ibµi ci, where bxi b
y
i b
z
i ci = 1 (18)

in the physical subspace. The bond operators defined by
u〈ij〉µ = ibµi b

µ
j have eigenvalues ±1, and commute with

HK . Each u〈ij〉µ can be thought of as a Z2 valued lattice
gauge field which couples the gauge-charged Majoranas.
A theorem by Lieb35 guarantees that the ground state of
this model is in the flux-free sector (Wp = 1 for all pla-
quettes), where one can make a gauge choice of u〈ij〉µ = 1
(i and j belong to even and odd sublattices respectively).
This leads to the free Majorana hopping Hamiltonian de-
scription for the bare Kitaev model, Hm ≈ HK, given by:

HK = − iJK
2

∑
j,δ

cjcj+δ. (19)

Here the sum is over all honeycomb sites j and three near-
est neighbors δ shown in Fig. 2. The single-particle exci-
tation spectrum is given by ε(k) = JK |1+eik·n1 +eik·n2 |,
where n1 and n2 are basis vectors corresponding to the
underlying Bravais lattice (see Fig. 2). There are two
Majorana cones at K and K ′ points at the inequivalent
corners of the Brillouin zone, which can be conveniently
combined into a single Dirac cone at K. Expanding
about the K point in terms of continuum Dirac fields
ψA/B(r), where A and B refer to the sublattice indices,

ci =

{
ψA(r)eiK·ri + h.c., i ∈ A
ψB(r)eiK·ri + h.c., i ∈ B

(20)

and carrying out a gradient expansion of HK , it is found
that

HK =
∑
k

ψ†k(vσ · k)ψk, (21)

where v = 3JK/2, and ψk = (ψA(k), ψB(k))T . Thus, be-
low the flux gap, the low-energy excitations of the bare
Kitaev model are Dirac fermions. One can show that a
uniform magnetic field Bẑ acts as a Dirac mass for the
fermions,24 while a staggered magnetic field (switching
signs between sublattices A and B) acts as a chemical
potential.17 Hence, the Hamiltonian on adding a mag-
netic field that also breaks sublattice symmetry (or more
generally, a time-reversal symmetry breaking term) is:

HK =
∑
k

ψ†k(vσ · k +mσz + µσ0)ψk, (22)

with m = 0 = µ if TRS is present. For the solvable
model, one needs the magnetic field to couple to all three
spin components, and m and µ are cubic on the applied
field. However, on adding perturbations JH and JΓ, this
will no longer be necessary.27 Additionally, m and µ are
linear in the external magnetic field and exist for any
field orientation. For m > µ, we get a Chern insulator of
spinons, while for m < µ we have a spinon Fermi surface.

In order to find spin-spin correlators, one needs to
find a representation of the spin-operators σµ in terms of
the low-energy Majorana fermions. For the bare Kitaev
Hamiltonian, this involves additional gapped flux excita-
tions. However, additional perturbations, corresponding
to the JH and JΓ terms in Eq. (17), renormalize the spin
operator27 and result in an effective spin-operator of the
form:

σa = ψ†maψ + . . . . (23)

Here ma are 2× 2 matrices whose specific form depends
on the precise microscopic Hamiltonian, and the ellip-
sis correspond to gradient terms of ψ which will give
subdominant contributions to the spin-spin correlations.
Since we are interested only in the scaling of the cor-
relations with distance/frequency/temperature, and be-
cause 1/T1 has contributions from all 〈σ+σ−〉, 〈σ−σ+〉
and 〈σzσz〉, here we simplify the discussion by choos-
ing ma = σ0. This reduces the problem to calculat-
ing density density correlations for nearly free Dirac
fermions (the gapped gauge field can only mediate short-
range interactions), for which analytical results are read-
ily available.36 Choosing a different Pauli matrix σa, or
treating the sublattice index more carefully, are expected
to lead to the same scaling form of the retarded spin-
spin correlations. Further, we always assume that all
relevant energy scales (T, ω) are much smaller than the
gap ∆v associated with Z2 magnetic flux excitations, also
known as visons (defined by Wp = −1 in Fig. 2). Be-
yond these regimes, vison fluctuations can significantly
affect the spin correlations, and the problem needs to be
investigate numerically.28

With all these considerations in mind, the low-energy
dynamic spin-spin correlator in the T � ω limit is given
by (see details in Appendix B):

C
′′

+−(q, ω) ≈ θ(ω − vq) q2√
ω2 − (vq)2

. (24)
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FIG. 3: Schematic diagram indicating different regimes for
1/T1 as a function of d, T and ω valid for Dirac spinons, see
Eqs.(25) and (26), and spinon Fermi surfaces, see Eqs.(28)
and (30).

For calculating the relaxation time of a clean Z2 spin liq-
uid with Dirac spinons, it is sufficient to use only S+−,
as S−+ and Szz will scale identically because of spin-
rotation invariance of the spin liquid phase. As illus-
trated in Fig.3, the emergent temperature scale set by
the inverse distance, Td = ~v/kBd, will be important for
the discussion. Taking v ≈ 105 m s−1 as a typical velocity
scale and d between 1 nm and 1 µm, Td varies between
1− 103 K, which implies that both large and small T/Td
limits are experimentally accessible. Considering differ-
ent limits of ω/Td leads to the scaling

1

T1
∝

{
ω5, dω/v � 1,

1
ωd6 , dω/v � 1,

(A)
(B)

(25)

valid in the regime ω � T (regions A and B are shown
in Fig.3). We can also compute the relaxation time at
large temperatures, but still smaller than the vison gap,
i.e, ω � T � ∆v, so that the contribution to spin cor-
relations comes primarily from the nearly free gapless
spinons. This leads to the scaling

1

T1
∝

{
T 2

d3 , dω/v � 1,
T 2ω5/2
√
d
e−2ωd/v, dω/v � 1,

(C)
(D)

(26)

where regions C and D are shown in Fig.3.

2. Clean Z2 QSL with spinon Fermi surface

A spinon Fermi surface can be obtained from the
extended Kitaev honeycomb model by adding either a
staggered magnetic field or three-spin interaction terms
that breaks time-reversal symmetry (a uniform magnetic
field results in a Chern insulator in the bare Kitaev
model).17,24 This implies that one takes the Hamiltonian
in Eq. (10) with translation invariant JK , JH and JΓ and
Bi = ηiBẑ, where ηi = ±1 on the two sublattices of the
honeycomb lattice. On different lattices, one can obtain a
spin liquid with a Fermi surface even in presence of time-
reversal,37,38 and our results should hold irrespective of
the physical origin of the spinon Fermi surface. One sig-
nature one might expect from the spinon Fermi surface

would be coming from the non-analyticity of the Lind-
hard function at momentum q = 2kF . This is different
for Dirac fermions at finite chemical potential, as opposed
to Fermi liquids with quadratic dispersion as emphasized
in Refs. 39,40. However, for kF of the order of inverse
lattice spacing, the signal is very small at accessible dis-
tances d� 1/kF , and the main contribution again comes
from the long-wavelength modes near q = 0. Therefore,
we do not need to consider both cases separately. To
make analytical progress, we will assume that the chem-
ical potential µ is the second biggest energy scale in the
problem after the vison gap (∆v � µ � T, ω, Td). In
the zero temperature (T � ω) limit, this gives rise to a
spin-spin correlation

C
′′

+−(q, ω) ≈ θ(vq − ω)
q2√

v2q2 − ω2

ωµ2

(vq)3
. (27)

In the limit T � ω � µ, this results in a relaxation time
given by:

1

T1
∝ µ2ω2

2d

[
2dω

v
K0(2dω/v) +K1(2dω/v)

]
≈

{
ω
d2 , dω/v � 1,
ω5/2
√
d
e−2ωd/v, dω/v � 1.

(A)
(B)

(28)

In the high temperature (ω � T ) limit, the spin cor-
relation takes the form:

C ′′+−(q, ω) ≈ Θ(vq − ω)
q2√

v2q2 − ω2

[
2ω

vq
K1

( vq
2T

)]
+Θ(ω − vq) q2√

ω2 − v2q2

π

2

[
1− e−ω/2T

]
.
(29)

The relaxation time in this limit, assuming Td � T , is
given by

1

T1
∝ µ2ω2

2d

[
2dω

v
K1(2dω/v) +K2(2dω/v)

]
≈

{
1
d3 , dω/v � 1,
ω5/2
√
d
e−2ωd/v, dω/v � 1.

(C)
(D)

.
(30)

In the physically relevant regime ω � T � µ and
dω/v � 1, the inverse relaxation time scales as d−3 as a
function of distance, and is independent of the frequency
ω and temperature T for the QSL with a spinon Fermi
surface.

3. Dirty Z2 QSL with Dirac spinons

In the presence of quenched disorder, there is a drastic
change in the nature of spin fluctuations in the extended
Kitaev model. The precise characteristic of the change
depends on the type of disorder introduced. A random
bond disorder, corresponding to a random JK or JH to
the Hamiltonian in Eq. (10), preserves time-reversal sym-
metry and translates to a random vector potential on
the Dirac fermion,17,41 while disorder that breaks time-
reversal can induce either a random mass term or a ran-
dom potential term. A slowly varying random mass term
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ω � T T dependence d dependence
Clean Dirty Clean Dirty

Z2 Dirac T 2 T 2−α1 d−3 d−3+α2

Z2 FS T 0 T d−3 d−2

U(1) FS T T d−3 d−2

TABLE I: Characteristic dependence of 1/T1 on the probe
frequency ω and the sample probe distance d, considered in
the limit ω � T , with dω/v � 1, ωd2 � Ds (see definition
of Ds in main text). αi are positive numbers proportional to
the disorder strength for weak disorder.

T � ω ω dependence d dependence
Clean Dirty Clean Dirty

Z2 Dirac ω5 ω5−α3 d0 d−α4

Z2 FS ω ω d−2 d−2

U(1) FS ω ω d−3 d−2

TABLE II: Characteristic dependence of 1/T1 on the probe
frequency ω and the sample probe distance d, considered in
the limit T � ω (the other limits/notations are identical to
Table I).

will result in energy gaps in most parts of the system,
with gapless edge modes along the boundaries of the is-
lands where the mass changes sign. These edge channels
can be modeled as spinful charge-neutral Luttinger liq-
uids, which will have their own signatures as discussed in
Ref. 13. On the contrary, a potential disorder will induce
a lifetime for the Dirac fermions, and we will discuss this
case in greater detail.

First, we consider the case of time-reversal symmetric
disorder. In this case, the disorder takes the form of
a vector potential (A) in the low-energy Hamiltonian.
We further assume that the quenched vector potential
disorder is short-range (delta-function) correlated in real
space:

H =
∑
k,k′

ψ†k (vσ · k δk,k′ +Ak−k′ · σ)ψk′ ,

〈Aq ·Aq′〉 = (2π)2δ(q + q′)∆A.

(31)

The low energy behavior of Dirac fermions in the pres-
ence of vector potential disorder has been investigated
in detail in Ref. 42. The system is described by a line
of fixed points, characterized by scaling exponents that
vary continuously with disorder. In particular, the dy-
namic critical exponent is found to be z = 1+∆A/π, and
this difference in scaling of space vs time shows up in the
relaxation time (note that a Dirac cone with no disorder
has z = 1). In the physically relevant regime of ω � T ,
we can express the relaxation time as a scaling function,

1

T1

ω�T−−−→ T (6−z)/z Ψ1(d T 1/z), (32)

where Ψ1(dT 1/z) reflects the anomalous scaling of the re-
laxation time as a function of temperature and distance
from the sample. An exact analytical expression for Ψ1

in only available in the clean limit (see Appendix B 1).
However, we note that the relaxation time will scale with
some non-universal exponent of the distance that changes
with disorder strength. At a fixed disorder strength, the
noise data measured by changing T and d can be col-
lapsed onto a single curve and tell us the value of the
dynamic critical exponent z. We add that an analogous
calculation also gives us the scaling of the relaxation time
as a function of ω in the zero temperature limit (T � ω):

1

T1

T�ω−−−→ ω(6−z)/z Ψ2(dω1/z). (33)

We checked that for z = 1 (or, equivalently, ∆A = 0),
corresponding to clean Dirac fermions, the scaling func-
tions we analytically obtain give relaxation times that
precisely match our previous results in the zero disor-
der case. For ω � T , Ψ1(y) ∼ y−3 in the clean limit.
On adding disorder, we expect a correction to the power
law which is proportional to the disorder strength, i.e,
Ψ1(y) ∼ y−3−c∆∆A for some constant c∆ which, for weak
disorder, is independent of the disorder strength. This in-
sight can be used to work out the relaxation time for the
dirty Dirac Z2 QSL to linear order in disorder strength,
and we find that the following scaling holds:

1

T1
∝ T 2−(4−c∆)∆A

d3−c∆∆A
, ωd/v � 1. (34)

Some intuition for these results can be obtained by study-
ing the increase in the density of states per unit area ρ(ω)
at low energy. In presence of disorder, a simple scaling
argument shows that ρ(ω) ∝ ω(2−z)/z where the exponent
is less than one for z > 1.42 Hence, we expect the dirty
Dirac Z2 QSL interpolates between the clean Dirac Z2

QSL and the Z2 QSL with a spinon Fermi surface (which
we study next). Analogous arguments can be used for
the scaling function Ψ2 to find the temperature and dis-
tance scaling of the relaxation time in the T � ω limit
— the results are presented in Table II.

If the disorder breaks time-reversal symmetry, then
both potential and mass disorder are allowed along with
the vector potential disorder. A detailed discussion on
the effects of these different kinds of disorders are con-
tained in Ref. 43. For instance, random mass disorder
turns out to be marginally irrelevant and the system flows
back to the clean limit. This would be the case for ran-
dom (but unidirectional) magnetic fields in the Kitaev
model. In the case of random potential disorder, the
system is in the Wigner-Dyson symplectic class with an
additional topological θ term that leads to delocalization.
In this limit, a disordered Dirac fermion system is argued
to behave like a metal. In the absence of precise ana-
lytical results for the susceptibility, we conjecture that
the spin correlations would exhibit a diffusive behavior.
Therefore, the relaxation time should have the same be-
havior as the dirty spinon Fermi surface case discussed
next. At least two of these types of disorder automati-
cally generates the third type by a renormalization group
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flow,43 and the system flows to the IQH transition fixed
point. The lack of analytical knowledge of the critical
exponents at this fixed point renders it difficult to make
a prediction for the scalings of the relaxation time in this
limit.

4. Dirty Z2 QSL with spinon Fermi surface

Finally, we consider the case of a Z2 spin liquid with
a spinon Fermi surface in the presence of weak disorder.
This can be realized within the Kitaev honeycomb model
with a staggered magnetic field, which induces a Fermi
surface as discussed before. In the presence of disorder
and short range interactions mediated by the gapped Z2

gauge field, the spin susceptibility at low T takes the
following diffusive form44 that holds as long as the rele-
vant energy scales T, ω are much smaller than the Fermi
energy.

C
′′

+−(q, ω) ≈ −Im

[
νDsq

2

−iω +Dsq2

]
=

νDsq
2ω

ω2 +D2
sq

4
, (35)

where ν is the spinon density of states at the Fermi sur-
face, and Ds is the spin-diffusion constant. Using this
form, we can again calculate the relaxation time in the
limits of large and small distance d. In the zero temper-
ature limit (ω � T ), 1/T1 takes the form:

1

T1
≈

{
ω
d2 , ωd

2 � Ds
1
ωd6 , ωd

2 � Ds
(36)

For T � ω � µ, this behaves as:

1

T1
≈

{
T
d2 , ωd

2 � Ds
T

ω2d6 , ωd
2 � Ds

(37)

In a typical dirty spin liquid with a spinon Fermi sur-
face, we expect that Ds = vF `/2 ≈ 10−4 m2 s−1, assum-
ing a spinon Fermi velocity of 105m s−1 and a mean-free
path ` of tens of lattice spacing. On the other hand,
for existing spin qubits ω ≈ 109Hz and a sample-probe
distance which can vary between from nanometers to mi-
crons, an upper bound of 10−5 m2 s−1 can be found for
ωd2. Therefore, ωd2 � Ds is the physically relevant limit
for measurements.

5. Clean U(1) QSL with spinon Fermi surface

Certain quantum spin liquids are described by Dirac
cones or Fermi surfaces of low energy fermionic spin-half
spinons with a conserved spinon number. These phases
have gapless neutral spin-carrying fermionic excitations
at a Fermi surface or Dirac cones, and these spinons are
strongly coupled to an emergent dynamical compact U(1)
gauge field. Hence, these phases have U(1) topological or-
der, with gapless photons and a novel gapped magnetic
monopole.5,45 At temperature and energy scales far be-
low the monopole gap, the spin dynamics are controlled
by the gapless spinons which are strongly renormalized
by gauge-field fluctuations.

Here, we focus on a U(1) QSL with a spinon Fermi sur-
face. Such a phase is described by an action of quantum
electrodynamics in two spatial and one time dimensions
(QED3):

S =

∫
dtdr

[
f†r,σ(∂t − ia0 − µ)fr,σ

+
1

2m
f†r,σ(∇− ia)2fr,σ +

1

4g2
(εµνλ∂νaλ)2

]
,

(38)

where the low energy f fermions (with effective mass
m) are related to the spin operator S(r) by S(r) =
f†r,ασαβfr,β , µ is the chemical potential, m is an effec-
tive mass and aµ is an emergent U(1) gauge field, with
εµνλ∂νaλ being the corresponding field strength tensor.

This problem has been studied extensively, and the
clean system can be described by a strong coupling fixed
point.46 The large N expansion which can justify RPA
has been shown to be uncontrolled.47 However, the higher
loop corrections which also contribute to the same order
should leave the relative scaling of momentum, frequency
and temperature unchanged.47 Therefore, using the RPA
results should not affect the scaling of the relaxation time
although it may affect the exact numerical prefactors.
With this prelude, we use the RPA spinon Green’s func-
tion given in Ref. 45, assuming a quadratic dispersion

ξk = k2

2m − µ for the fermionic spinons:

Gf (k, ω) =
1

ω − ξk − Σ(ω)
, (39)

where Σ
′′
(ω) = −Cω2/3 for ω > 0, and C ≈ µ1/3.

(40)

The dominant contribution to the dynamic spin suscep-
tibility at low energies can be computed from four point
functions of the f fermions, comes from the anomalous
imaginary part of the self-energy due to scattering by
fluctuating gapless gauge bosons. The spin-spin corre-
lations at low energy in a U(1) QSL is given by (see
Appendix B 2)

C
′′

+−(q, ω) ≈ ω√
v2
F q

2 + C2ε4/3
, (41)

where ε = max(ω, T ). The relaxation time is given in
different limits by the following expressions when ω � T :

1

T1
≈

 ω
d3 , ωd/vF �

(
ω
µ

)1/3

� 1,

ω1/3

d4 , ωd/vF � 1.
(42)

In the alternate limit of ω � T , the correlation function
is dominated by T and hence the relaxation times are as
follows:

1

T1
≈

 T
d3 , ωd/vF � Td/vF �

(
T
µ

)1/3

� 1

T 1/3

d4 , Td/vF � 1
(43)
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6. Dirty U(1) QSL with spinon Fermi surface

Introduction of disorder to the clean U(1) spin liquid
with a Fermi surface of spinons is likely to lead to a flow
away from the z = 3 critical point to a diffusive Fermi
liquid of spinons.48 Since the gauge field does not con-
tribute directly to spin susceptibility except via its effect
on renormalization of the spinon energy, we expect an
identical behavior for the relaxation time as the Z2 spin
liquid with disorder as discussed earlier.

C. Disordered VBS states

Frustrated magnets which do not order at low temper-
atures can also have ground states that spontaneously
break translation symmetry (and possibly certain rota-
tion symmetries) of the lattice, but preserve spin-rotation
symmetry. These paramagnetic states are called va-
lence bond crystals or valence bonds solids (VBS).6,49

Our focus in this section is on gapless systems, which is
the likely fate of VBS states in presence of disorder.8,9

However, we first study a clean VBS phase to set the
stage. Such phases typically have gapped particle-like
triplon excitations with quadratic dispersion near the
band minimum with some effective mass m.6,7 The re-
tarded spin-spin correlator at low energy and tempera-
tures (ω, T � J , where J is the spin-exchange scale) is
dominated by single bosonic triplon excitations:

C
′′

+−(q, ω) = δ(ω −∆T − q2/2m). (44)

This implies that the relaxation rate detected by the spin
probe can be calculated to be:

1

T1
≈ m2(ω −∆T )e−2d

√
2m(ω−∆T )Θ(ω −∆T ) (45)

This relaxation rate is similar to a trivial thermal param-
agnetic phase: it is non-zero above a threshold frequency
equal to the spin gap ∆T , and shows exponential decay
with sample-probe distance d. Further, there is a distinct
dip in T1 at an optimal distance of d = [2m(ω−∆T )]−1/2

which can be used to estimate the the effective mass of
the low-energy triplons.

Certain materials have the additional complication of
quenched randomness, which can give rise to random
strengths of magnetic exchanges. A theory for such dis-
ordered frustrated quantum magnets was provided in
Ref. 8. In the presence of weak random bond disorder,
a gapped quantum spin liquid state is typically stable.
However, a paramagnetic valence bond solid crystal is
unstable to nucleation of vortices in the VBS order pa-
rameter. For topological reasons, each such defect will
carry a dangling spin-half. In the opposite limit of strong
disorder, the naive expectation of a paramagnetic phase
made of randomly pinned singlets (called a ’valence bond
glass’ in Ref. 8) fails, and spinful defects are nucleated.
Thus, Ref. 8 argued that in two very different limits (and
hence possibly also at intermediate disorder), the system

FIG. 4: The power law distribution of couplings J , with the
level structures of a pair of weakly coupled impurity spins at
J > h and J < h showing the transitions that contribute to
the dynamic spin-structure factor.

may be described at low energy scales by a random net-
work of defect spins with a broad distribution of exchange
coupling.

This small subsystem of defect spin-half moments dom-
inate the thermal and quantum fluctuations at low-
temperatures. This leads to several interesting observ-
able consequences, the most prominent being the power
law behavior of specific heat as a function of temperature
with a sub-linear non-universal exponent. Further, Ref. 9
discussed the effect of Dzyaloshinskii-Moriya (DM) inter-
actions on these systems, which can modify the scaling
of specific heat and other observable properties. Below,
we calculate the contribution to magnetic noise of these
defect spins will be the dominant source of noise at any
frequency ω � ∆S , where ∆S is the gap of the clean
VBS phase.

The low energy dynamics of the system, in absence
of spin-orbit coupling, is described by a random-bond
Heisenberg model. This can be obtained by switching off
all terms except the Heisenbreg exchange in our parent
Hamiltonian in Eq. (10), i.e, by setting JK = JΓ = 0 =
Bi:

HH =
∑
i,j

JijSi · Sj , Jij = J̄ + ∆Jij (46)

The typical distance between the defect spins is given
by the correlation length of the VBS order parameter,
which is given by ξ/a ∼ exp[CξJ

2/〈∆J2〉],50 where a
is some appropriate microscopic lengthscale like the lat-
tice constant, and Cξ is a numerical constant of order
unity. The physics at lengthscales greater than ξ is
therefore described by the appropriate RG flow of this
random bond Heisenberg model. While this is not well-
controlled in two dimensions, Ref. 8 argues that, for large
lengthscales, we can treat this problem as spins interact-
ing with a continuous distribution of couplings with a
broad power-law tail that decays with a non-universal
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exponent.51,52 The zero-field specific heat of these mate-
rials over a broad range of temperatures shows a power
law behavior Tα, which is argued to arise from a density
of couplings ρ[J ] = Jα−1 (α < 1) of the defect spins.8

Assuming that these spins are quite dense on the lattice
scale (the VBS correlation length is small, as it seems
to be for YbMgGaO4), the spin qubit, placed sufficiently
far away, will be able to sense fluctuations from the spins
which are weakly coupled. Hence, although these defect

spins are localized (not long-wavelength modes), yet use-
ful information can be obtained by looking at the spin
dynamics at long lengthscales as a function of an applied
magnetic field.

Ref. 8 gives the transverse part of the dynamic
structure factor, ST [J,R](q, ω) = S+−[J,R](q, ω) +
S−+[J,R](q, ω), for two spins with an effective exchange
J at distance R, in presence of an applied field B as
follows (letting h = gµBB):

ST [J,R](q, ω) = Θ(J − h)

(
1− cos(q ·R)

2

)∑
±
δ(ω − J ± h)

+Θ(h− J)

[(
1− cos(q ·R)

2

)
δ(ω + J − h) +

(
1 + cos(q ·R)

2

)
δ(ω − h)

]
.

(47)

The full transverse structure factor may then be obtained
by integrating Eq. (47) over the density of states ρ[J ] ∼
Jα−1:

ST (q, ω) =

∫
J

ρ[J ]ST [J,R[J ]](q, ω), (48)

The function R[J ], which quantifies the singlet size as
a function of its energy splitting, is not exactly known
for two-dimensional systems. However, we do not need
exact knowledge of R[J ] if we assume statistical rotation
symmetry of our system, which is reasonable for random
location of the defects. In this case, the angular integral
cos(q ·R) vanishes when integrated over q (as the pref-
actor depends only on q). We can see that the noise at
low temperatures T � h, ω is given by:

1

T1
≈ 1

d4

[
ρ(ω + h) + θ(ω − 2h)ρ(ω − h)

+θ(h− ω)ρ(h− ω) +
h

α
ρ(h)δ(ω − h)

]
.

(49)

The most noticeable feature is the delta function at the
Zeeman energy, which is due to the resonance between
Sz = 0 and Sz = 1 triplet states. The distribution of ef-
fective J ensures that it will be present at any magnetic
field, with a gradually increasing strength till the field
hits a saturation value. The relaxation time will accord-
ingly show a sharp drop at this resonance. The other
noticeable features are the step-functions that arise from
the distinct singlet-triplet transitions that contribute to
the spin correlations for J < h and J > h (see Fig. 4).
For example, for J < h, the triplet to singlet transition
has a frequency ω = h − J , which always contributes
because of the power-law distribution of J across the
system. Therefore, there is an associated step function
Θ(h−ω) coming from the positivity of J , and the corre-
sponding density of states ρ(J = h−ω). Such distinctive
step functions may also be accessed via tuning of the
magnetic field from small to large values.

For completeness, we also provide a computation of
the longitudinal structure factor. We can again find it
for the two-spin Hilbert space with separation R and
effective coupling J , and then integrate it over the density
of states:

Szz[J,R](q, ω) =
1

4

[
θ(J − h)(1− cos(q ·R))δ(ω − h)

+θ(h− J)(1 + cos(q ·R))δ(ω)
]
,

(50)

where

Szz(q, ω) =

∫
J

ρ[J ]Szz[J,R[J ]](q, ω). (51)

Since the probe only detects at a finite frequency ω > 0,
the relevant contribution to the relaxation time is again
the delta-function at ω = h, which has the same physical
effect on T1 as the transverse correlators, namely, a sharp
drop in T1 at this resonance.

We reiterate that our results are valid for the lowest
temperature scales (T � J) when the random singlet
phase is a good description of the system. At higher
temperatures, we expect the spin-correlations to become
unimportant, and the defect spins to behave as nearly
free spins. In other words, the dimer physics is replaced
by independent fluctuating spins, and the phase is no
longer distinct from a thermal paramagnet.

IV. DETECTION OF ANYONIC STATISTICS IN
GAPPED SYSTEMS

In two spatial dimensions, the quantum mechanical
wave-function of two identical particles can pick up phase
factors different from ±1 when the particles are ex-
changed (or braided) adiabatically.53 These particles are
said to have anyonic statistics. Each anyon can be
thought of as a flux-charge composite, with a statistics
parameter α which indicates that an adiabatic exchange
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of two identical gapped anyons results in a phase factor
of eiπα in the quantum wave-function of the state.54,55 In
two-dimensions, α can be arbitrary, in contrast to three
(or higher) dimensions where α is either zero (bosons)
or one (fermions). Inspite of their discovery in quantum
Hall states long ago, experiments to directly detect any-
onic statistics are very difficult to implement. In this
section, we argue that spin probes can detect anyonic
statistics provided these arise as emergent low energy
spin carrying excitations in an insulator. This is true,
for example, for the chiral spin liquid where the emer-
gent quasipaticles have semionic statistics (α = 0.5).56–58

Such a phase has also been proposed within the frame-
work of the Kitaev-Heisenberg-Γ model that we discussed
in Eq. (17), in presence of a magnetic field.59

For phases with gapped spin excitations, we need to
tune the energy-gap ω of the probe so that it is larger
than the minimum gap to local excitations in order to
have accessible relaxation rates. The relaxation rate as a
function of the probe energy-gap at a fixed temperature
T provides crucial information about the statistics of the
particles. In particular, the threshold behavior at the
frequencies close to the spin gap at low temperature has
a universal power law growth where the exponent is fixed
by the braiding statistics of the anyonic excitations and
is robust to short-range interactions.

A. Free bosons

As a warm-up problem, we first discuss a simple phase
where the emergent low energy degrees of freedom are
gapped fractionalized spin-half excitations with bosonic
self statistics. These excitations, called spinons, are char-

acteristic of frustrated spin-models in phases that exhibit
Z2 topological order.60 They are similar to the e particle
in the toric code,61 but they also carry spin-half in addi-
tion. One can describe such a phase using the Schwinger
boson representation of S = 1/2 spins,60,62,63 where the
spin operator S(r) is written in terms of bosonic opera-
tors br,α with an additional local constraint.

S(r) = b†r,ασαβbr,β , b†r,αbr,α = 1. (52)

Such models also have emergent fluxes on the underly-
ing Z2 gauge field, analogous to the m particle of the
toric code. These fluxes, called visons, do not carry any
spin, have bosonic self-statistics and have semionic mu-
tual statistics with the spinons. In the regime where
the vison gap ∆v is much larger than the spinon gap
∆s and the temperature T , we can safely neglect the
visons as their only effect is to induce short-range in-
teraction between the spinons. Although such interac-
tions do affect bosons, as a first approximation we treat
the spinons as approximately free quasiparticles. In this
limit, we can write the spinon Green’s function, defined
by Gs(r, τ) = −〈Tτ [br,α(τ)b0,α(0)]〉, as that of a free bo-
son, with a generic quadratic dispersion above the gap
∆s. Converting to momentum and Matsubara frequency,
it takes the following familiar form close to the band min-
imum (m is the effective mass):

Gs(k, iωn) =
1

iωn − ξk
, where ξk = ∆s +

k2

2m
. (53)

The retarded spin-spin correlator CR+−(q, ω) can be found
by analytic continuation of the Matsubara correlator
C+−(q, iωn):

C+−(q, iωn) =
1

βL2

∑
k,iΩn

Gs(k + q, iΩn + iωn)Gs(−k,−iΩn) =

∫
d2k

(2π)2

1 + nB(ξk) + nB(ξk+q)

iωn − ξk − ξk+q

T→0−−−→
∫

d2k

(2π)2

1

iωn − ξk − ξk+q

=⇒ C
′′

+−(q, ω)
T→0−−−→ −Im

[
C+−(q, iωn → ω + i0+)

]
= π

∫
d2k

(2π)2
δ(ω − ξk − ξk+q) =

m

4
Θ

(
m(ω − 2∆s)−

q2

4m

)
(54)

From this, the relaxation time can be calculated for
ω � T , when coth(ω/2T ) ≈ 1. Leaving the detailed
interpolating functions to Appendix B 2, here we focus
on certain limits.

1

T1
∝

{
(ω − 2∆s)

2Θ (ω − 2∆s) , Qd� 1
1
d4 Θ (ω − 2∆s) , Qd� 1

(55)

Here Q =
√

4m(ω − 2∆s) denotes a momentum scale

corresponding to excitation energy above the spin-gap of
2∆s and which limits the q integral. Since our contin-
uum approximation to the dispersion holds close to the
bottom of the band, we expect the Qd � 1 limit to be
more accessible. In this limit, the relaxation-time is in-
dependent of the distance d and grows as a power law
with ω − 2∆s, the energy above the threshold.
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B. Anyons

The non-local nature of the anyons implies that a sin-
gle isolated anyon cannot be created locally. We assume
that any local quantum fluctuation creates a couple of
anyons, as in chiral QSLs. The braiding phase α that
arises from the exchange of two anyons can be theoret-
ically characterized by a Chern Simons vector potential
a = (cα/q)∇φ, where φ is the angle made by the vector
connecting the two anyons (relative to an arbitrary ref-
erence), q is their charge under the Chern Simons gauge
field and c is the speed of light. This term takes care
of the exchange statistics, or in other words, mediates
a long-range statistical interaction between the anyons
while the Hamiltonian acts on bosonic wave-functions.64

For a pair of anyons with quadractic dispersion, the
Hamiltonian is:

H =
P 2
R

2m
+
p2
r

m
+

(pφ − α)2

mr2
+ V (r, φ) (56)

where R is the center of mass coordinate, r = (r, φ) is
the relative coordinate, m is the mass of each anyon and
V (r, φ) represents some short range interaction between
the anyons. Such a formulation was used by Ref. 15 to
write down a robust expression for the general two-anyon
structure factor at the threshold of the gap. While such
structure factors are accessible by neutron scattering in
principle, the threshold behavior requires a probe with
excellent energy resolution at low energies. Spin qubits
are well-suited for this purpose, and hence we use the
results for the correlation function of local bosonic op-
erators (including the spin operator) in presence of a
Chern-Simons field from Ref. 15 to calculate the relax-
ation rate, again working under the assumption that T
is smaller than the spin-gap.

C
′′

+−(q, ω) ∝ J2
α(a
√
m(ω −∆s)− q2/4) Θ

(
m(ω −∆s)− q2/4

)
, (57)

which results in

1

T1
∝

{
(ω − 2∆s)

2+α Θ (ω − 2∆s) , Qd� 1
(ω−2∆s)

α

d4 Θ (ω − 2∆s) , Qd� 1
(58)

In particular, we see that we recover our result for free
bosons with α = 0, where 1/T1 at the threshold ω & 2∆s

is set by (ω − 2∆s)
2 for small d, and by d−4 for large

d. For general anyons with a statistics parameter α,
the power law at the threshold is modified to be 2 + α,
which provides a striking signature for detecting anyonic
statistics in gapped phases of 2d quantum matter. We
specifically point out that for gapped fermions, α = 1
and the relaxation time at the threshold is proportional
to (ω − 2∆s)

3. Insulating phases with gapped charge-
neutral fermionic excitations occur in the Kitaev honey-
comb model in anisotropic limits or in presence of ad-
ditional time reversal symmetry breaking terms, like a
uniform magnetic field discussed in Eq. (10).24,27

The relaxation times shown a different power law de-
pendence on quasiparticle statistics in the limit Qd� 1.
However, the validity of our low energy expressions for
the dynamic spin structure are doubtful in those limits,
and a more elaborate computation of the relaxation rate
is required to address this more accurately.

C. Effects of interaction

Short range interactions do not affect the structure
factor for non-bosonic anyons at low energies, due to

the rigidity of the two-anyon wavefunction at short dis-
tances where the interactions are the strongest, as ar-
gued in Ref. 15. This implies, for example, that in a
chiral spin liquid phase with semionic low-energy excita-
tions, we should still see an inverse relaxation time that
goes as (ω − 2∆s)

5/2, even if we add in effects of inter-
actions. However, free bosons are affected crucially by
short-range replusive interactions as they lack any statis-
tical replusion.15 As seen both numerically15 as well as in
field-theoretic calculations,65 for bosons with short range
repulsive interactions C ′′+−(q, ω) receives a log squared
correction:

C
′′

+−(q, ω) ≈
Θ
(
ω − 2∆s − q2/4

)
[ln ([4m(ω − 2∆s)− q2]b2/16) + 2γ]

2
+ π2

,

(59)

where γ is the Euler Mascheroni constant and b is an ef-
fective range of interaction. This leads to a correction in
the relaxation time for weakly interacting gapped bosons,
which can be analytically computed in the limit when
Qb � 1 (Q =

√
4m(ω − 2∆s) is the typical momentum

scale of excitations). Since the interaction range b is of
the order of a few lattice spacing (b ≈ a) while the typi-
cal excitation wavelength Q−1 needs to much larger than
the lattice spacing/interaction range for the threshold be-
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havior to hold, this assumption is well-justified for most
short-range interactions:

1

T1
∝

{
(ω−2∆s)

2

ln2(Qb)
Θ (ω − 2∆s) , Qd� 1

1
d4 ln2(Qb)

Θ (ω − 2∆s) , Qd� 1
(60)

If the anyons carry charge under an external or emer-
gent gapless gauge field, then long range power law in-
teractions (like Coulomb) can affect the relaxation time
significantly. We will not solve the problem here in
full generality, but we note that an analogous detection
scheme for gapped magnetic monopoles interacting via
gapless photons in spin-ice materials have been suggested
in Ref. 14.

V. IMPLICATIONS FOR MATERIAL
CANDIDATES

In this section, we discuss the implications of our re-
sults for specific materials. Indeed, a large number of
candidates exist for the different phases of quantum mag-
netism we have discussed so far, including the more exotic
ones with topological order.4,31

We chose to work on the perturbed Kitaev models, be-
cause spin-orbit coupled honeycomb lattice iridates pro-
vide an avenue to realizing such spin liquid states.31–34

The Kitaev interaction is dominant in spin-orbit coupled
iridates like α-Na2IrO3,66 α-Li2IrO3,67 α-RuCl3.68 None
of these materials are exactly described by a bare Ki-
taev Hamiltonian, but the dominant Kitaev interaction
is expected to lead to a stable spin-liquid phase where
the exotic nature of excitations is independent of the de-
tails of the parent Hamiltonian. Indeed, neutron scat-
tering and transport experiments see strong signatures
of the spin liquid phase being present at large magnetic
fields that suppresses magnetic ordering in α-RuCl3.69–71

Questions regarding the impact of phonons, however, re-
main a challenge. Theoretical proposals also predict the
possibility of different spin liquid phases as a function of
the magnetic field, including one with a spinon-Fermi
surface72–74. A noise magnetometry study, which de-
pends solely on the spin sector, would help to isolate
the true nature of the spin liquid phase. For another
iridate H3LiIr2O6 which does not order to very low tem-
peratures and shows anomalous gapless behavior quite
distinct from the Kitaev model,75 competing theories ex-
ists in terms of Majorana cones76 and random singlet
phases.9 Here, noise-correlations can be a very useful tool
for mapping out the structure factor and therefore figur-
ing out whether the ground state is a quantum spin liquid
or not.

Triangular lattice insulating organic compounds like κ-
Et or Pd-dmit have also been proposed as quantum spin
liquid candidates.77–79 In-plane thermal transport exper-
iments in these materials show strong evidence of exotic
gapless excitations which do not carry electric charge.

Measuring noise correlations via magnetometry can pro-
vide strong evidence in favor of these elementary excita-
tions carrying a fractionalized spin of half, and therefore
a spin liquid ground state.

Another class of compounds include antiferromagnets
on the highly frustrated Kagome lattice, like the in-
tensely studied Herbertsmithite80–86 and Kapellasite.87

While Herbertsmithite appears to be gapped,88 Kapella-
site seems to be gapless with the precise nature of the
ground state still unknown.87 Therefore, our study of
noise in gapless spin liquids of different kinds is very
relevant for Kapellasite (and possibly other frustrated
Kagome compounds).

There is an ongoing debate over the precise nature of
the low-temperature paramagnetic states in compounds
like YbMgGaO4 and YbZnGaO4. The T 0.7 specific heat
in YbMgGaO4 is reminiscent of the RPA calculation in a
spinon Fermi surface as such a QSL is expected to T 2/3

specific heat.89,90 Reference 8, instead, argues that the
0.7 exponent is coincidental and the phase is actually de-
scribed the random singlet model discussed above, and
the same phase describes YbZnGaO4 with an exponent
0.59. As we saw, these two phases have very different sig-
natures in the magnetic noise, and therefore noise mag-
netometry can serve as a probe that resolves the actual
nature of the paramagnetic phase in these compounds.

In the frustrated S = 1 triangular lattice compound
Ba3NiSb2O9, several proposals exist for the ground state,
including a putative spin liquid,91 quadratic band touch-
ing of spinons92 and a spinon Fermi surface.93 These
phases have distinct signatures in the magnetic noise and
hence studing the relaxation time can be used to distin-
guish these candidate phases.

Regarding observation of anyonic statistics, the most
likely candidate would be a chiral spin liquid state. These
phases have recently been observed in a DMRG study of
the Hubbard model on the triangular lattice,94 raising
hopes of finding such a ground state in the organic insu-
lators discussed previously. The relaxation time provides
a non-invasive route to measure the braiding statictics in
such a phase. For fractional quantum hall states,95 spec-
troscopic methods like measurement of local electronic
density of states,96 have been suggested to detect anyonic
statistics. Since the elementary anyonic excitations carry
electric charge, the long-range unscreened Coulomb inter-
action between anyons are expected to strongly modify
the threshold spectral function, and the effect of long-
range interactions on the relaxation time is an interesting
open problem left to future work.

Recent proposals suggest the use of quantum impu-
rities to study spin diffusion and magnon condensa-
tion in insulators, and image antiferromagnetic domain
walls.97,98 The first study is related to ours, and it is
restricted to the spin-diffusive regime in magnetically or-
dered states, where two-magnon processes dominate over
single-particle ones. As we argued, for small external
fields one would expect single magnons to dominate the
magnetic fluctuations in an ordered state down to the
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lowest energy scales, whereas for a spin liquid this would
no longer hold true. Hence, a clear distinction between
these two phases can be diagnosed via spin qubit magne-
tometry.

VI. CONCLUSIONS AND OUTLOOK

The possibility to sample spin correlations in a wide
range of energy and length scales make spin qubits an
invaluable tool to probe two-dimensional magnetic insu-
lators. We found that the probe-frequency, sample-probe
distance and temperature dependence of the spin relax-
ation time can furnish valuable information about the
nature of the phase in gapless systems. Given the large
number of experimental candidates for exotic spin liq-
uid phases, this minimally invasive technique holds great
promise as a diagnostics of ground states. Further, spin

qubits can also detect anyonic statistics in gapped sys-
tems which have been difficult to identify via more tra-
ditional probes. Noise magnetometry with single spin
qubits, therefore, can open up new vistas for probing ex-
otic phases of matter.
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Appendix A: relaxation time for magnetic insulators

1. Relaxation rate of the spin probe

In this appendix, we compute the relaxation time-scale of the spin probe in response to magnetic field fluctuations,
using Fermi’s Golden rule. Recall that the probe Hamiltonian is given by:

H =
ω

2
σz + µB σ ·B(r, t), (A1)

where B(r, t) represents the time-varying magnetic field at the location of the sample. We assume that the back-
reaction of the probe spin on the sample can be neglected, and that the sample is in thermal equilibrium at temperature
T = β−1. Denoting the eigenstate of the sample and spin polarization probe by the product state |n, σ〉 = |n〉 ⊗ |σ〉
(with energy εn), we have the following emission rate of the probe initially prepared in the |+〉 state.

Rem = 2π
∑
n,m

e−βωn

Z

∣∣ 〈m,−|µBσ ·B |n,+〉 ∣∣2 δ(ω + εn − εm)

= 2π(µB)2
∑
n,m

e−βωn

Z
[BxnmB

x
mn +BynmB

y
mn + iBynmB

x
mn − iBxnmBymn] δ(ω + εnm)

= 2π(µB)2
∑
n,m

e−βωn

Z
B−nmB

+
mnδ(ω + εnm), where B± = Bx ± iBy, (A2)

where Bjnm = 〈n|Bj |m〉, and εnm = εn − εm. Note that only the mode of the magnetic field B oscillating at
frequency ω couples to the probe, so the application of Fermi’s Golden rule is justified. Similarly, the emission rate is
given by the following expression:

Rabs = π(µB)2
∑
n,m

e−βεn

Z
[BxnmB

x
mn +BynmB

y
mn − iBynmBxmn + iBxnmB

y
mn] δ(ω − εnm)

= π(µB)2
∑
n,m

e−βεn

Z
B+
nmB

−
mnδ(ω − εnm). (A3)

The relaxation rate is defined as the average of the absorption and emission rates, T−1
1 = 1

2 [Rabs + Rem], and it can
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be expressed conveniently in terms of the noise tensor Nij(ω) defined as follows:

Nij(ω) =
1

2

∫ ∞
−∞

dt 〈{Bi(t), Bj(0)}〉eiωt =
∑
n,m

e−βεn

Z

[
BinmB

j
mnδ(ω + εnm) +BjnmB

i
mnδ(ω − εnm)

]
(A4)

By comparing Eq. (A4) with 1/T1, we see that the following expression holds:

1

T1
= (µB)2N−+(ω). (A5)

Using the fluctuation-dissipation theorem (which can be proven using spectral representations), we can re-write the
noise tensor in terms of the spectral density of the magnetic field.

Nij(ω) =
1

2
coth

( ω
2T

)
Sij(ω), where Sij(ω) =

∫ ∞
−∞

dt 〈[Bi(t), Bj(0)]〉eiωt (A6)

Further, we can also write the spectral density in terms of the retarded correlators of the magnetic field, which are
more convenient to calculate.

Sij(ω) = −Im[CRBiBj (ω)], where CRBiBj (ω) = −i
∫ ∞
−∞

dtΘ(t)〈[Bi(t), Bj(0)]〉eiωt (A7)

2. Sample-induced magnetic fluctuations

In the main text, we used the dipole approximation (neglecting retardation effects) to calculate the magnetic field
fluctuations at the probe location to the thermal spin fluctuations in the sample. In this appendix, we obtain the
same by a more elementary approach, i.e, directly solving Maxwell’s equations. Recall that Maxwell’s equations in
Lorentz gauge are given by (µB = e/2me is the Bohr Magneton, ~ = 1):

∂2Aµ =

(
−∂

2
t

c2
+∇2

)
Aµ = µ0(0,∇×m)µ, where m(ρ, z, t) = −gσµBS(ρ, t)δ(z)

(A8)

where we have set the lattice spacing a = 1. Let us first define the magnetic kernel Gµi as follows (with Einstein
summation on repeated indices implied):

Aµ(r, t) = µ0

∫
dt′ dr′Gµi (r − r′, t− t′)mi(r

′, t′) (A9)

where Gµi (r − r′, t− t′) satisfies the following differential equation:(
−∂

2
t

c2
+∇2

)
Gµi (r − r′, t− t′) = δ(t− t′) [0,∇× (δ(ρ− ρ′)δ(z − z′)êi)]

µ
(A10)

We now specialize to a translation invariant phase of the sample of area L2, governed by a time-independent Hamil-
tonian (note that this is justified because we do not consider back-reaction of the probe). Then, we can re-write
Eqs. (A9) and the Green’s function in and (A10) in terms of Fourier modes as follows:

Aµ(r, t) =
1√
L2

∑
q

∫
dω

2π
Aµ(z, q, ω)ei(q·ρ−ωt), Gµi (r, t) =

1

L2

∑
q

∫
dω

2π
Gµi (z, q, ω)ei(q·ρ−ωt)

mi(r, t) =
1√
L2

∑
q

∫
dω

2π
mi(q, ω)ei(q·ρ−ωt)δ(z) (A11)

Plugging these into Eq. (A10), we end up with the following equation:

(
−λ2 + ∂2

z

)
Gµi (z, q, ω) = [0, (iqx, iqy, ∂z)× (δ(z)êi)]

µ where λ =

√
q2 − ω2

c2
(A12)
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The solutions to Eq. (A12) can be written as follows:

Gµx(z, q, ω) =
e−λ|z|

2


0
0

sign(z)
iqy
λ


µ

, Gµy (z, q, ω) =
e−λ|z|

2


0

−sign(z)
0

− iqxλ


µ

, Gµz (z, q, ω) =
e−λ|z|

2


0
−iqy
λ
iqx
λ
0


µ

(A13)

Note that these are consistent with our choice of Lorentz gauge, for which a sufficient condition is ∂µG
µ
i = 0 for each

i. We use the vector potential to find the magnetic field B(r, t) at the location of the probe by B(r, t) = ∇×A(r, t),

B(r, t) =
µ0√
L2

∑
q

∫
dω

2π
Hi(z, q, ω)ei(q·ρ−ωt)mi(q, ω) (A14)

where Hi(z, q, ω) = (iqx, iqy, ∂z)×Gi(z, q, ω) is given by (here we choose z > 0):

Hx =
e−λz

2

(
λ2 − q2

y

λ
,
qxqy
λ

, iqx

)
, Hy =

e−λz

2

(
qxqy
λ

,
λ2 − q2

x

λ
, iqy

)
, Hz =

e−λz

2

(
iqx, iqy,−

q2

λ

)
(A15)

Finally, we plug the resultant expression into Eq. (A5) to get the relaxation rate for a probe initially polarized in the
|+〉 direction. The magnetic field correlators can in turn be expressed in terms of the kernelsHi and the magnetization
correlators in the sample, using the form of B(r, t) from Eq. (A14). We can take advantage of translation invariance
of the sample in the x-y plane and time independence of the sample Hamiltonian to make the following simplifcation
for the magnetization correlators in the sample.

〈[mi(q1, ω1),mj(q1, ω2)]〉 = 2πδ(ω1 + ω2)δq1,−q2
〈[mi(q, ω),mj(−q,−ω)]〉 (A16)

After this simplication, we find that we can express the correlator as:

S−+(ω) =
1

2L2

∑
q

H−i (z, q, ω)H+
j (z,−q,−ω)〈[mi(q, ω),mj(−q,−ω)]〉

(A17)

Note that we can write the correlator as follows (schematically, with the q, ω dependences implicit):

H−i H
+
j 〈[mi,mj ]〉 =

〈[
1

2
(H−+m− +H−−m+) +H−z mz,

1

2
(H+

+m− +H+
−m+) +H+

z mz

]〉
=

1

4

(
H−+H

+
− 〈[m−,m+]〉+H−−H

+
+ 〈[m+,m−]〉

)
+H+

z H
−
z 〈[mz,mz]〉+ ...

(A18)

The terms included in the ellipsis have zero matrix element if the total Sz commutes with the sample Hamiltonian,
so that the many-body eigenstates |n〉 also have fixed Sz. Alternatively, because of their form, these terms integrate
to zero during the momentum integration provided the spin-correlators Cαβ(q, ω) = 〈[Sα(q, ω), Sβ(−q,−ω)]〉 depend
only on q, i.e, the low-energy theory has rotational symmetry about q = 0. Even if they do not vanish, they will not
make any qualitative difference to the relaxation-rate, so we will neglect these terms.

Finally, we calculate the products of the Kernels shown schematically in Eq. (A18), and make another simplifying
approximation: ω/c� q in most condensed matter systems (equivalent to taking the speed of light to be infinite) so
that λ ≈ q:

H+
+ (q, ω)H−− (−q,−ω) =

(
e−λz

2λ

)2

q4 ≈ q2e−2qz

4

H+
− (q, ω)H−+ (−q,−ω) =

(
e−λz

2λ

)2

(2λ2 − q2)2 ≈ q2e−2qz

4

H+
z (q, ω)H−z (−q,−ω) =

(
e−λz

2

)2

q2 ≈ q2e−2qz

4
(A19)
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Plugging these back into the expression for the spectral function Sij(ω) for the magnetic field and setting z = d and
gσ = 2, we arrive at Eq. (8), which is reproduced below for convenience.

1

T1
= 4(µ0µB)2 coth

( ω
2T

) 1

L2

∑
q

F (d, q) Im

[
−1

4
(C−+(q, ω) + C+−(q, ω))− Czz(q, ω)

]
L→∞−−−−→ (µ0µB)2 coth

( ω
2T

)∫ d2q

(2π)2
F (d, q) Im [− (C−+(q, ω) + C+−(q, ω))− 4Czz(q, ω)] (A20)

where F (d, q) = q2e−2qd/8 ≈
∑
i=x,y,z |Hi(d, q, ω)|2/2 is a distance dependent form factor that shows that the

integral over the Brillouin Zone is dominated by q ∼ d−1, and Cij(q, ω) are the retarded spin-spin correlations that
depend solely on the equilibrium fluctuations of magnetization of the sample. Note that here we have also made the
approximation that the typical velocity scale of propagation of excitations in the sample is much smaller than c, and
therefore λ ≈ q and F (d, q) is independent of ω.

Appendix B: Computations of relaxation times

1. Gapless systems

For the clean Dirac spin liquid in the extended Kitaev honeycomb model in Eq. (17), the spin operator can be
written down explicitly in terms of the low-energy Dirac fermions27 as

σa = ψ†maψ + (iψTnµ,a · ∇ψ e−iK·r + H.c.), (B1)

where ma and nµ,a are two-by-two diagonal matrices. The primary contribution to the low-energy structure factor
comes from the first term which is more relevant (the second term has a derivative). For simplicity, here we just
consider ma = σ0 and use existing results for density-density correlations for Dirac fermions in graphene where the
dispersion is identical (although graphene has two flavors of fermions as opposed to a single one here). Further, there
is no long-range Coulomb interaction for fermionic spinons, and the gapped Z2 gauge field mediates a weak short
range interaction which is irrelevant. So we can use the bare susceptibility from Ref. 36 by setting the chemical
potential µ = 0 as we are interested in the case with zero doping.

C
′′

+−(q, ω) = Θ(vq − ω)
q2√

v2q2 − ω2
[G−(q, ω, T )−G+(q, ω, T )]

+Θ(ω − vq) q2√
ω2 − v2q2

[π
2
− 2H+(q, ω, T )

]
, where

G±(q, ω, T ) =

∫ ∞
1

du

√
u2 − 1

e(|vqu±ω|)/2T + 1
, H±(q, ω, T ) =

∫ 1

−1

du

√
1− u2

e(|vqu±ω|)/2T + 1
(B2)

We note that for T → 0, this is reduced to the form we have in Eq. (24) as both G± and H+ go to zero in this limit.
Therefore the relaxation time in the limit T � ω is given by:

1

T1
∝
∫ ω/v

0

dq q3e−2qd q2√
ω2 − v2q2

≈

{
ω5, dω/v � 1

1
ωd6 , dω/v � 1

(B3)

For very large T � ω > 0, we can again find a somewhat simple expression for the structure factor by approximating
the Fermi-Dirac distribution by the Boltzmann distribution.

C
′′

+−(q, ω) ≈ Θ(vq − ω)
q2√

v2q2 − ω2

[
2 sinh

( ω
2T

) 2T

vq
K1

( vq
2T

)]
+Θ(ω − vq) q2√

ω2 − v2q2

π

2

[
1− e−ω/2T

]
(B4)
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In this limit, we may again calculate the relaxation rate to leading order in ω/T . Note that we can also define an
effective temperature scale Td = ~v/kBd, restoring the fundamental constants for clarity. As discussed in the main
text, both Td � T and Td � T ar experimentally accessible limits. However, for our calculations we stick to the
regime Td � T , i.e, the temperature is the largest energy scale in the problem. In this regime, we can approximate
coth(ω/2T ) ≈ 2T/ω, and extract analytical expressions for the relaxation rates in the regimes ω � Td and ω � Td.

1

T1
∝ 2T

ω

∫ ∞
0

dq q3e−2qd C
′′

+−(q, ω, T )

≈

{
T 2

d3 , dω/v � 1
T 2ω5/2
√
d
e−2ωd/v, dω/v � 1

(B5)

For the Dirac spin liquid at finite doping, we again use the susceptibility from Ref. 36 at finite chemical potential µ.
We also assume that µ is the largest energy scale in the problem, so that the temperature T , the probing frequency
ω and the temperature scale Td set by the inverse distance d are all much less that µ.

C
′′

+−(q, ω) ≈
∑
α=±

Θ(vq − ω)
q2√

v2q2 − ω2

[
Gα−(q, ω, T )−Gα+(q, ω, T )

]
+ Θ(ω − vq) q2√

ω2 − v2q2

[π
2
δα,− −Hα

+(q, ω, T )
]
, where

Gα±(q, ω, T ) =

∫ ∞
1

du

√
u2 − 1

e(|vqu±ω|−2αµ)/2T + 1
, Hα

±(q, ω, T ) =

∫ 1

−1

du

√
1− u2

e(|vqu±ω|−2αµ)/2T + 1
.

(B6)

Note that for µ� T , the integrals in Gα and Hα contribute to the correlation function appreciably only for α = +.
First, we look at the limit of ω � T , whence we can replace the Fermi functions by theta functions for the integrals
in G−±, and we have:

G+
−(q, ω, T )−G+

+(q, ω, T )
T→0−−−→

∫ (2µ+ω)/vq

(2µ−ω)/vq

du
√
u2 − 1 ≈ ω

vq

(
µ

vq

)2

, and

H+
+ (q, ω, T )

T→0−−−→
∫ 1

−1

du
√

1− u2 =
π

2
,

(B7)

where we have used that the theta function imposed upper limit 2µ+ω
vq � 1. Therefore, up to corrections exponentially

suppressed by e−µ/T , the term proportional to Θ(ω − vq) in Eq. (B6) does not contribute. So the relaxation time in
the limit T � ω � µ is given by:

1

T1
∝
∫ ∞
ω/v

dq q3e−2qd q2√
v2q2 − ω2

ωµ2

(vq)3
≈ µ2ω2

2d

[
2dω

v
K0(2dω/v) +K1(2dω/v)

]

≈

{
ω
d2 , dω/v � 1
ω5/2
√
d
e−2ωd/v, dω/v � 1.

(B8)

Now we study the other limit where ω � T � µ, where we have the following limiting form of Gαβ :

G+
−(q, ω, T )−G+

+(q, ω, T ) =

∫ ∞
1

du
√
u2 − 1

e(vqu−2µ)/2T sinh(ω/2T )

e(vqu−2µ)/T + e(vqu−2µ)/2T cosh(ω/2T ) + 1

T�ω−−−→ sinh
( ω

2T

)∫ ∞
1

du

√
u2 − 1

4 cosh2[(vqu− 2µ)/2T ]

≈ sinh
( ω

2T

)( µ

vq

)2

(B9)

Note that H+
+ ≈ π/2 still holds upto corrections of O(e−µ/T ), and hence the term proportional to Θ(ω − vq) in
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Eq. (B6) again does not contribute. Therefore, the relaxation time in the limit ω � T � µ is given by:

1

T1
∝
∫ ∞
ω/v

dq q3e−2qd q2√
v2q2 − ω2

µ2

(vq)2
∼ µ2ω2

2d

[
2dω

v
K1(2zω/v) +K2(2dω/v)

]

≈

{
1
d3 , dω/v � 1
ω5/2
√
d
e−2ωd/v, dω/v � 1

(B10)

In case of time-reversal symmetry preserving disorder for the Kitaev spin liquid, the disorder term appears like a
vector potential in the low-energy Hamiltonian, which we assume to have short range correlations.

H =
∑
k,k′

ψ†k (vσ · k δk,k′ +Ak−k′ · σ)ψk′ , 〈AqAq′〉 = (2π)2δ(q + q′)∆A (B11)

The properties of this system has been studied in details in Ref. 42, so we use their results to determine the scaling
of the structure factor, and hence, the relaxation time. Let us review a few key results from Ref. 42, which we will
use extensively. At ω = 0, the system is described by a fixed line of interacting 1+1 d theories, characterized by ω/T
scaling and a dynamical critical exponent z given by z = 1+∆A/π, where ∆A is the disorder strength. The frequency
ω (or energy) corresponds to a relevant operator with scaling dimension z, i.e, under scaling q → q/b and ω → ω/bz.

To calculate the structure factor, we can expand the fermionic spinon operators in single particle eigenstates for a
fixed realization of disorder (neglecting interactions). Here we neglect the sublattice index for notational simplicity,
one can put it back and check that it does not make any qualitative difference to the correlations at small momenta.

ψ(ρ) =
∑
λ

φλ(ρ)fλ (B12)

Using these eigenstates, we shall evaluate the disorder averaged density-density correlator for the Dirac fermions to
find the dynamic spin structure factor. Here we are assuming that the physical spin operator is σa ∼ ψ†maψ with
ma ∼ σ0, as discussed for the free case. The density operator can be written as:

ρ(q, iωn) =

∫
dρ eiq·ρψ†(ρ, iωn)ψ(ρ, iωn) =

∫
dρ eiq·ρ

∑
λ,λ′

φ∗λ(ρ)φλ′(ρ)f†λfλ′ (B13)

Therefore, the susceptibility in the density channel in imaginary time is given by the thermal and disorder average of
the density-density correlator, under the assumption that the system is self-averaging.

χ(q, iωn) = − 1

βL2

〈
ρ(q, iωn)ρ(−q,−iωn)

〉
thermal,disorder

= − 1

L2

∫
dρ

∫
dρ′ eiq·(ρ−ρ

′)
∑
λ,η

nF (ξλ)− nF (ξη)

iωn + ξη − ξλ

〈
φ∗λ(ρ)φη(ρ)φ∗η(ρ′)φλ(ρ′)

〉
disorder

= −
∫
dρ eiq·ρ

∑
λ,η

nF (ξλ)− nF (ξη)

iωn + ξη − ξλ

〈
φ∗λ(ρ)φη(ρ)φ∗η(0)φλ(0)

〉
disorder

(B14)

where in the last step we assumed that disorder averaging restores translation invariance. Let us introduce the
following function to simplify the calculation (further assuming rotational symmetry after disorder averaging):

g(q, ε, ε′) =
∑
λ,η

∫
dρ eiq·ρ

〈
φ∗λ(ρ)φη(ρ)φ∗η(0)φλ(0)

〉
disorder

δ(ε− ξλ)δ(ε− ξη) (B15)

In terms of g(q, ε, ε′), we can rewrite the retarded correlator after analytically continuing Eq. (B14) to real frequencies.

χ(q, ω) =

∫
dε dε′

nF (ε)− nF (ε′)

ω + i0+ + ε− ε′
g(q, ε, ε′)

=⇒ − 1

π
Im [χ(q, ω)] =

∫
dε [nF (ε)− nF (ε+ ω)]g(q, ε, ε+ ω) ≈ ω

∫
dε

(
−dnF
dε

)
g(q, ε, ε)

(B16)
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In the last step, we made a low-energy approximation assuming ω to be the smallest energy scale, i.e ω � T . Now,
we need to find the scaling behavior of g(q, ε1, ε2).

g(q, ε1, ε2) = b−yg(bq, bzε1, b
zε2) (B17)

This can be done by comparing the expression for χ(q, iωn) in the limit ωn → 0 from Eq. (B16) with an alternate
derivation of the static (ωn = 0) limit of the susceptibility from the knowledge of the scaling dimension of ρ(ρ, τ) in
Ref. 42.

χ(q, iωn = 0, T ) =

∫ β

0

dτ

∫
dρ eiq·ρ

〈
ρ(ρ, τ)ρ(0, 0)

〉
= T

∑
m,m′

∫
dρ eiq·ρ b−2(2−z)

〈
ρm(ρ/b)ρm′(0)

〉
= Tb−2(2−z)b2

∫
dx dy

b2
ei(bq)·(ρ/b)

〈
ρm(ρ/b)ρm′(0)

〉
= Tb2(z−1)χ(bq, iωn = 0, bzT )

= T (2−z)/zΦ1

( q

T 1/z

)
(B18)

where in the last step we chose b = T−1/z and Φ is some universal scaling function. From Eq. (B16) we can see that
the following scaling holds:

χ(q, ω = 0) = T

∫
dε

T

dε′

T

nF (ε)− nF (ε′)
ω
T + i0+ + ε

T −
ε′

T

g(q, ε, ε′)

= T 1+y/z

∫
dε

T

dε′

T

nF (ε)− nF (ε′)
ω
T + i0+ + ε

T −
ε′

T

g(q/T 1/z, ε/T, ε′/T )

= T 1+y/z Φ1

( q

T 1/z

)
(B19)

where we have again used that the integral in the second to last step is dimensionless to cast the result in terms
of the scaling function Φ1. Comparing Eq. (B16) and Eq. (B19), we find that y = 2 − 2z. Now, we can evaluate
the relaxation time in the limit ω � T , using Eq. (B16) again to extract the linear term in ω/T which cancels the
divergence from coth(ω/2T ) in the limit ω � T .

1

T1
∝ coth

( ω
2T

) ω
T
· T (2−z)/z

∫ ∞
0

dq q3 e−2qd Φ1

( q

T 1/z

)
≈ T (6−z)/z Ψ1(dT 1/z) (B20)

where Ψ1(dT 1/z) is another universal scaling function. The anomalous scaling of frequency becomes apparent in the
scaling of the relaxation time with distance from the sample!

We now check that we get back the previously obtained results for clean Dirac fermions in the limit of zero disorder.
In this case, we have relativistic scaling of space and time, i.e, z = 1. From Eq. (B4), we check that the universal
function in the ω → 0 limit is given by Φ1(q/T ) = 2K1(q/2T ). Accordingly, the integral over q gives a function
Ψ1(dT ) ≈ (dT )−3, which combined with the T 5 factor upfront for z = 1 reproduces the scaling of the relaxation time
as T 2/d3 in Eq. (B5). The second limit in Eq. (B5) when dω/v � 1 is difficult to capture by the scaling argument
which naturally assumes ω to be the smallest energy scale, whereas Td � ω in this case.

We can also study the T → 0 limit by choosing b = ω−1/z in Eq. (B17). In this limit we find that:

1

T1
∝ coth

( ω
2T

)
· ω(2−z)/z

∫ ∞
0

dq q3 e−2qd Φ2

( q

ω1/z

)
≈ ω(6−z)/z Ψ2(dω1/z) (B21)

For the clean system, we can again put z = 1 and hence see that for dω � 1 we have Ψ2(dω) ∼ 1 for ωd/v � 1 and
Ψ2(dω) ∼ (dω)−6 for ωd/v � 1, reproducing the relaxation rates in Eq. (B3).

For the Z2 spin liquid with a spinon Fermi surface, we can study the relaxation time in the limit of T � ω � µ. In
this regime, the density-density correlation of the fermion field is given by a diffusive form,44 and therefore the spin
structure factor also assumes a diffusive form:

C
′′

+−(q, ω) ∼ −Im

[
νDsq

2

−iω +Dsq2

]
≈ νDsq

2ω

ω2 +D2
sq

4
(B22)
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In the of limit of small T/ω, coth(ω/2T ) ≈ 1, so the relaxation time is given by:

1

T1
≈
∫ ∞

0

dq q3 e−2qd νDsq
2ω

ω2 +D2
sq

4
. (B23)

If d is small so that ωd2 � Ds, then the integral is essentially cutoff by the exponential factor at a scale of q ∼ d−1.
Setting Ds = 1, we have

1

T1
∼
∫ ∞

0

dq q3 e−2qd νq2ω

ω2 + q4
≈
∫ 1/2d

0

dq q3 νq2ω

ω2 + q4
=

1

8

( ω
d2
− 4ω2 cot−1(4d2ω)

)
≈ ω

8d2

(B24)

On the other hand, for large d with ωd2 � Ds, the integrand is dominated by small q ∼ d−1 in the numerator, and
the denominator can be assumed to be roughly ω2 for the regime where the exponential factor is small.

1

T1
∼
∫ ∞

0

dq q3 e−2qd νq2ω

ω2 + q4
≈ 1

ω

∫ ∞
0

dq q3 e−2qd(νq2) ∼ 1

ωd6
(B25)

Finally, we arrive at the consideration of a clean U(1) spin liquid with a Fermi surface. In this case, the largest
contribution comes from the imaginary part of the self-energy (that scales as ω2/3) in the RPA Green’s function of
the spinon.45,46 In order to evaluate the susceptibility, we write the spinon Green’s function in terms of the spectral
representation.

Gf (k, iωn) =

∫ ∞
−∞

dε

2π

Af (k, ε)

iωn − ε
,

where Af (k, ε) = −2Im[Gf (k, ε)] =

{
2πδ(ξk) if ε = 0

2C ε2/3

ξ2
k+C2ε4/3 , if ε > 0

,

where C ≈ µ1/3 is a constant. Writing in terms of the spectral function allows us to do the Matsubara summation in
the density-density correlator. After some algebra, we can write the imaginary part of the retarded density-density
correlator (after analytic continuation to real frequencies) as:

C
′′

+−(q, ω) = −
∫ ∞
−∞

dε

2π

∫
dk

(2π)2
A(k, ε)A(k + q, ω + ε) [nF (ε+ ω)− nF (ε)]

≈
∫ ∞
−∞

dε

2π

∫
dk

(2π)2
A(k, ε)A(k + q, ω + ε) ω

(
−∂nF
∂ε

)
≈ ω

∫
dk

(2π)2
A(k, 0)A(k + q, ω) (B26)

where we have first assumed ω is small compared to µ to replace the difference in Fermi functions by a derivative,
and then further used T � µ to approximate the Fermi function by a step function so that its derivative is a delta
function. We can further simplify the integral in the low q limit, which is reasonable to consider as typically q � kF .
We have ξk+q ≈ vF q cos(θ) +O(q2) in this limit, where θ is the angle between k and q.∫

dk

(2π)2
A(k, 0)A(k + q, ω) =

∫
dk

2π
δ

(
k2

2m
− µ

)
2C ω2/3

ξ2
k+q + C2ω4/3

=
m

π

∫
dθ

C ω2/3

v2
F q

2 cos2 θ + C2ω4/3

∝ 1√
v2
F q

2 + C2ω4/3
(B27)

Now, we can estimate the relaxation time in the T → 0 limit. For ω � T , we have coth(ω/2T ) ≈ 1. The scaling of
the relaxation time is then given by:

1

T1
≈

 ω
d3 , ωd/vF �

(
ω
µ

)1/3

� 1

ω1/3

d4 , ωd/vF � 1
(B28)
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At finite temperature T > ω, the spinon self-energy formally diverges because the spinon Green’s function is not
gauge-invariant.45 However, the formal divergence cancels in any gauge-invariant observables, and the z = 3 scaling
can be used to predict the temperature dependence in the ω � T limit as well. For our relaxation time computation,
we can write down the spin-spin correlation function by simply using T 2/3 instead of ω2/3 in the self-energy, which
gives

C
′′

+−(q, ω)
T�ω−−−→ ω√

v2
F q

2 + C2T 4/3
(B29)

In the ω � T limit, we have ω coth(ω/2T ) ≈ 2T . So, the relaxation time is given by:

1

T1
≈


T
d3 , Td/vF �

(
T
µ

)1/3

� 1

T 1/3

d4 , Td/vF �
(
T
µ

)1/3 (B30)

2. Gapped systems

In this section, we discuss the computations of semi-exact expressions for the relaxation time for different systems.
We start off with the case of free non-interacting bosons, when we find that the relaxation time is given by:

1

T1
≈
∫ ∞

0

dq q3e−2qd Θ

(
ω − 2∆s −

q2

4m

)
=

3− e−2Qd
[
3 + 6Qd+ 6(Qd)2 + 4(Qd)3

]
d4

Θ (ω − 2∆s) , where Q =
√

4m(ω − 2∆s)

≈

{
Q4

4 Θ (ω − 2∆s) , Qd� 1
3

8d4 Θ (ω − 2∆s) , Qd� 1
(B31)

For non-interacting anyons with statistics parameter α, the structure factor considering local two-anyon energy eigen-
states, as described in the main text, is given in Ref. 15.

C
′′

+−(q, ω) ∝ J2
α(a
√
m(ω −∆s)− q2/4) Θ

(
m(ω −∆s)− q2/4

)
≈
(
a2
√
m(ω −∆s)− q2/4

)α
Θ
(
m(ω −∆s)− q2/4

)
(B32)

where a is a microscopic lengthscale of the order of lattice spacings. Using the low-energy approximation of the last
step, we find that the relaxation time is given by (we set a = 1):

1

T1
∝
∫ ∞

0

dq q3e−2qd
(√

m(ω −∆s)− q2/4
)α

Θ

(
ω − 2∆s −

q2

4m

)
=

Q4+2α

2(α+ 1)(α+ 2)
−
√
π(Qd)5/2+α

4z4+2α
Γ(1 + α)

[
3I5/2+α(2Qd) + 2QdI7/2+α(2Qd)

− 2QzL3/2+α(2Qz) + 2(1 + α)L5/2+α(2Qz)

]
≈

{
Q4+2α

2(α+1)(α+2)Θ (ω − 2∆s) , Qd� 1
3Q2α

8d4 Θ (ω − 2∆s) , Qd� 1
(B33)

Above, Iν(x) and Lν(x) refer to the modified Bessel functions and the modified Struve functions respectively. For
fermions with α = 1, the expressions are a lot simpler, so we reproduce them below for completeness.

1

T1
∝
∫ ∞

0

dq q3e−2qd
(√

m(ω −∆s)− q2/4
)

Θ

(
ω − 2∆s −

q2

4m

)
=
−15 + 3Q2d2 + e−2Qd

[
15 + 30Qd+ 27(Qd)2 + 14(Qd)3 + 4(Qd)4

]
8d6

Θ (ω − 2∆s) ,

=

{
Q6

12 Θ (ω − 2∆s) , Qd� 1
3Q2

8d4 Θ (ω − 2∆s) , Qd� 1
(B34)
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Finally, for the case of interacting bosons we have the following form of the dynamic spin structure factor as T → 0:15,65

C
′′

+−(q, ω) ≈ 1

[ln (4m(ω − 2∆s)− q2/16b2) + 2γE ]
2

+ π2
Θ

(
ω − 2∆s −

q2

4m

)
(B35)

In principle, the relaxation time can be evaluated numerically using this correlation function. But if we further assume
that the range of interaction Qb� 1 where b is the effective range of interaction, then we can make analytical progress.
In this regime, we can neglect γE and π in comparison to ln2(Qb) in the denominator. For Qd � 1 also ignore the

exponential decay factor in the numerator. Then, we have, using Q =
√

4m(ω − 2∆s):

1

T1
∝
∫ ∞

0

dq
q3

[ln [(Q2 − q2)b2/16] + 2γE ]
2

+ π2
Θ
(
Q2 − q2

)
≈
∫ ∞

0

dq
q3

ln2 [(Q2 − q2)b2/16]
Θ
(
Q2 − q2

)
≈
∫ Q

0

dq
q3

ln2 [(Q2 − q2)b2/16]

≈ 1

b4

[
1

2
(Qb/4)2Ei[2 ln(Qb/4)]− Ei[4 ln(Qb/4)]

]
≈ Q4

ln2(Qb)
, when Qd� 1 (B36)

For Qd � 1, the exponential factor in the numerator cannot be neglected, but we can still Taylor expand the
denominator in powers of q/Q and we find that the dominant contribution to the integral comes from the zeroth order
term. Hence, the relaxation time is given by:

1

T1
∝
∫ ∞

0

dq
q3e−2qd

ln2(Qb)

[
1 + O

(
q

Q

)2
]

Θ
(
Q2 − q2

)
≈ 3

8d4 ln2(Qb)
(B37)

1 S. Sachdev, in Quantum Magnetism (Springer, 2004) pp.
381–432.

2 L. Balents, Nature 464, 199 (2010).
3 S. Sachdev, Nature Physics 4, 173 (2008).
4 P. A. Lee, Science 321, 1306 (2008).
5 L. Savary and L. Balents, Reports on Progress in Physics

80, 016502 (2017).
6 S. Sachdev and R. N. Bhatt, Phys. Rev. B 41, 9323 (1990).
7 G. S. Uhrig, K. P. Schmidt, and M. Grüninger, Phys. Rev.
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96 Z. Papić, R. S. K. Mong, A. Yazdani, and M. P. Zaletel,
Phys. Rev. X 8, 011037 (2018).

97 B. Flebus and Y. Tserkovnyak, Phys. Rev. Lett. 121,
187204 (2018).

98 B. Flebus, H. Ochoa, P. Upadhyaya, and Y. Tserkovnyak,
arXiv preprint arXiv:1807.05114 (2018).

http://dx.doi.org/10.1143/JPSJ.79.011001
http://arxiv.org/abs/http://dx.doi.org/10.1143/JPSJ.79.011001
http://dx.doi.org/10.1103/PhysRevB.88.075106
http://dx.doi.org/10.1103/PhysRevB.88.075106
http://dx.doi.org/ 10.1103/PhysRevLett.100.087202
http://dx.doi.org/ 10.1103/PhysRevLett.100.087202
http://dx.doi.org/ 10.1103/PhysRevLett.104.147201
http://dx.doi.org/ 10.1103/PhysRevLett.104.147201
http://dx.doi.org/ 10.1103/PhysRevLett.103.237201
http://dx.doi.org/ 10.1103/PhysRevLett.103.237201
http://dx.doi.org/10.1103/PhysRevB.76.132411
http://dx.doi.org/10.1103/PhysRevB.76.132411
http://dx.doi.org/10.1103/PhysRevLett.109.037208
http://dx.doi.org/ 10.1103/PhysRevB.94.060409
http://dx.doi.org/ 10.1103/PhysRevB.94.060409
http://dx.doi.org/ 10.1103/PhysRevB.96.054445
http://dx.doi.org/ 10.1103/PhysRevB.96.054445
http://dx.doi.org/10.1103/PhysRevLett.109.016402
http://dx.doi.org/10.1103/PhysRevLett.109.016402
http://dx.doi.org/ 10.1103/PhysRevLett.108.087204
http://dx.doi.org/10.1103/PhysRevB.95.060402
http://dx.doi.org/https://doi.org/10.1016/j.aop.2007.10.008
http://dx.doi.org/ 10.1103/PhysRevX.8.011037
http://dx.doi.org/10.1103/PhysRevLett.121.187204
http://dx.doi.org/10.1103/PhysRevLett.121.187204

	Introduction
	General formalism for relaxation time
	Applications to gapless systems
	Magnetically ordered states
	Gapless quantum spin liquids
	Disordered VBS states

	Detection of anyonic statistics in gapped systems
	Free bosons
	Anyons
	Effects of interaction

	Implications for material candidates
	Conclusions and outlook
	Acknowledgments
	relaxation time for magnetic insulators
	Relaxation rate of the spin probe
	Sample-induced magnetic fluctuations

	Computations of relaxation times
	Gapless systems
	Gapped systems

	References

