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Recent work (PRX 7, 041008) shows that a spin coupled to two externally supplied circularly-
polarized electromagnetic modes can effectuate a topological, quantized transfer of photons from
one mode to the other. Here we study the effect in the case when only one of the modes is externally
provided, while the other is a dynamical quantum mechanical cavity mode. Focusing on the signa-
tures and stability under experimentally accessible conditions, we show that the effect persists down
to the few-photon quantum limit and that it can be used to generate highly entangled “cat states”
of cavity and spin. By tuning the strength of the external drive to a “sweet spot”, the quantized
pumping can arise starting from an empty (zero photon) cavity state. We also find that inclusion
of external noise and dissipation does not suppress but rather stabilizes the conversion effect, even
after multiple cavity modes are taken into account.

In recent years, topology has played a major role in
quantum physics, especially after the theoretical predic-
tion1–6 and subsequent discovery7,8 of an extensive family
of novel topological materials. These phases of matter are
characterized by highly nontrivial properties that lead to
exotic but extremely robust phenomena with many pos-
sible applications. More recent work has shown that pe-
riodic driving can be used to induce analogous9–14, or
entirely new15–25 topological phases of matter in other-
wise ordinary systems.

Topological effects, however, are not limited to exotic
phases of matter: by replacing the spatial degrees of free-
dom of a topological insulator with other kinds of degrees
of freedom (such as optical degrees of freedom, or tun-
able parameters) one can engineer systems that inherit
topological features of the original models, but expose
them in distinct and possibly useful ways. The best-
known example is perhaps Thouless’ adiabatic charge
pump26, which can be seen as a two-dimensional Chern
insulator, where one of the spatial dimensions is replaced
with a tunable parameter; more recent examples of this
idea include Refs.4,27–30, where, for instance, novel, en-
ergy pumping effects arise when the system is subject
to external driving while the parameter is being tuned.
Other examples of such analogies include optical31–37 or
acoustic38–41 waveguide arrays, where nontrivial topol-
ogy results in protected, unidirectional modes of propa-
gation, and systems where the electronic orbital degrees
of freedom of a topological insulator are replaced with
the angular momentum of light42.

In this work, we focus on a particular example of
such a unconventional topological effect, which was first
discussed in Ref. 43. We consider a magnetic particle
with angular momentum `~/2, coupled to two circularly-
polarized electromagnetic modes, where one mode (1) is
a cavity mode and the other (2) is externally driven (see
Fig. 1a). Interpreting the photon number of the cav-
ity mode as a lattice degree of freedom, and the spin
as an orbital degree of freedom, this setup is equivalent
to a one-dimensional, tight-binding model (see Fig. 1b).

FIG. 1. (a) We study a model of a magnetic particle with
angular moment L (black dot, with arrow indicating magne-
tization) in a cavity, coupled to a circularly polarized cavity
mode (blue) and a circularly-polarized driving mode (red). In-
terpreting the particle’s spin s and the cavity photon number
n1 as an orbital and lattice degrees of freedom, respectively,
the system is equivalent to a driven tight-binding model (b).
In suitable parameter regimes, the tight-binding model acts
as a Thouless pump, and the magnetic particle effectuates a
transfer of energy to the cavity at the universal rate ωΩL/π.

In topologically-nontrivial parameter regimes, where the
analogous lattice model acts as a Thouless pump, the
number of photons in the cavity mode increases by the
integer z for each cycle of the driving mode43, and the
spin affects a transfer of energy from the driving field to
the cavity mode, at the topologically-quantized rate of
~ωΩ`/2π, where ω and Ω denote the angular frequencies
of the two modes. Thus, the cavity mode with frequency
ω can be topologically pumped by driving the magnetic
particle at the other frequency Ω. Importantly, Ω does
not need to be finely tuned, but can be set arbitrarily as
long as adiabaticity is respected. This topological effect
opens up possibilities for optical amplification, or lasing
at the frequency ω, which is set by the properties of the
cavity.

The goal of this work is to explore the validity and ro-
bustness of the topological frequency pumping described
above when taken to the quantum regime of realistic op-
tical cavities and resonators. In particular, we consider
an external periodic drive coupled through the spin with
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an optical cavity, which could be noisy and dissipative,
as well as contain several modes.

First, we find that, when treating the cavity modes as
quantized field, the topological pumping effect persists
all the way from the classical limit to the quantum me-
chanical few-photon limit. Remarkably, the topological
energy transfer arises spontaneously, even when the cav-
ity initially holds zero photons.

The system produces other surprises as well. The di-
rection of transfer between the two modes is set by the
alignment of the spin with the field. When the system is
isolated from the external environment, nontrivial “cat”
states can therefore arise, in which the state of the spin is
highly entangled with the cavity mode. We demonstrate
the existence of these states numerically.

To study extrinsic dissipation effects, we introduce a
coupling between the cavity mode and the external elec-
tromagnetic environment (e.g., in the form of a semi-
transparent mirror in the cavity), and include the effects
of extrinsic spin fluctuations in the model. The result-
ing dynamics are simulated using a new Lindblad-form
master equation which is is derived in a separate paper
that will appear shortly44. The new master equation,
referred to as the Markov-Lindblad equation here, accu-
rately describes open quantum systems where the corre-
lation time of the external baths can neglected, and re-
lies exclusively on the Markov-Born approximation. Cru-
cially, the Markov-Lindblad equation is in the Lindblad
form, and can thus be integrated efficiently with stochas-
tic methods45.

Using this new method, we find that the quantized
topological energy transfer persists even in the presence
of cavity and spin dissipation. In fact, we find the dis-
sipation stabilizes the topological energy transfer: dissi-
pation in the spin’s motion keeps the magnetic moment
aligned with the field, while cavity dissipation leads to
a steady state of the system, where the cavity emits a
quantized number of photons per driving period. These
results demonstrate that the topological energy transfer
does not require coherence of the system’s wave function.

The stability of the topological energy transfer in the
presence of dissipation hints that the effect has a classical
counterpart. We verify this intuition by demonstrating
the fully classical limit of the model supports a phase
in which energy is transferred to the cavity mode at the
universal rate

Ė =
ωΩL

π
, (1)

where L denotes the (macroscopic) angular moment of
the magnetic particle. It is remarkable that topological
effects, such as the effect discussed here, can arise in rel-
atively simple classical systems.

Finally, we investigate the energy pumping effect when
multiple cavity modes are included in the model, such as
the higher harmonics of the fundamental cavity mode,
as well as their time-reversed partners. Exploring the ef-
fects of these additional modes on the classical system,

we find that the energy transfer effect is stable in cer-
tain parameter regimes with a suitable, experimentally
achievable engineering of the cavity.

The rest of the manuscript is organized as follows: in
Sec. I, we introduce the driven-cavity quantum model
and demonstrate its topological energy transfer in the
high-filling classical regime of the cavity. In Sec. II we
consider the behavior of the quantum model outside the
ideal energy transfer region, and demonstrate the cre-
ation of photonic cat states, as well as energy transfer to
an empty cavity. In Sec. III, we introduce dissipation to
the system, and use the new Markov-Lindblad equation
to study it. Secs. IV-V demonstrate that the effect per-
sists in the classical version of the model, and in the pres-
ence of multiple modes. We conclude by discussing the
results of this paper, as well as possible experimental real-
izations (e.g., with Weyl-semimetals, Yttrium-Iron Gar-
net (YIG) spheres, or mechanical gyroscopes) in Sec. VI.

I. THE DRIVEN CAVITY MODEL AND
TOPOLOGICAL ENERGY TRANSFER

We begin by introducing the model that will be stud-
ied in this paper, and demonstrating how topological fre-
quency conversion emerges in the model.

The system we consider consists of a magnetic par-
ticle with angular momentum L, located within a
one-dimensional electromagnetic cavity with axis along
the x-direction, as depicted in Fig. 1a. In addi-
tion to the magnetic field from the cavity modes Bc,
the particle is subject to the field from a circularly-
polarized wave propagating along the y-direction Bd(t) =
(Bd sin Ωt, 0,−Bd cos Ωt), as well as an static (Zeeman)
magnetic field Bm = (0, 0, Bm) applied along the z di-
rection.

In general, the cavity field Bc is a superposition of mul-
tiple distinct modes from the discrete frequency spectrum
of the cavity. Topological energy transfer arises when
the cavity field Bc is dominated by a single circularly-
polarized mode: Bc = (0, Bc sinφ,−Bc cosφ), where Bc
and φ denote the amplitude and phase of the dominant
mode. Ignoring the effects of the additional modes, Bc
and φ, along with the angular moment of the magnetic
particle L constitute the dynamical variables of the sys-
tem. In Sec. V we discuss the effects of taking the addi-
tional modes into account.

Including the energy of the dominant cavity mode, the
Hamiltonian of the combined particle-cavity system reads

H(t) =
V

µ
B2
c − g [Bc + Bm + Bd(t)] · L. (2)

where V and µ respectively denote the cavity’s volume
and magnetic permeability, while g is the (isotropic) gy-
romagnetic ratio of the magnetic particle. The quan-
tum Hamiltonian of the system H(t) is obtained through
canonical quantization of Eq. (2). In particular, the cav-
ity mode is quantized by replacing Bce

−iφ with B0â,
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where â denotes the photon annihilation operator of the
cavity mode, and B0 ≡

√
ωµ0~/V , where ω is the cavity

mode’s frequency. Physically, B0 gives the magnetic field
amplitude corresponding to a single photon in the cavity.
This results in the quantum Hamiltonian

H(t) = ~ωn̂− g B̂(t) · L̂. (3)

Here n̂ ≡ â†â is the photon number operator, L denotes
the quantum mechanical angular momentum operator of
the magnetic particle, and

B̂x(t) = Bd sin(Ωt), (4)

B̂y(t) = B0
â− â†

2i
, (5)

B̂z(t) = Bm −Bd cos(Ωt)−B0
â+ â†

2
. (6)

Here we ignored the constant shift ~ω/2 to the Hamilto-
nian H(t) from the cavity’s vacuum energy.

The Hilbert space on which H(t) acts is spanned by the
basis {|n, s〉}, where n ≥ 0 is the number of photons in
the cavity mode, and s is the angular momentum of the
magnetic particle along the z-axis, in units of ~, satisfiy-
ing −`/2 ≤ s ≤ `/2. The photon annihilation operator a
and the angular momentum operator L respectively act
on the photon and spin degrees of freedom of the states.
In particular, â|n, s〉 =

√
n|n− 1, s〉.

One may view the system above as a one-dimensional,
semi-infinite tight-binding model, which we refer to as
the photon lattice in the following. The photon num-
ber n can be interpreted as a lattice index, and the spin
index s as an orbital index. In this picture, the state
of the system is represented by the wave function of a
single particle in the photon lattice, and the Hamilto-
nian H(t) couples neighboring sites through the photon
creation and annihilation operators â, â† (see Fig. 1b),

A. Topological frequency conversion

To demonstrate how the topological energy transfer
effect emerges, we consider a state |Ψ〉 whose support is
confined to photon numbers n in some relatively narrow
regionR centered around n = nc, and of width ∆n� nc.
Using that

√
n =

√
nc(1 + O(∆n/nc)) when n is in the

interval R, we find the following simple expression for
the action of photon annihilation operator a on the state
of the system |Ψ〉:

â|Ψ〉 =
Bc
B0

T̂ |Ψ〉+O
(

∆nB0

Bc

)
. (7)

Here Bc ≡ B0
√
nc is the amplitude of the cavity field

consistent with photon number nc, and T̂ acts as the
translation operator in the photon lattice:

T̂ =

∞∑
n=0

∑
l

|n− 1, l〉〈n, l|.

FIG. 2. a) Region of parameter space which supports topolog-
ical frequency conversion (red). Here Bd and Bc respectively
denote the amplitudes of the driving and cavity modes, while
Bm indicates the strength of the Zeeman field. b) Numerically
obtained wave function of the system (absolute squared) as
a function of photon number n and time, in the topological
regime – see main text for further details. The boundaries of
the topological regime (corresponding to the boundaries of the
highlighted region in panel a) are indicated by dashed lines,
and the quantized pumping rate is indicated by the slope of
the blue line.

In the limit we study, ∆n � (Bc/B0)2. Hence the cor-
rection in Eq. (7) is negligible, and can be ignored. Using
Eq. (7) in Eqs. (3)-(6), we thus find that the state |Ψ〉
evolves with the Hamiltonian

Heff = HT (t) + ωn̂, (8)

where the “Thouless Hamiltonian” HT is given by

HT (t) =− gBc
2i

(T̂ − T̂ †)L̂x − gBd sin(Ωt)L̂y

− g
(
Bm −

Bc
2

(T̂ + T̂ †)−Bd cos(Ωt)

)
L̂z

Ignoring boundary effects, we note that the “Thouless
Hamiltonian” HT (t) is invariant under translations in
photon space. Hence, the effective Hamiltonian Heff(t)
describes a one-dimensional translationally-invariant lat-
tice model with a constant longitudinal electric field ω.

The effective Hamiltonian Heff(t) describes an adia-
batic “charge pump” in the photon lattice, with quan-
tized average group velocity of wave-packets. To es-
tablish this result, we first consider the translationally-
invariant Hamiltonian HT (t) which forms the first part
of Heff(t). The Bloch Hamiltonian associated with HT (t)
is given by

HT (k, t) = −gB(k, t) · L. (9)

Here k denotes the dimensionless crystal momentum in
the photon lattice, the operator L̂ acts on the (` + 1)-
dimensional orbital space of the tight-binding model, and

B(k, t) =

 Bd sin(Ωt)
Bc sin(k)

Bm −Bc cos(k)−Bd cos(Ωt))

 . (10)
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To analyze the dynamics of the system, we decompose
the initial state of the system |Ψ0〉 in a superposition of
crystal momentum eigenstates in the photon lattice:

|Ψ0〉 =

∫ 2π

0

dk f(k)|ψ0(k)〉 ⊗ |k〉, (11)

where the normalized state |ψ0(k)〉 lives in the orbital
space of the system, while |k〉 denotes the state in the
“lattice space” with crystal momentum k, such that
T |k〉 = eik|k〉. Here f(k) is a positive weight factor sat-

isfying
∫ 2π

0
dk|f2(k)| = 1. Using that n̂|k〉 = i∂k|k〉, one

can verify that the time-evolution of the system is given
by

|Ψ(t)〉 =

∫ 2π

0

dk f(k)|ψ(k, t)〉 ⊗ |k − ωt〉. (12)

Here |ψ(k, t)〉 solves the Schrödinger equation

∂t|ψ(k, t)〉 = −iHT (k − ωt, t)|ψ(k, t)〉 (13)

with the initial condition |ψ(k, 0)〉 = |ψ0(k)〉.
The quantization of angular momentum implies that

HT (k, t) has ` + 1 energy bands. The bands of HT (k, t)
are evenly spaced, with the gap width (as a function of
k and t) given by ∆E(k, t) = g|B(k, t)|. As can be seen
from Eq. (10), the field B(k, t) can be obtained by re-
placing the operator B0a with Bce

ik in Eqs (4)-(6). In
this way, HT (k, t) can be seen as the Hamiltonian acting
on the magnetic particle at time t, when the cavity mode
is classical and has amplitude Bc and phase −k. Each
band of HT (k, t) thus corresponds to a distinct projec-
tion of the spin onto the resulting classical magnetic field
B(k, t) at time t.

The quantized energy transfer occurs in the near-
adiabatic limit, when the instantaneous energy gap (cor-
responding to the spin’s precession frequency) ∆E(k, t)
is large compared to the frequencies Ω and ω for all
k, t. One can verify that ∆E(k, t) takes minimal value
∆Emin = min g|Bc − B±|, where B± ≡ |Bm ± Bd|.
Thus, for topological energy transfer to emerge, we re-
quire |Bc −B±| � Ω/g.

To show how the energy pumping arises, consider
the system initialized in a wave-packet constructed from
the mth band of HT (k, t): |ψ0(k)〉 = |φm(k, 0)〉, where
|φm(k, t)〉 denotes themth eigenstate ofHT (k, t). Since ω
and Ω are much smaller than the level spacing of HT (k, t)
the state |ψ(k, t)〉 in Eqs. (12)-(13) evolves according to
the adiabatic theorem: |ψ(k, t)〉 = e−iθ(k,t)|φm(k−ωt, t)〉,
where θ(k, t) =

∫ t
0
dtEm(k − ωt) denotes the dynamical

phase.
Having established how |ψ(k, t)〉 evolves, we now com-

pute the number of photons in the system-bath state.
Using that n̂|k〉 = i∂k|k〉 in Eq. (12), and by integrating

by parts, we find, after using
∫ 2π

0
dk∂k|f2(k)| = 0,

〈n(t)〉 = i

∫ 2π

0

dk 〈ψ(k, t)|∂k|ψ(k, t)〉 |f2(k)|. (14)

Substituting in |ψ(k, t)〉 = e−iθ(k,t)|φm(k − ωt, t)〉, and
taking the time-derivative, we find

∂t〈n〉 =

∫
dk |f2(k)|vm(k − ωt, t), (15)

where the “velocity” in the photon lattice vm(k, t) is
given by

vm(k, t) = Ωm(k, t) +
∂Em(k, t)

∂k
. (16)

Here Ωm(k, t) denotes the Berry curvature of band m
and is given by Ωm(k, t) ≡ i(∂k〈φn(k, t)|∂t|φn(k, t)〉 −
∂t〈φn(k, t)|∂k|φn(k, t)〉).

As a next crucial step, we note that the velocity
vm(k, t) is periodic in both of its arguments, and lives
on the torus T ≡ [0, 2π] ⊗ [0, T ], where T ≡ 2π

Ω denotes
the period of the driving mode. Hence, if the frequencies
ω and Ω are incommensurate, averaging vm(k + ωt,Ωt)
over time amounts to averaging the function vm(k, t) over

the entire torus T. Using that the integral
∫ 2π

0
dk ∂Em

∂k

vanishes, and letting F denote the time-average of the
function F (t), we find

∂t〈n〉 =
Cm
T
. (17)

Here Cm ≡ 1
2π

∫
dkdtΩm(k, t) is the Chern number of

the mth band of HT (k, t), and takes integer values.
It is well-established that the nth-lowest band of

HT (k, t) has Chern number Cm = ` − 2(m − 1)46 when
Bc is between B− and B+. In this case, the Chern num-
ber of the lowest band (corresponding to the spin being
aligned with the net instantaneous field) is given by `.
The region of parameter space where Bc ∈ [B−, B+] is
indicated in Fig. 2a.

For the derivation of Eq. (17) to be valid, the fre-
quencies ω and Ω must be small compared to the gap
∆Emin = gmin |Bc − B±|. Thus, for the topological
energy transfer to take place the cavity amplitude Bc
must fall within [B−, B+] (the interior of the red region
in Fig. 2a), and be more than a distance ∼ Ω/g away
from the region’s boundaries B− and B+.

When the conditions above are met, and the spin is
aligned with the instantaneous field, we conclude from
the discussion above that the number of cavity photons
on average increases at the quantized rate

∂t〈n〉 =
`

T
. (18)

where T ≡ 2π
Ω denotes the period of the driving mode.

Using that the cavity’s field energy is given by Ec =
~ω〈n〉, and that ` = 2L/~, where L is the magnetic par-
ticle’s angular moment, yields that the energy is trans-
ferred to the cavity at the universal rate

Ė =
ωΩL

π
. (19)

Interestingly, as we will demonstrate in Sec. IV, the above
result is not only a quantum effect, but persists in the
macroscopic classical limit.
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B. Numerical simulations

We verified the conclusions of the previous subsection
numerically in a model with a spin-1/2 magnetic parti-
cle (Fig. 2b). Using the quantities Ω and B0 to set the
scales in the simulation [see text above Eq. (3)], we chose
the parameters Bm = 15B0, Bd = 8B0, g = 2Ω/B0,
and ω = Ω/ϕ, where the irrational number ϕ is given by

ϕ = (
√

5−1)/2 (recall that the quantized energy transfer
requires the two modes’ frequencies to be incommensu-
rate). From the discussion in the end of the above subsec-
tion, the topological pumping arises when

√
n = Bc/B0

is in the interval between 7 and 23, where n denotes the
photon number in the cavity. Moreover

√
n should not be

closer than O(Ω/gB0) ∼ O(1) from either of the bound-
aries. The two boundaries correspond to n = 72 = 49
and n = 232 = 529 photons.

The system was initialized in a direct product of a
coherent cavity state and a spin state. The coherent cav-
ity state was centred around 200 photons and had phase
zero, while the spin was initialized in the state |↓〉, cor-
responding to alignment with the net resulting field at
time t = 0. The system was then evolved by direct time-
evolution, with the first 600 photon states included in the
simulation. In Fig. 2b, we plot the resulting evolution of
the system’s wave function (absolute square) as function
of photon number n and time. The dashed horizontal
lines indicate the phase boundaries n = 49 and n = 529,
while the solid blue line indicates the slope correspond-
ing to the photon number n increasing by 1 per driving
period. As can be seen in the figure, the photon number
increases with the quantized rate 1

T (indicated by blue
line), as expected from Eq. (18).

II. UNITARY DYNAMICS

Let us next explore the pumping effect beyond the sim-
plest regime of the previous section. We first show that
the system can create photonic cat states when the mag-
netic particle is initialized in a superposition of instan-
taneous eigenstates. We then consider how the system
behaves near the parameter-space boundaries of validity
(outlined in Fig. 2a). Perhaps the most intriguing result
we encounter is that the pumping effect can populate a
cavity mode even in the extreme quantum limit, when
the cavity is initially empty, well beyond the regime of
applicability of the analysis of Sec. I.

A. Producing cavity cat states

The result in Eq. (18) intimately links the state of the
spin (i.e. the “orbital” of the wave packet in the photon
lattice) with the state of the cavity (the “lattice” part
of the wave function). In particular, Eq. (18) suggests
that the photon number’s rate of change is sensitive to
the alignment of the spin with the net resulting field.

FIG. 3. Unitary evolution of the system’s wavefunction (see
main text for further details). a) Evolution of the system’s
wavefunction for the model depicted in Fig. 2b, when the
spin is initially anti-aligned with the net magnetic field. b)
Evolution of the system’s wavefunction for the same setup as
in panel a), when the spin is initially perpendicular to the net
field. c) Evolution of the system in panel a) over 5000 periods.
d) Evolution of the model at the “sweet spot” in the phase
diagram (see Fig. 2a), Bd = Bm = 10B0, when the cavity is
initially empty. Black dashed lines indicate phase boundaries,
and blue dashed lines indicate the theoretically expected rate
of 〈ṅ〉 = 1

T
.

In particular, while alignment of the spin with the field
results in an increase of the photon number (see Fig. 2b),
the photon number should decrease if the spin is anti-
aligned with the net instantaneous field.

This conclusion is verified numerically in Fig. 3. Here
we study the same setup as in the end of Sec. I A, except
that the spin is initialized in the state |↑〉, corresponding
to anti-alignment with the initial field. As can be seen
in Fig. 3a, the photon number in this case decreases at
the average rate −1/T (solid blue line), as predicted by
Eq. (18).

Note that any state of the system can be decomposed
into wave-packets constructed from the distinct bands of
HT (k, t). These different components of the state expe-
rience different rates of photon pumping, according to
Eq. (17). Thus, when evolved from an arbitrary state
with a relatively well-defined photon number, the state
of the system should split into a “cat” state where the
photon number in the evolved state is highly entangled
with the state of the spin. This effect is demonstrated
in Fig. 3b. Here we consider the exact same setup as in
Fig. 2b and Fig. 3a, but initially polarize the spin along
the x-axis, such that the state of the spin is initially given
by 1√

2
(|↑〉 + |↓〉). The wave-packet of the system in the

photon lattice is thus in an equal superposition of the two
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bands of HT (t). As a result, the two components of the
system’s state (the aligned and antialigned) evolve in dif-
ferent directions in the photon lattice. For the resulting
final state, the photon number is highly entangled with
the spin of the magnetic particle.

B. Behavior near boundaries of the topological
region

We now consider the behavior of the system near the
two phase boundaries at Bc = B− and Bc = B+. Sup-
pose the spin is initially anti-aligned with the field, as in
Fig. 3a. In this case, the photon number will constantly
decrease until the wave-packet of the system approaches
one of the phase boundaries. The photon number can-
not decrease below the phase boundary, since the aver-
age group velocity of wave-packets is zero in this region.
Instead, the wave-packet will be reflected at the phase
boundary: as the wave function approaches the bound-
ary, the gap ∆Emin of HT (k, t) will at some point be-
come comparable to the driving frequencies ω or Ω. In
this case, the assumption of adiabaticity made in Sec. I A
breaks down. Due to the small size of the gap near the
boundary, the system’s wavefunction will at this point
undergo partial Landau-Zener tunneling to other bands
of HT (k, t) (corresponding to the spin changing its align-
ment with the instantaneous field). Eventually, parts of
the wave functions will tunnel to a band where the photon
number increases, transporting the wave function away
from the boundary. This mechanism allows the system to
escape from the boundary, by being pumped to another
band.

The process described above (referred to as a “Landau-
Zener reflection” in the following) can be observed in
Fig. 3b. Here, after approximately 120 driving periods,
the system’s wave function deflects from a trajectory with
decreasing photon number to a trajectory with increasing
photon number. The deflection clearly occurs when the
photon number reaches the topological phase boundary
at 49, which were predicted in Sec. I A.

We recall from Sec. II A that the spin’s alignment with
respect to the net magnetic field determines the direc-
tion of pumping. Thus, under a Landau-Zener reflection,
the spin’s orientation must change from anti-alignment
to alignment or vice versa. As a result, the spin’s energy
changes by an amount of order Lg|B| under a Landau-
Zener reflection, where |B| denotes the magnitude of the
net magnetic field acting on the spin. This energy is par-
tially released to (or absorbed by) the cavity mode, and
thereby causes a sudden change of the photon number.
Such a mechanism is clearly visible in Fig. 3b, where the
cavity photon number abruptly increases at the Landau-
Zener reflection by approximately 50.

A Landau-Zener reflection may take several driving pe-
riods to complete, since the system only has a finite prob-
ability of Landau-Zener tunnelling to another band each
driving period. As a result, the system’s wavefunction

gets “smeared out in time” during each Landau-Zener
reflection. If the system evolves undisturbed over long
time intervals, multiple Landau Zener reflections may
occur. At each reflection, the wave function gets in-
creasingly smeared out in time. In Fig 3c, we evolve the
wave function for the same system as in Fig. 3a over 5000
driving periods, with 700 photon states included in the
simulation (such that the upper phase boundary at 529
photons is far below the photon number cutoff). We ob-
serve the state of the system undergoing approximately 9
“Landau-Zener reflections”, with the wave function get-
ting increasingly smeared out at each reflection. Note
that the wave-function clearly remains confined between
the topological boundaries at ∼ 530 and ∼ 50 photons
at all times, despite of being “smeared out”. The clearly
visible boundaries at photon number 530 and 49 are in
excellent agreement with the theoretical predictions of
Sec. I A.

C. Topological pumping of initially empty cavity

We finally demonstrate that the energy transfer may
arise even when the cavity is initially empty. Specifi-
cally, consider the special point in the phase diagram
Bm = Bd where the Zeeman field Bm is tuned to ex-
actly match the amplitude Bd of the magnetic field from
the driving mode. In this case, the lower phase bound-
ary for the cavity field is located at B− = 0, and one
would naively expect the topological pumping effect in
Eq. (18) to arise even when the cavity holds zero pho-
tons (Bc = 0, see Fig. 2a). Note that the analysis in
Sec. I A does not apply in this limit, since the assump-
tions of large photon number and adiabaticity are not
valid. In spite of this, the naive expectation above holds
up in numerical simulations: we considered the system
with the parameters Bd = Bm = 10B0, and initialized
the cavity in the vacuum state (0 photons), and aligned
the spin along the x-axis. Fig. 3d shows the resulting
evolution of the state’s wave function. As can be seen,
the photon number of the cavity increases from zero at
the quantized rate of one photon per driving period.

The above results show that the topological energy
transfer can arise beyond regimes where the analysis in
Sec. I A is valid. In particular, the pumping effect can
arise spontaneously in an empty cavity, without requir-
ing the cavity to be populated initially. Thus, impor-
tantly, the effect described in this paper (and Ref. 43)
can in principle be used generate photons with desired
frequency ω, using an external pump with more readily
available frequency.

III. FLOQUET-LINDBLAD EQUATION AND
DISSIPATIVE DYNAMICS

We now discuss the behaviour of the driven cavity-spin
system when dissipation is introduced. We consider two
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sources of dissipation: dissipation from the cavity and
spin relaxation. The cavity dissipation can for instance
arise from a partially-transparent mirror in the cavity
that couples cavity photons to the outside electromag-
netic continuum. Spin relaxation is introduced to model
a more realistic setting, where the magnetic energy of
the spin can dissipate, for instance, due to spin-lattice
relaxation.

Below, we find that the energy transfer effect persists
and in fact can be enhanced by dissipation, and that
the two dissipation mechanisms lead to new interesting
effects. In particular, the introduction of cavity dissipa-
tion allows the system to reach a “lasing” steady state
where the energy pumped into the cavity mode via fre-
quency conversion (at the universal rate LΩω/π) is ex-
actly compensated by the cavity leakage loss. On the
other hand, spin dissipation leads to a stabilization of the
energy pumping beyond the near-adiabatic regime. In-
deed, the quantization of energy transfer depends on the
degree of alignment of the spin with the field, which in
the absence of dissipation is ensured by adiabaticity con-
dition g|B| � Ω. Spin dissipation increases the tendency
of the spin to align with the field, and thus stabilizes the
quantized energy transfer beyond the frequency ranges
allowed by the adiabaticity condition.

A. Markov-Lindblad equation

Following the standard approach for dissipative quan-
tum systems47, we include cavity dissipation in the model
by connecting the cavity field, B0

2 (a+ a†) to an external
bosonic bath, with coupling strength γc. Here γc is for
example set by the transmission coefficient of a partially-
transparent mirror in the cavity. Likewise, spin dissipa-
tion is modeled by coupling each of the spin’s compo-
nents Lx, Ly, Lz to individual bosonic baths with a cou-
pling strength γs (assumed to be the same for all compo-
nents). For both the cavity and spin degrees of freedom,
we take the associated baths to be Ohmic, meaning that
the spectral function S(ω) of each bath is linear in ω48:
Sc,s(ω) = S(ω) ≡ ω

ω0
, where ω0 is some fixed energy

scale. Absorbing all variable parameters into the cou-
pling strengths γc, γs, we set ω0 = 1/T .

With the four bosonic baths included in the model,
the dynamics of the system can in principle be ob-
tained by computing the time-evolution generated by
the full system-bath Hamiltonian. From the resulting
system-bath state |ΨSB(t)〉, we can compute any sys-
tem observable using the reduced density matrix ρ(t) ≡
TrB |ΨSB(t)〉〈ΨSB(t)|, where TrB traces out all bath de-
grees of freedom.

Often, the physical baths are found to be short-time
correlated compared to relevant time scales of the system,
meaning that the system’s density matrix ρ at time t+dt
is fully determined by the density matrix at time t. When
this is the case, the evolution of ρ(t) can be described by
a linear first order differential equation, referred to as a

master equation.
A commonly used approach47 for obtaining such a mas-

ter equation is to employ the Markov-Born approxima-
tion, which results in the Redfield equation. However,
the Redfield equation does not preserve the complete
positivity of the density matrix, and can be numeri-
cally expensive to solve for large systems. In order to
simulate the system efficiently, we therefore use a new,
alternative master equation, referred to as the Markov-
Lindblad equation here. In contrast to the Redfield equa-
tion, the Markov-Lindblad equation is by construction in
the Lindblad form. Hence the Markov-Lindblad equa-
tion preserves the unit trace and complete positivity of
the density matrix, and can be efficiently be integrated
with stochastic methods45.

The Markov-Lindblad equation can be derived sys-
tematically from the microscopic model of the system-
bath setup, only assuming that the correlation time of
the bath is small compared to the characteristic relax-
ation time τ in the system (as defined by Fermi’s golden
rule). Note that previously obtained Lindbladian mas-
ter equations for periodically driven systems49 assume
the relaxation rate 1/τ to be much smaller than all en-
ergy scales in the system, and in particular smaller than
the system’s quasienergy level spacing. In contrast, the
Markov-Lindblad equation is valid when the relaxation
rate is comparable, or larger than the quasienergy level
spacing.

A detailed derivation of the Markov-Lindblad equation
is beyond the scope of this work, and will therefore be
presented in separate work which is to appear shortly44.
Here we simply use the result of this work, which states
that the reduced density matrix of the system evolves
according to the following master equation:

∂tρ = −i[H, ρ] +
∑
ν

(
LνρL

†
ν −

1

2
{LνLν , ρ}

)
. (20)

Here H(t) denotes the Hamiltonian of the system
[Eq. (3)], and the ν-sum runs over the four different chan-
nels of dissipation (we suppressed the time-dependence
above for brevity). The so-called jump operators {Cν(t)}
are time-dependent with the same periodicity as the
Hamiltonian, and are defined from the quasienergies {εa}
and the time-periodic Floquet states |φa(t)〉50 of the
time-periodic Hamiltonian H(t) as follows:

Lν(t) =
∑
a,b,z

|φa(t)〉〈φb(t)|e−izΩtLabν [z]. (21)

Here the coefficient Labν [z] is given by Labν [z] =√
2πγνJν(εb − εa + zΩ)Oabν [z], where

Oabν [z] =
1

T

∫
dt〈φa(t)|Ôν |φb(t)〉eiΩzt. (22)

and where Ôν is the operator connected to bath ν
(i.e. either B0

2 (a + a†), or Lx,y,z). Finally, Jν(ω) =



8

FIG. 4. Evolution of the system in the presence of noise and
dissipation. Each panel plots a randomly picked example of
the system’s wave function (absolute squared), as a function of
photon number n and time, obtained by stochastic integration
of the Floquet-Lindblad master equation in Eqs. (20)-(22).
Parameters for the respective panels are given in Sec. III B.
Black dashed lines indicate the topological phase boundaries,
and blue dashed lines indicate the expected steady state pho-
ton number consistent with a quantized emission rate (see
Sec. III B). a) Example of the wavefunction when spin and
cavity dissipation are present. b) Example of the wavefunc-
tion when spin and cavity dissipation are present at the “sweet
spot” in the phase diagram where Bm = Bd, and the system
is initialized from an empty cavity. c) Example of the wave-
function when only spin dissipation is present. d) Example of
the wavefunction when only cavity dissipation is present.

Sν(|ω|) [θ(ω) + nν(|ω|)], where Sν(ω) is the spectral func-
tion of bath ν, θ(ω) denotes the Heaviside function, and
nν(ω) is the thermal expectation value in bath ν of the
photon number at frequency ω. In our case, we set the
bath temperatures to zero, so Jν(ω) = ωθ(ω)/ω0.

B. Dissipative dynamics

To learn about the behaviour of the dissipative sys-
tem, we simulated the evolution of the system using the
above master equation. The Master equation is inte-
grated stochastically, using the Stochastic Schroedinger
Equation (SSE) method45. Doing this, we obtain trajec-
tories of the system that can be seen as representative of
the actual time evolution in an experiment.

To link our results to the non-dissipative case covered
in Secs. I B and II B (see Figs. 2b and 3abc), we use the
same model parameters as in these sections. Specifically,
we set g = 2Ω/B0, L = ~

2 , Bm = 15B0, Bd = 8B0,
where, as in Sec. II, we use the field B0 and the driving
frequency Ω to set the physical scales for the simulation

(see Sec. I for a physical definition of B0). We include
the first 600 photon states in the simulation, and set
γs = 0.001/T , γc = 0.00053/T , where T ≡ 2π/Ω denotes
the period of the driving field. The choice of γc above
implies that the cavity’s photon emission rate (given by
2πγc〈n〉, where 〈n〉 is the cavity photon number) is ex-
actly compensated by the topological pumping from the
drive (given by LΩ/π~), when the cavity holds 300 pho-
tons.

We initialized the cavity in a coherent state with center
at n = 100 photons and phase zero, and initially aligned
the spin along the x-axis, perpendicularly to the initial
net field. In Fig. 4a, we show the evolution of a sin-
gle, randomly picked realization of the SSE, obtained by
solving the master equation in Eq. (20) for the model,
for the first 2000 periods. As can be seen, the system
rapidly reaches a steady state where number of photons
in the cavity mode fluctuates around 300 (indicated by
the dashed blue line), in agreement with our expecta-
tions. The fluctuations of the system around this steady
state can be seen as arising from quantum noise. The
data in Fig. 4a demonstrate that cavity and spin dissipa-
tion can stabilize a steady state in the system where the
cavity emits photons at the topologically-quantized rate
1/T . The persistence of the topological pumping effect
in the presence of dissipation thus demonstrates that the
effect does not rely on wave function coherence for its
stability.

Note furthermore that the spin dissipation leads to an
alignment of the spin with the field; hence there is no re-
versed pumping in the system, unlike the non-dissipative
case (see, e.g. Fig. 3a). Even though the spin in Fig. 4a
was initially aligned perpendicularly to the initial net
field, the photon number exclusively increases, unlike the
non-dissipative case, where the same situation led to the
generation of a “cat” state (see Fig. 3b). Thus, spin and
cavity dissipation causes the highly-entangled “cat” dis-
cussed in Sec. II to die. By forcing the spin to align itself
with the field, spin dissipation hence stabilizes the energy
transfer effect compared to the non-dissipative case (see
also discussion of Fig. 4c below).

Having established that the topological energy trans-
fer is stabilized by dissipation, we simulated the model
at the special point in the phase diagram Bm = Bd,
where the system supported topological pumping from an
empty cavity in the non-dissipative case (see Sec. II C).
Specifically, we included dissipation in the model stud-
ied in Sec. II C, i.e., with parameters Bm = Bd = 10B0,
g = 2Ω/B0, ω = Ω/ϕ). The dissipation strengths were
set to γs = 0.001/T, γc = 0.00064/T . The choice of γc
leads to a potential steady state with 1

2πγcT
= 250 pho-

tons. We initialized the system in an empty cavity state,
and aligned the spin along the x-axis. Fig. 4b shows the
subsequent evolution for a single, randomly picked real-
ization of the SSE. As can be seen, the photon number
in the cavity increases to the steady-state value of 200
photons, around which it subsequently fluctuates, simi-
lar to the behaviour in Fig. 4a. In contrast to Fig. 4a,
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however, the cavity was in this initialized in the vacuum.
This demonstrates that dissipation does not prevent the
topological energy transfer to arise in an empty cavity.

To explore the effects of cavity and spin dissipation sep-
arately, we finally studied the system in the case where
only spin dissipation is present, and in the case where
only cavity dissipation is present. As in the beginning of
this subsection, we again investigated the model studied
in Secs. I B-II B, but with different choices for the dissi-
pation strengths, and with 700 photon states included in
the Hilbert space.

To explore the effect of pure spin dissipation, we set
γc = 0, and γs = 0.001/T . Fig. 4c shows the result-
ing evolution of the wave function for a single realization
of the SSE. As can be seen, the photon number of the
cavity increases at the linear rate 1/T , until the wave
function reaches the upper phase boundary at n = 529
photons. After this point, the system’s wave function
fluctuates around the upper phase boundary for the re-
mainder of the simulation. Note that the wave func-
tion does not “smear out” over time, in contrast to the
non-dissipative case (see Fig. 3c); the decoherence due
to spin dissipation penalizes “cat” states that have a
large spread in photon number and spin. Moreover, the
gradual Landau-Zener tunneling which occurs in the uni-
tary case (see Fig. 3ac) is replaced with discrete quan-
tum “jumps” near the upper phase boundary (horizon-
tal dashed line), where the spin effectively flips instan-
taneously due to quantum noise. At each jump, the di-
rection of the photon transfer switches between 1/T and
−1/T , and for most of the simulation, does not take value
in between. Note that spin dissipation causes the sys-
tem to remain confined to the upper boundary: the spin
can only Landau-Zener tunnel to anti-alignment with the
field near the phase boundary, where the instantaneous
energy gap is comparable to the driving frequency (see
discussion in Sec. II). Away from this region, the spin
will eventually align itself with the field, due to dissipa-
tion. As a result, the photon number will always increase
below the phase boundary, and the system will thus re-
main confined near the upper boundary, as is the case in
Fig. 4c.

We finally probe the dynamics of the system in the
case where only cavity dissipation is present (γs = 0, γc =
0.00053/T ). The resulting data are shown in Fig. 4d for
a single realization of the SSE. In this case, the system
initially reaches the steady state of 300 photons, where
it remains confined for around 2000 periods. However,
after around 2100 periods, quantum fluctuations cause
the system to collapse at to a stable state outside the
topological regime, where the cavity gradually depletes.

IV. CLASSICAL NATURE OF THE EFFECT

The stability of the topological energy transfer in the
presence of noise and dissipation, which was established
above, ints that the topological pumping effect has a

FIG. 5. a) Evolution of the cavity field energy for the classical
model in Eq. (23), with parameters and initialization corre-
sponding to the quantum system in Fig. 2b – see Sec. IV for
details. Blue line indicates slope consistent with the topo-
logical pumping rate Ėc = LωΩ/π. Dashed lines indicate
topological phase boundaries identified for the quantum case
in Sec. II. b) Classical evolution of the system in the pres-
ence of cavity and spin dissipation (see main text for details).
Blue line indicates steady state at Ec = 300~ω expected from
emission of energy at the topological pumping rate.

classical counterpart. In this section we verify this intu-
ition explicitly by a numerical simulation of the classical
Hamiltonian that corresponds to the model [Eq. (2)].

With only a single mode present, the classical Hamil-
tonian in Eq. (2) depends on the variables Bc, φ, and
L = (Lx, Ly, Lz), where Bc and φ denote the ampli-
tude and phase of the cavity mode. The classical am-
plitude and phase have the Poission bracket51 {φ,Bc} =

1
2Bc

ων
V , while the angular moment obeys the usual Pois-

son bracket relations {Li, Lj} = εijkLk. As explained in
Sec. I, the cavity field variables correspond to the pho-
tonic creation and annihilation operators through the re-
lation B0a ∼ Bce

−iφ, where the cavity-dependent mag-
netic field scale B0 ≡

√
ωµ0~/V was introduced below

Eq. (2). In terms of the classical variables above, the
Hamiltonian reads

H(Bc, φ,L, t) =
V

µ
B2
c + gB(Bc, φ, t) · L, (23)

where

Bx(Bc, φ, t) = Bc sin(φ)

By(Bc, φ, t) = Bd sin(Ωt)

Bz(Bc, φ, t) = Bm −Bd cos(Ωt)−Bc cos(φ).

The energy of the cavity field is given by Ec ≡ V
µB

2
c ,

and the dimensionless quantity Ec/~ω corresponds to the
number of photons in the cavity in the quantum mechan-
ical case.

To explore the nature of the topological pumping ef-
fect, we numerically solve the equations of motion for the
classical Hamiltonian, which, for any of the variables A
above, can be expressed as Ȧ = {A,H}. We use the
parameters that correspond to the quantum Hamilto-
nian studied in the previous sections (see, e.g., Sec. I B).
Specifically, we set g = 2Ω/B0, Bm = 15B0, Bd = 8B0,
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ω = Ω/ϕ, and chose the magnetic particle to have an-
gular moment |L| = ~/2. We initialize the cavity in the
state (Bc, φ) = (14.1B0, 0), equivalent to 200 photons
in the quantum mechanical case, and initially aligned
the angular moment along the z-axis (along the net ini-
tial field), corresponding to the quantum initial state ex-
plored in Sec. I B (see Fig. 2b). In Fig. 5a, we plot the
resulting evolution of the cavity field energy Ec (in units
of ~ω) for the first 300 driving periods. The evolution of
the classical field energy in Fig. 5a bears a clear resem-
blance to the evolution of the field energy in the quantum
case (Fig. 2b). In particular, the energy in the cavity in-

creases at the constant quantized rate Ėc = ωΩL/2π (in-
dicated by dashed blue line). This behavior persists until
the cavity energy reaches approximately Ec = 530~ω, at
which the topological phase boundaries were identified in
the quantum case (see discussion in Sec. I B).

The evolution in Fig. 5a shows that the topological
energy transfer is present in the fully classical model
[Eq. (23). This conclusion can indeed be rigorously veri-
fied with a detailed analysis of the classical model52 (such
an analysis is beyond the scope of this work, however).

We now verify the stability of the topological energy
transfer in the classical model persists when dissipation is
present. To demonstrate this, we introduced cavity and
spin dissipation in the equations of motion for Bc, φ, and
L. Spin dissipation was modelled as a Gilbert damping
term: L̇ = {L, H}− γs

L L× L̇, where γs is a dimensionless
number which sets the spin dissipation strength. Cavity
dissipation was included by modifying the equations of
motion for Bc such that Ḃc = {Bc, H} − γc

2 Bc, where
γc denotes the cavity dissipation strength. By explicit
computation, one can verify that a nonzero value of γc
results in emission of energy from the cavity at the rate
Ėemission = γcEc.

We solved the equations of motion with γc = 0.0033/T ,
and γs = 0.001, while parameters and the initial state
were chosen identical to the realization studied above.
In Fig. 5b, we plot the resulting evolution of the cavity
field energy. As can be seen, the system quickly reaches
a steady state with cavity energy Ec = 300~ω. Following
the above paragraph, this steady-state value results in
emission of energy from the cavity at the rate Ėemission =
~ω/T . This value is identical to the topological pumping
rate ΩωL/π derived in the previous sections. Hence, the
“lasing” steady state, which was described in Sec. III, is
also a robust feature in the classical limit of the model.

V. MULTIPLE CAVITY MODES

Up to this point, we have for simplicity assumed
that the magnetic particle is only coupled to a single
(circularly-polarized) cavity mode. However, a realis-
tic cavity will support a large number of distinct modes,
which, in general, will all couple to the magnetic particle
with nonzero strength. For each additional mode, the
corresponding photon number adds an extra synthetic

FIG. 6. Energy stored in the cavity modes as a function of
time, in a setting where the first harmonic is in the topo-
logical regime, while the remaining modes are initially only
weakly excited. See main text for details. a) Energies of
modes ±2 . . . ± 15 (green-purple curves) and mode −1 (red
curve). b) Energy of mode 1 (green curve).

dimension to the cavity-spin system. This is expected to
change its topological classification and features it can
support. In this section we demonstrate that topological
frequency conversion nevertheless can persist even when
these additional cavity modes are taken into account.

We consider here the case where the cavity is effectively
one-dimensional. In this case, for each integer n, the cav-
ity supports two distinct modes with frequency ωn ≡ nω̄,
where ω̄ denotes the fundamental frequency of the cavity.
The two modes have clockwise and counterclockwise po-
larization, respectively. We label the clockwise-polarized
mode n, and the counterclockwise-polarized mode −n.

The magnetic field from mode n is given by Bn =
Bn(0, sinφn,− cosφn), where φn and Bn respectively de-
note the phase and amplitude of mode n. In terms of the
fields {Bn}, the Hamiltonian of the system can be writ-
ten

H(t) =
∑
n

(
V

µ0
B2
n + gnBn · L

)
+ gd(Bd(t) + Bm) · L,

(24)
where Bd(t) = (Bd sin Ωt, 0,−Bd cos Ωt) denotes the
driving field, and Bm = (0, 0, Bm) denotes the static Zee-
man field. The coupling gn may depend on the frequency
of the mode.

We expect that significant excitation of multiple cav-
ity modes will lead to chaotic behaviour of the spin and
the system, and to a breakdown of the topological energy
pumping. We are therefore interested in finding a regime,
where only a single mode n0 is significantly excited. In
this case, the discussion of the previous sections applies,
and the system may undergo topological frequency con-
version.

To see how such a suppression of spurious modes can
be achieved, note that mode n is excited by the motion
of the moment L through the coupling gnBn · L, while
it decays due to dissipation, which is controlled by the
(mode-dependent) dissipation strength γn. The compe-
tition of the excitation and dissipation determines the
mean amplitude of the mode. The spurious modes can
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thus be prevented from obstructing the pumping by max-
imizing their dissipation rates {γn} and minimizing their
couplings {gn}.

The dissipation rate γn can be made strongly
frequency-dependent by letting the cavity’s mirror reflec-
tion coefficient depend on frequency. Such a frequency
dependence can for instance be realized with Fabry-Pérot
devices, which may effectively suppress all undesirable
harmonics in the cavity53–55. The coupling gn to high
modes can be suppressed by distributing the magnetic
particles over an extended spatial region in the cavity.
In this case, the effective coupling gn to modes with
higher frequency (corresponding to shorter wavelength)
decreases as |n|−1.

Finally, since the spurious modes are excited from the
motion of the angular moment L, the amplitudes of a spu-
rious mode are highly dependent on whether or not the
oscillations of L are resonant with the frequency of the
modes. Since the motion of L should mainly be driven
by the oscillation of the driving mode and the pumped
mode n0, its frequency spectrum in the pumping regime
should feature sharp peaks at integer-multiple combina-
tions of ωn0 and Ω. Thus the amplitudes of the spurious
modes can be dramatically decreased if their frequencies
{ωn} are even slightly detuned from those peaks, e.g., if
ωn = nω̄+ δω for some nonzero (but small) δω. Such de-
tuning can be realized by inserting phase-shifting mirror
in the cavity56,57.

A. Numerical study

We now demonstrate, through numerical simulations,
that it is possible to realize the topological pumping ef-
fect in a multi-mode cavity using the strategies discussed
above. Specifically, we show that a regime exists where
mode 1 undergoes topological energy pumping, while all
other cavity modes effectively remain unexcited.

Since Sec. IV demonstrated that the energy pumping
effect is of classical nature, we may simulate the system
accurately using its classical equations of motion. We
include the first 15 harmonics in the model, along with
their polarization-reversed partners.

To avoid resonances with the spurious modes, we de-
tuned the frequencies of the modes slightly from the inte-
ger multiples of the fundamental frequency. Specifically,
we set ωn = nω̄+ δω, with δω = 0.05ω̄, where the “bare”
fundamental frequency ω̄ is given below. Additionally,
we let the coupling strengths {gn} depend on the mode
index as |n|−1. Finally, we let the dissipation rate for a
mode depend linearly on the mode’s frequency such that
γn = |n|γ1.

Using the driving frequency Ω and the field strength B0

to set the scales for our simulation, we set L/L0 = 3~,

ω̄ = Ω/ϕ where ϕ = (
√

5 − 1)/2. The dimensionless
dissipation rate for the spin is set to γs = 0.01, while
γ1 was set to 1.59 · 10−7Ω, which leads to an expected
steady state at energy E0 = Lω1Ω

πγ1
= 6 · 106~ω1. We set

gd = g1 = 0.0047Ω/B0. Finally, we set Bm = 2,000B0,
Ad = 1,400B0. From an analysis similar to that made
in Sec. I B, we expect that mode 1 is in the topological
pumping regime if its amplitude lies in the interval be-
tween B− and B+, where B− ≡ |Bm−Bd| = 600B0, and
B+ ≡ |Bm +Bd| = 3400B0.

To investigate whether the system supports topological
frequency conversion, we initialized mode 1 in the state
B1 = 1000B0, φ0 = 0, while the initial amplitudes of
the remaining 29 modes are randomly distributed in the
interval between 0 and 32B0. The phases of all modes
are initially set to zero, and the angular moment L was
initially aligned along the z-axis. Starting from this ini-
tial state, we numerically solve the classical equations of
motion, and plot in Fig. 6a,b the resulting evolution of
the modes’ energies over the first 106 driving periods.
The red curve in panel a) indicates the energy of mode
−1, while the dark green curve on panel b) indicates the
energy of mode 1. The remaining curves in panel a) indi-
cate the energies of the other modes, with green for lower
harmonics, and blue or purple for higher harmonics.

As can be seen in panel a), the energies of all modes
other than mode 1 decay to near zero58, over a few hun-
dred thousand driving periods, with the higher-frequency
modes decaying more rapidly. If additional modes were
included in the simulation, we expect their amplitudes
to decay even faster. The small amplitudes of the spu-
rious modes allow mode 1 to undergo topological pump-
ing: as panel b) shows, the energy of mode 1 approaches
the steady state value of E0 = 6 · 106~ω0 (dashed line)
(the energy of mode 1 might eventually settle at a value
slightly below this value, due to the energy loss to the
other modes). As discussed above, this value is consis-
tent with the cavity being topologically pumped at the
universal rate ω0ΩL/π .

VI. DISCUSSION

In this work, we demonstrated the robustness of the
topological energy transfer between two circularly polar-
ized modes that was proposed in Ref. 43. We studied the
setup under the experimentally relevant settings where
one of the modes is externally driven, while the other is
a dynamical cavity mode. Using a new master equation
technique, we established that the effect is stable in the
presence of noise and dissipation. In particular, cavity
dissipation, in the form of a semitransparent mirror, can
stabilize a steady state where cavity photons are emit-
ted at the quantized rate of one per driving period. The
dissipation due to the magnetic particle’s motion may
even add to the robustness of the effect, by keeping the
magnetic moment aligned with the instantaneous field.
Finally, we find that the effect can be realized even if the
cavity is initially empty.

The robustness of topological energy transfer is further
reflected in the fact that the effect can be understood as
a classical phenomenon. Hence, it does not rely on co-
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herence of wave functions for its stability, and can be
realized in noisy, macroscopic systems. Remarkably, our
results thus reveal that simple classical systems can ex-
hibit highly nontrivial topological effects.

The fact that the topological energy transfer is a clas-
sical phenomenon means that the effect can be effectively
simulated by classical equations of motion. This allows
for simulation of the effect under much more complex set-
tings than if it were a purely quantum mechanical effect.
We used this observation to to show that the effect can
persist even if multiple modes are present in the cavity.
This opens up the possibility for realistic experimental
realizations.

Experimental realization and future work — To im-
plement the topological energy transfer experimentally,
one can exploit the fact that the effect has a classical
incarnation. Hence it can be realized in macroscopic,
mechanical systems – for instance, using a fast-spinning
gyroscope (instead of spin), coupled to mechanical har-
monic oscillators (rather than electromagnetic modes),
such as pendulums or springs.

Alternatively, the model can be realized with an actual
magnetic moment coupled to electromagnetic modes.
Importantly, the magnetic particle’s isotropic gyromag-
netic ratio g in this case sets the range of frequencies
where topological frequency conversion can realistically
arise: as the discussion in Sec. I A shows, topological fre-
quency conversion requires the magnetic particle’s pre-
cession frequency g|B| to be large compared to the driv-
ing and cavity modes’ frequencies ω and Ω (here |B|
denotes the magnitude of the instantaneous magnetic
field). Using that the mode’s field intensity is given by
I = B2c/µ0 (where c is the speed of light), we conclude
that topological frequency conversion requires the field

intensity to be of order Imin =
ω2

0c
g2µ0

or larger, where ω0

denotes the largest of the frequencies ω and Ω.

The largest isotropic gyromagnetic ratios that are cur-
rently known are comparable to the gyromagnetic ra-
tio of the electron ge ≈ 1.76 · 1011Hz T−1 (i.e., corre-
sponding to g-factors of 2). As discussed in Ref. 43,
such values of g can for example be achieved with an
Yttrium-Iron garnet (YIG) sphere59. Using g = ge, the

minimal intensity required for topological frequency con-
version (as a function of frequency) can be expressed as
Imin[W/cm2] ≈ (ω0[MHz])2. In this way, rather strong
radiation intensities of order 100 W/cm2 allows for topo-
logical frequency conversion up to the 10 MHz range,
while topological conversion of THz frequencies requires
radiation intensities of 1012W/cm2.

The above estimates shows that achieving frequency
conversion at high frequencies may be difficult using mag-
netic couplings. An alternative is to couple to the elec-
tric field component of electromagnetic waves, which due
to a generically stronger coupling may allow to go be-
yond beyond the GHz range. A detailed discussion of
such an implementation is left for future studies. One
possibility is to replace the magnetic particle discussed
above with the orbital (pseudospin) degree of freedom in
a Weyl semimetal60–63, as was also mentioned in Ref. 43.
Note that the quadratic dependence of the energy trans-
fer rate on the frequencies (Ė = ω1ω2L/π) mean that
even a tiny net moment can result in macroscopic energy
transfer rates, for sufficiently large frequencies.

The discussion in Sec. V shows that the effectiveness
of the topological frequency conversion is highly depen-
dent on the properties of the electromagnetic cavity. In
particular, the effect depends strongly on the spectrum
of modes in the cavity, and their dissipation rates. A de-
tailed discussion of how a cavity with suitable properties
can be implemented is beyond the scope of this work,
and is left for the future.
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