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We propose a scaling theory for the many-body localization (MBL) phase transition in one
dimension, building on the idea that it proceeds via a ‘quantum avalanche’. We argue that the critical
properties can be captured at a coarse-grained level by a Kosterlitz-Thouless (KT) renormalization
group (RG) flow. On phenomenological grounds, we identify the scaling variables as the density of
thermal regions and the lengthscale that controls the decay of typical matrix elements. Within this
KT picture, the MBL phase is a line of fixed points that terminates at the delocalization transition.
We discuss two possible scenarios distinguished by the distribution of rare, fractal thermal inclusions
within the MBL phase. In the first scenario, these regions have a stretched exponential distribution
in the MBL phase. In the second scenario, the near-critical MBL phase hosts rare thermal regions
that are power-law distributed in size. This points to the existence of a second transition within
the MBL phase, at which these power-laws change to the stretched exponential form expected at
strong disorder. We numerically simulate two different phenomenological RGs previously proposed to
describe the MBL transition. Both RGs display a universal power-law length distribution of thermal
regions at the transition with a critical exponent αc = 2, and continuously varying exponents in the
MBL phase consistent with the KT picture.

I. INTRODUCTION

The question of how many-particle systems reach ther-
mal equilibrium under their intrinsic dynamics has at-
tracted renewed attention over the past decade, as ex-
periments with a variety of synthetic quantum systems

— ultracold atoms,1,2 trapped ions,3–5 nitrogen-vacancy
centers6,7 and superconducting qubits8,9 — can access new
non-equilibrium regimes. Such systems are naturally iso-
lated from an external environment and therefore evolve
under reversible unitary dynamics. Their thermalization
is best viewed as the ‘scrambling’ of quantum informa-
tion as it is transferred to non-local degrees of freedom,
becoming essentially inaccessible to local measurements.
The eigenstate thermalization hypothesis (ETH) provides
a natural explanation of such dynamics via properties of
individual eigenstates.10,11 ETH suggests that small parts
of the quantum system experience the remaining degrees
of freedom as a thermal bath. This relies essentially on
the effective exchange of quantum information and trans-
port of conserved quantities between different parts of the
system.12

In many-body localized (MBL) phases, strong disorder
arrests the efficient exchange of information, leading to
a breakdown of thermalization even in interacting sys-
tems.13–22 MBL phases have attracted much interest, as
their lack of thermalization allows quantum correlations
to persist at energy densities where they would be washed
out in equilibrium. Highly excited eigenstates of MBL
systems satisfy an area-law scaling for the entanglement
entropy of subsystems, resembling ground states of lo-
cal Hamiltonians.23 In contrast, their ETH counterparts
show a much higher volume-law scaling of entanglement.12

In one dimensional (1D) disordered systems, our focus
here, the existence of MBL has been rigorously estab-
lished.24,25 The proof of the existence of MBL sheds light
on its underlying structure, as it proceeds by construct-
ing an extensive set of (quasi-)local integrals of motion
(LIOMs) or ‘l-bits’, that commute with the Hamiltonian
and are therefore conserved under time evolution. Much
of the physics of the MBL phase — lack of ergodicity,
logarithmic dephasing time, and stability to weak pertur-
bations — can be understood in terms of these conserved
quantities.26–28 This description in terms of emergent con-
served quantities imparts an integrable structure to the
MBL phase distinct from, and more stable than, that
of translationally-invariant quantum integrable systems
described by the Bethe ansatz.22

Decreasing disorder or increasing interaction strength
can eventually lead to a breakdown of many-body local-
ization and restoration of ergodicity. The many-body
(de)localization phase transition separates MBL and ther-
malizing phases. This transition describes a breakdown of
equilibrium statistical mechanics and has many features
that distinguish it from phase transitions usually encoun-
tered in either quantum or equilibrium classical systems.
Despite focused efforts in studying this transition,19,29–41

the combination of finite energy density, interactions and
disorder remains a challenge to all known theoretical and
computational techniques. Much of the insight into the
existence of the MBL phase and transition have been
obtained by exact diagonalization studies, performed on
small system sizes (L . 30). However, scaling exponents
extracted from such studies37,38 violate general bounds
required by the self-consistency of the transition.42–44

This suggests that numerical studies are subject to strong



2

finite-size effects, limiting their reliability to deep inside
the phases, where correlation lengths are short.

In light of these challenges, theoretical efforts have fo-
cused on phenomenological approaches that abandon a
microscopically faithful treatment in favor of a coarse-
grained description.29–35 These approaches were designed
to identify the physical mechanism that drives the tran-
sition and build an effective model which could then be
solved numerically for large system sizes. Nonetheless,
both the choice of a consistent model and the interpreta-
tion of its results in the context of the MBL transition
have presented challenges. Despite being based on the
same philosophy of coarse graining many-body resonances
in a strong disorder approach, various proposed renor-
malization group (RG) approaches differ significantly in
their procedures and their link to the microscopic physics.
Thus, a consistent picture of the critical point is missing.

In this paper, we formulate a unifying scaling theory
for the MBL transition that has a Kosterlitz-Thouless
form. We show that the basic features of KT scaling
emerge from a phenomenological description of the pro-
liferation of ‘quantum avalanches’45 that drive the MBL
transition. As such, this picture is independent of any
specific microscopic model. Specifically, we show that the
avalanche process combined with a natural choice of scal-
ing variables immediately leads to KT critical behavior.
The KT picture implies that the MBL critical point is
the terminus of a line of RG fixed points characterized
by an exactly marginal scaling variable. We discuss how
this picture resolves many shortcomings of previous de-
scriptions. However, it also raises questions about the
physics beyond avalanches in the MBL phase away from
the transition. Thus, in Section III, we propose two dis-
tinct scenarios for the MBL phase distinguished by how
the KT scaling is linked to a Griffiths description of the
fractal rare thermal regions.

Several numerically tractable effective models have been
previously proposed as a route to accessing scaling proper-
ties of the MBL transition. These include models designed
to capture quantum avalanche processes,31,33 as well as
ones where avalanches were not an apparent feature.29

However, the transitions studied in those works were not
identified as KT-like; this is perhaps unsurprising in light
of the notorious difficulties in observing KT scaling even
in classical equilibrium models. In light of the KT pic-
ture, we now revisit two of these models, in both cases
dramatically increasing the available statistics or system
sizes compared to previous studies. In Section IV, we re-
consider the cluster RG of Ref. 31, referred to as ‘DVP’ in
what follows. By analysing thermal distributions that are
a direct output of this scheme we find an algebraic struc-
ture of thermal resonances in the MBL phase – strong
evidence for the KT flow. In Section V, we implement
the block RG of Ref. 29, referred to as ‘VHA’ in the
following, and also find results consistent with the KT
picture. We comment on how the results of Sections IV
and V may be accommodated within the two scenarios
proposed in Section III. Finally, we close in Section VI

with a summary of our main results and an overview of
new directions in the study of MBL transitions opened
by the present work.

II. PHENOMENOLOGICAL ARGUMENT FOR
KOSTERLITZ-THOULESS SCALING

A. Many-body delocalization via quantum
avalanches

Assuming a direct transition between the MBL and
delocalized phases, at the transition, eigenstates undergo
a complete rearrangement as the entanglement jumps
abruptly from area-law to volume-law.29–31,39,46 This is
quite unlike conventional critical points, which are driven
by fluctuations of a locally defined order parameter. Nu-
merical studies of the transition show strong asymmetry:
a strongly resonant thermal block can thermalize a local-
ized region far more effectively than a localized region
can arrest the growth of the thermal block.47

The asymmetry between thermalization and localiza-
tion was formulated as an ‘avalanche’ process that we
briefly review following Ref. 45. Imagine a rare thermal
region of n0 spins (a ‘bubble’) in an otherwise localized
spin-1/2 chain. Such a rare thermal inclusion is unavoid-
able in a generic system, with uncorrelated disorder. It
will act as a small bath and will increase its size by ther-
malizing spins peripheral to it. Let us assume that the
bubble has absorbed a number n� 1 of l-bits to grow to
a new size n0 +n, but is still described by random matrix
theory and thus remains featureless. Further growth of
the bubble depends on the matrix element for flipping an
l-bit at distance n/2 from the new edge (see Fig. 1). This

is asymptotically given by Γ ∼ e−n/(2ζ)/
√

2n0+n, where
2n0+n is the dimension of the bubble Hilbert space and
ζ characterizes the exponential decay of typical matrix
elements with distance. This matrix element should be
compared to the level spacing of the bubble δ ∼ 2−(n0+n):

g =
Γ

δ
∼ exp

(
− n

2ζ
+

ln 2

2
(n+ n0)

)
. (1)
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Figure 1. Quantum Avalanche.45 A thermal inclusion initially
consisting of n0 spins (red region) is in contact with a set of
l-bits (arrows). The inclusion thermalizes n l-bits (red arrows)
and thereby expands to a size n0 + n (yellow region) while
retaining its featureless ETH character. The effective matrix
element to add the (n+ 1)th l-bit decays exponentially from
the boundary of the original inclusion.
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If ζ > ζc = (ln 2)−1, the matrix element falls off slower
than the level spacing and g � 1 for n � 1. This
leads to an “avalanche” process where the initial thermal
inclusion will be able to repeatably absorb l-bits and
grow until it thermalizes the whole system. We note
that this simple picture relies on the assumption that
the growing inclusion obeys ETH at all steps.45 This
avalanche process is supported by exact diagonalization
studies on toy models that incorporate ‘random-matrix-
type’ inclusions;47,48 however it remains to be tested for
fully microscopic lattice models.

We emphasize that the growth of ETH bubbles by ab-
sorbing spins is controlled by the effective interaction
matrix elements of these resonances, which have to be
carefully considered. Tracking the evolution of the effec-
tive coupling strengths and the degree of instability to
thermalization at long distances is the purview of RG
methods, to which we now turn.

B. Kosterlitz-Thouless scaling

We now argue that the basic ingredients of the
avalanche discussed above give rise to a Kosterlitz-
Thouless scaling at the MBL transition, with minimal
additional assumptions. Already implicit in the avalanche
discussion is a degree of coarse graining, due to the pres-
ence of fully thermal regions at intermediate scales that
arise out of microscopic configurations. We shall proceed
with this picture, which we emphasize is not tied to any
specific model, and will comment further on its validity
below.

Given the presence of thermal regions that grow to
drive the delocalization transition, it is natural to work
with variables that capture the distributions of individual
locally thermal blocks and their effectiveness in thermal-
izing neighboring regions. First, we identify the average
density of thermal blocks ρ(`) as a scaling variable. Here
Λ = Λ0e

−` is the RG scale at which we are probing the
system and Λ0 ∼ 1/a is the cutoff scale set by the lattice
spacing a. As the second scaling variable, we identify the
length scale ζ(`) that governs the effective matrix element
Γ(`) ∼ e−x/ζ(`) at a distance x from the boundary of a
thermal block. These scaling variables control the distri-
butions of physical observables, that are themselves broad
at criticality due to the strong randomness inherent to
the MBL transition.

It remains to deduce the RG equations that describe
how ρ, ζ, transform as the RG flows to longer length
scales. Following the avalanche scenario outlined above,
we first demand that at any scale, the density of thermal
regions ρ increases (decreases) under the RG if the typical
localization length ζ at that scale is larger (smaller) than
some critical value ζc, corresponding to the onset (ab-
sence) of avalanche processes. The simplest flow equation
consistent with this is

dρ

d`
= bρ (ζ − ζc) + . . . , (2)
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Figure 2. Kosterlitz-Thouless RG flow obtained by integrat-
ing Eqs. (2) and (3). The MBL phase corresponds to a line
of fixed points with ρ = 0 for ζ < ζc. For ζ > ζc even an in-
finitesimally small bare density of resonances grows under RG,
driving the flow to the thermal phase. The dotted line denote
a schematic line of microscopic parameters, tuned e.g. by de-
creasing disorder strength W . Note that many RG trajectories
initially approach the MBL fixed line even if they eventually
flow to the thermal phase; this non-monotonicity naturally
explains why numerical simulations often overestimate the
extent of the MBL phase.

where b ∼ O(1) is a positive constant, and ellipsis denote
higher order terms in ρ and (ζ − ζc). In RG language,
Eq. (2) indicates that thermal resonances are relevant if
ζ > ζc; they proliferate even when they are asymptotically
rare. Accordingly, we set ζ−1c = ln 2.32

Next, we consider the effect of the resonant regions on
the matrix elements. Intuitively, ζ should be renormalized
by thermal spots, and must grow under coarse-graining.
Thermal inclusions can ‘shortcut’ the exponential decay of
matrix elements in the MBL phase, leading to an effective
localization length ζ that is larger than the microscopic
one. To leading order, the simplest RG equation consis-
tent with this reads

dζ−1

d`
= −cρζ−1 + . . . , (3)

where c is a positive constant, and we assumed that ζ
is not renormalized in the absence of thermal regions
(ρ = 0). A similar equation can be derived from the ‘law
of halted decay’ of Ref. 32.

Equations (2) and (3) yield RG flows of the Kosterlitz-
Thouless form (Fig. 2), whose physical interpretation
we now discuss. For ζ−1 > ζ−1c , these RG equations
admit a line of stable fixed points corresponding to the
MBL phase, where the effective density of the thermal
regions vanishes at long wavelengths, i.e. ρ∞ ≡ ρ(` →
∞) → 0. Points along this line may be parameterized
by the fixed-point value of the typical localization length
ζ∞ = ζ(` → ∞). For ζ−1 < ζ−1c , ρ is relevant and
flows to infinity, indicating the proliferation of thermal
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spots: this is the delocalized, thermal phase. At the
critical point, ζ−1∞ jumps discontinuously, analogous to
the stiffness discontinuity in the usual XY transition.49

Assuming that the disorder strength W is the parameter
that tunes across the transition, ζ−1 evolves as

ζ−1∞ = ζc
−1 + c1

√
W −Wc + . . . , (4)

for W > Wc, whereas it is formally 0 in the delocalized
phase. We emphasize that ζ−1c = ln 2 is a universal num-
ber in this scenario, which does not depend on microscopic
details other than the dimension of the on-site Hilbert
space. In general, it is given by the entropy density of the
system at infinite effective temperature — correspond-
ing to the level spacing in the middle of the many-body
spectrum.

Whereas the typical localization length ζ remains finite
up until the transition, finite-size scaling is controlled by
an emergent, diverging length scale

ξ± ∼ ec±/
√
|W−Wc|, (5)

where c± > 0 is non-universal and may be different for
the two sides of the transition. This corresponds to a
correlation length exponent ν = ∞, which is consistent
with general bounds that require ν ≥ 2 in d = 1.42–44

The two-parameter phase diagram governed by vari-
ables ρ, ζ and the resulting KT picture of the MBL transi-
tion is the main result of the present work. It is consistent
with a recent exactly solvable RG scheme for the transi-
tion.35 Before discussing the physical implications of our
results, let us discuss the potential relation between this
KT scenario and other theories of the MBL transition. Nu-
merical simulations of phenomenological RG approaches
designed to capture the critical behavior suggest a finite
value of the correlation length critical exponent around
ν ≈ 3.5.29–31 We note that the finite values of ν obtained
from finite-size scaling collapses do not rule out the KT
scenario, since KT transitions exhibit significant, logarith-
mic corrections to finite-size scaling. We reexamine the
RG approach of Ref. 31 in Section IV and of Ref. 29 in
Section V, finding support for the KT scenario.

In a different direction, previous microscopic numerical
studies38 have yielded values of critical exponent ν < 1
that are inconsistent with the general bound ν ≥ 2.42–44

This may be potentially reconciled with the KT scenario
by observing that flow in Fig. 2 leads to overestimation
of the MBL phase. RG trajectories shown by red lines in
Fig. 2 (corresponding to ζ∞ > ζc) initially flow towards
the MBL phase but ultimately end in the thermal phase.
When cut off by small finite sizes, such flows would appear
to correspond to the localized phase. This behavior has
been generally noted.29,36,50–52

Our KT scenario relies on two main assumptions:
namely, that (i) the transition is driven by a quantum
avalanche,45 so that a single resonant region can ther-
malize the whole system, and (ii) the critical behavior
can be captured using two scaling variables ρ(`) and ζ(`).
The avalanche scenario is well-established by now, and

underlies different recent phenomenogical RG schemes for
the transition.31–33 The second assumption of only two
scaling variables is more severe: it is motivated by the
conceptual simplicity of the resulting KT picture. Specif-
ically, the proliferation of thermal blocks in a quantum
avalanche intuitively resembles vortex unbinding at the
KT transition: both describe how a perturbatively stable
phase responds to nonperturbative inclusions, respectively
resonances or vortices. This emphasizes the importance
of describing the critical behavior from the perspective
of the stability of the localized phase: it is more aptly
viewed as a many-body delocalization transition. The
KT picture also makes various previously puzzling as-
pects of the transition much easier to rationalize. For
instance, KT scaling readily accommodates the first-order-
like discontinuities characteristic of some quantities at
the MBL transition.31,39 Second, the KT picture applied
to the MBL transition predicts that the critical point is
a smooth continuation of the MBL phase; this is con-
sistent with Refs. 32, 33, and 35. Third, as mentioned
above, the logarithmic finite-size scaling expected for a
KT transition naturally explains the slow convergence
of numerical studies of the MBL transition to the ther-
modynamic limit. These individual pieces of evidence,
although circumstantial, provide further support to the
KT hypothesis.

III. CONSEQUENCES FOR THE MBL PHASE
AND GRIFFITHS REGIONS

In the KT scenario for the MBL transition proposed
above, the MBL phase is identified as a line of fixed points
where ζ varies continuously. Thus, it should be possible
to smoothly connect the KT scenario with the behavior of
rare (Griffiths) thermal inclusions within the MBL phase.
In this section, we show that KT scaling is compatible with
the Griffiths picture. We propose two possible scenarios
connecting the effective typical localization length ζ to
the distribution of the length of thermal inclusions in the
MBL phase. This also illustrates how the RG equations
(2)-(3) are related to infinite-randomness physics.

A. Nature of Griffiths regions

The physics of the MBL phase near the transition is
dominated by rare (Griffiths) thermal inclusions that are
locally on the ‘wrong side’ of the transition.29,30,53–60

Such rare regions are unavoidable in disordered systems.
Naively, one would expect such regions to be exponentially
rare: the probability to observe a thermal inclusion of size
lT should correspond to k = O(lT ) independent micro-
scopic rare events, each of which occurs with probability p.
This line of reasoning leads to a probability distribution
for the length of the thermal inclusions given by

pT (lT ) ∼ pk ∼ e−clT . (6)
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Figure 3. Two scenarios for the evolution of the Griffiths re-
gions from critical to strong disorder. In scenario (i), thermal
blocks have power-law distribution only at criticality, W = Wc

with pcT (lT ) ∼ l−αc
T . All other points in the MBL phase have

stretched exponential thermal block distributions, character-
ized by an evolving non-zero fractal dimension dF > 0 of the
rare regions, saturating deep in the MBL phase to dF = 1. In
the ‘two transition’ scenario (ii) thermal blocks are power-law
distributed across a critical MBL* phase, until a second critical
disorder strength W ∗

c is reached. At the second transition the
thermal block distribution changes from power-law (MBL∗)
to stretched exponential (MBL), with the fractal dimension
again continuously approaching dF = 1.

Similarly, one expects that the thermal phase contains
rare MBL inclusions that are exponentially distributed.
These inclusions act as bottlenecks,29,30,54,55,58,59 leading
to subdiffusive transport and subballistic spreading of
entanglement. However, recent RG studies suggest that
thermal regions in the MBL are naturally fractal:34,35,60

the number of independent, microscopic (UV) rare events
needed to obtain a thermal region of size lT could scale
only as k = O(ldFT ), with 0 < dF ≤ 1. This can occur if
rare microscopic thermal regions form a “Cantor set”-like
structure that can thermalize a whole region of size lT .34

The fractal structure of rare regions is physically moti-
vated only in the MBL phase, and reflects the asymmetry
of the two phases in the MBL transition: a set of mea-
sure zero of localized inclusions embedded in an otherwise
thermal system cannot localize it, while fractal thermal
inclusions in an otherwise localized system can be enough
to thermalize it.

The fractal structure of the thermal inclusions leads to
a stretched exponential scaling of the thermal distribution.
A natural ansatz for this distribution at the transition
and in the MBL phase is therefore pT (lT ) ∼ e−cl

dF
T /lαT ,

where α and dF vary continuously in the MBL phase, and

c is a constant that is assumed to be regular near the
transition.

At the transition point, it is necessary to have dF → 0
to recover a power-law distribution of thermal inclusions
at criticality predicted by phenomenological RGs.29,31,33

In the KT scaling picture, the transition point is itself
localized. This immediately constrains αc ≥ 2, since
otherwise the average size of the thermal Griffiths regions
would diverge, inconsistent with localization. Beyond this,
it is natural in the KT picture that αc = 2, which saturates
the stability bound. To see this, we note that Eq. (1)
in the MBL phase implies that the effective coupling g
decays rapidly for n & nζ ∼ 1/(ζ−1 − ζ−1c ). Therefore,
we can identify the size of a thermal block scale as ∼ nζ .
The distribution pT (lT ) ∼ e−cl

dF
T /lαT with dF = 0 at

criticality yields an average block size 〈lT 〉 ∼ 1/(α− 2);
linking these, we find that the transition occurs at αc =
2. Additionally, the simple solvable strong-disorder RG
scheme for the MBL transition35 also predicts αc = 2.
This critical exponent implies that the average length of
thermal clusters diverges logarithmically, lavT ∼ lnL at the
transition, whereas the length of typical thermal clusters
remains finite.35

We expect dF to evolve continuously in the MBL phase,
interpolating between dF = 0 at the transition and dF = 1
deep in the MBL regime, where we recover exponentially
rare thermal regions as in Eq. (6).24,25 Nonetheless, there
are two conceptually distinct possibilities on exactly how
dF evolves in the MBL phase, which we now discuss in
more detail.61

B. Scenario (i): Fractal thermal inclusions

Figure 3(i) illustrates the first scenario where the ther-
mal Griffiths inclusions have continuously evolving frac-
tal dimension. It is natural to link the evolution of
dF with the scaling variable ζ−1 − ζ−1c , the quantity
that parametrizes the position along the fixed line of
Fig. 2. Given the constraints on the limiting behavior
of dF discussed above, we posit that dF = f(ζ−1 − ζ−1c ),
where f is some smooth function with f(0) = 0 and
limx→∞ f(x) = 1, as sketched in Fig. 3(i). In particular,
dF ∝ ζ−1− ζ−1c near criticality. This scenario has the ad-
vantage that it directly reconciles the line of fixed points
with the exponential behavior of thermal blocks at strong
disorder without any additional ingredients such as the
second phase transition that is necessary in scenario (ii).
However, up to this point, no numerical simulations (see
Sections IV & V), have shown unambiguous signals of
finite fractal dimensions dF .

C. Scenario (ii): Intermediate critical MBL phase

In the second scenario, shown in Figure 3(ii), the length
of the thermal blocks in the near-critical MBL phase
remains power-law distributed, pT (lT ) ∼ l−αT , even for
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W > Wc — corresponding to rare regions with dF = 0.
The power-law scaling implies that, although the average
thermal block size remains bounded in the MBL phase,
there is nevertheless substantial multifractal character62,
indicated by the divergence of sufficiently high moments
of the thermal block distribution, 〈lnT 〉PT

→ ∞ for n >
α− 1.35

Given that the power-law distribution of Griffiths re-
gions in the near-critical regime is incompatible with the
(stretched) exponential behavior expected at strong dis-
order, one needs to reconcile the two predictions. One
possible mechanism that can alter the behavior of the
thermal Griffiths regions is if some UV-scale physics that
is irrelevant at the MBL-ETH critical point becomes rele-
vant as we move along the fixed line into the MBL phase,
eventually destabilizing the line of fixed points. This
would then lead to a second transition deep in the MBL
phase (at W = W ∗c ); at this point, the fractal dimension
dF becomes non-zero, and evolves smoothly to its lim-
iting value of 1 for strong disorder. This picture, with
its striking predictions of (a) an intermediate ‘critical
MBL phase’ (that we dub, unimaginatively, ‘MBL∗’) for
Wc < W < W ∗c and (b) a second transition in the be-
havior of the thermal Griffiths regions at W = W ∗c , is
sketched in Fig. 3(ii). Possible candidates for such UV-
scale physics include, for example, “Hartree shifts” that
capture the many-body physics of l-bits and distinguish
the MBL phase from the non-interacting Anderson insu-
lator;51 or corrections to the fully thermal behavior of
thermal inclusions assumed in the avalanche picture.48

We leave a detailed analysis of this tentative second tran-
sition for future work, but we note that it could possibly
be related to the breakdown of the locator expansion.
One may note the formal similarity of this scenario to the
role of Zn anisotropy (with n ≥ 5) in the 2D XY model:
the anisotropy is irrelevant at criticality but becomes rel-
evant as we move along the fixed line corresponding to
the power-law correlated KT phase.63

We also note that this intermediate critical MBL* phase
is reminiscent of several proposals of an intermediate
phase in the literature.50,64–66 Our work provides a clear
characterization in terms of rare regions of such an in-
termediate phase, although our scenario is conceptually
distinct from proposals of a “delocalized but non-ergodic”
phase, since here, the MBL* phase is fully localized. More-
over, we caution that to a large extent, these proposals
are mostly based on apparent slow dynamics from small
scale numerics on the thermal side of the transition, that
could also be interpreted as a finite-size critical fan.67

IV. NUMERICAL SIMULATIONS OF CLUSTER
RG SCHEME (DVP)31

In this section, we revisit the interpretation of the nu-
merical RG of Ref. 31 by Dumitrescu et al (DVP) in
view of the proposed KT picture of the transition. This
RG scheme is built on the earlier work of Ref. 30, but

had essential changes to the treatment of interactions
between resonances. In Section IV A, we summarize the
conceptual basis of the RG and review how the avalanche
phenomenon was captured. Given our previous discus-
sion, the avalanche physics suggests that this RG would
display KT scaling. However, Ref. 31 did not consider
this scenario and instead used a scaling ansatz with a
single relevant parameter. KT transitions are notoriously
challenging to identify even in large-scale simulations of
well-understood classical systems — leading irrelevant cor-
rections to scaling are suppressed only logarithmically and
dominate numerical data.68,69 Therefore, in Section IV B,
we revisit the numerical simulations with substantially
better statistics. We find a power-law distribution of ther-
mal clusters that persists deep into the MBL phase and
provides evidence for KT scaling and for an intermediate
critical MBL* phase [scenario (ii)].

A. RG procedure

Here we highlight the conceptual construction of the
numerical RG procedure. This was discussed in greater
detail, including step-by-step rules, in Ref. 31 (see also
Appendix A). The RG is designed to capture the large-
scale resonances between many local degrees of freedom

— called clusters — that are characterized by only a few
coarse-grained variables and can grow by interacting with
other clusters. The essential physics is the competition
between the typical matrix elements Γij that change the
state of the clusters i and j and the typical energy mis-
match ∆Eij between those states. Like other RGs for
the MBL transition, it proceeds using a strong-disorder
approach.29,30,70–72 Here, the strong-disorder assumption
is that we may sharply distinguish interactions with
Γij > ∆Eij , that will resonantly admix clusters i and j,
from those with Γij < ∆Eij , that only slightly dress the
clusters while leaving them decoupled with respect to each
other. Close to the critical point, this sharp separation
can be self-consistently justified since the distribution
of gij = Γij/∆Eij becomes broad. The case g ∼ 1 will
be encountered asymptotically rarely, since g depends
exponentially on fluctuating extensive quantities.

While the RG is a coarse-grained description, it main-
tains a close connection to the microscopic problem. First,
the clusters are seeded at the lattice scale for a cer-
tain number of lattice sites L, using the uniform dis-
order distribution [0,W ] as well as the localization length
ζ0 ∼ 1/ ln(1 +W 2) expected from the initially localized
noninteracting degrees of freedom. Second, the matrix
elements are initially allowed to couple the clusters in
an all-to-all manner. Although the interactions are still
exponentially short-ranged in the localized basis, this cor-
rectly reflects the fact that resonances can occur between
distant sites, if their energy mismatch is sufficiently small.
Third, in contrast to RGs of Refs. 29, 34, and 35, regions
of the systems are not a priori identifiable as thermal or
insulating; instead, this is an emergent property of the
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distribution of clusters, depending on if they grow or not.
These RG rules are based simply on the strong disorder

assumption and asymptotic form of matrix elements in
the two phases. For g < 1, non-resonant, non-merging
clusters have their direct coupling turned off Γij = 0,
capturing emerging l-bits in a locally MBL region. For
g > 1, resonant clusters merge and are assumed to be
locally fully thermal; the coupling to other clusters is given
by the ETH.11 This procedure naturally encompasses the
avalanche mechanism as one of the possible scenarios of
cluster evolution.31 In the RG, one may loosely think of
Γij as setting an inverse time-scale to resonate. If Γij = 0,
clusters i, j were not able to resonate on the time-scale
set by their direct coupling. However, the same clusters
might still resonate later, if mediated by coupling to other
clusters. A sufficiently large and strongly coupled cluster
can sequentially resonate with clusters which separately
had no direct coupling between each other, which is the
part of the avalanche process that eventually may lead to
delocalization. As such a large cluster grows, the matrix
element evolution encodes an effective length-scale that
plays an analogous role to ζ.

The RG terminates if the entire system thermalizes, or
if no resonant bonds remain. The final state of the system
is characterized by a distribution of thermal clusters of
different sizes.

B. Numerical results

We use this RG procedure in simulations on a range of
system sizes between L = 600 and L = 4000 initial sites
with periodic boundary conditions as was done in Ref. 31,
but with larger numbers of disorder realizations: 107 (for
L ≤ 1000), 5 · 106 (for L = 1500) and 106 (for L ≥ 2000).
We tune the system across the MBL transition using the
disorder strength W . We analyze the resulting cluster
distributions and compare them with the expectations of
Sections II B and III. In particular, we will analyze both
the form of the distribution at intermediate sizes as well
as the fully thermalized configurations.

Throughout this section, we will consider histograms
for the size of the largest cluster per disorder realization.
Since we are simulating a finite size L, there can at most
be a single cluster per disorder realization with x > L/2.
In fact, for sizes x > L/2, this distribution is identical
to the distribution of all clusters.73 Note that this distri-
bution in a finite system is different from extreme value
distributions that emerge when sampling from an infinite
system. The advantage of this analysis is that each dis-
order realization contributes equally to the average, and
therefore normalization of histograms with different L
can be meaningfully compared.74

Figure 4 shows histograms of cluster size of systems
with L = 1500. This covers a range of parameters in W
starting from just above the MBL transition to deep in
the MBL phase. The distribution of cluster sizes decays
as a power-law and shows a finite-size ‘thermal peak’ of

400 600 800 1000 1500
Cluster Size

101

102

103

104

105

Histogram of Largest Cluster

Figure 4. DVP RG: Histograms of the number of sites (size)
contained in largest cluster for each disorder realization. The
system size is L = 1500. Different lines correspond to varying
disorder bandwidths W : W is regularly spaced from 2.04
to 2.20 in units of 0.01, with three additional values W =
2.22, 2.24, 2.26. The data fall in strict order from top to bottom
(blue to gold) according to increasing W . Standard errors are
estimated from the binomial distribution and indicated by
the colored intervals around the histogram points; the bin
size is δx = 25. At larger cluster sizes, the histograms show
power-law behavior with a continuously varying power as well
as a thermal peak close to system size L. The histograms
are unnormalized; at small numbers of counts, noise becomes
dominant.

clusters of size L, even in the MBL phase, corresponding to
a finite probability of fully thermalizing the finite system.

In the power-law regime, the histograms are consistent
with

pα(x) ∝ L

xα
. (7)

The factor L takes into account the overall density of
clusters of a given size in a finite system of size L; the
collapse for different L is shown in Fig. 10 in Appendix C.
The power α varies smoothly with W and we show the
value obtained from a least-square fit for all L in Fig. 5(a).

The fact that the histogram remains power-law up to
large values of W even relatively deep in the MBL phase
provides evidence for the KT scaling picture with sce-
nario (ii) discussed in Section III. In contrast, for a single
relevant parameter, we would expect a crossover from
power-law (7) to an exponential behavior on a scale set
by the correlation length ξ ∼ (W −Wc)

−ν . Reference 31
analyzed the numerical data under this assumption and
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Figure 5. DVP RG: (a) Exponent α of a power-law fit to the distribution of the histograms of largest cluster size. The
histograms are fit on the interval [0.5L, 0.85L] with a bin-size of δx = 10 (for L < 1500) or δx = 50 (otherwise). Mean values of
α are obtained by resampling. The errors account for both the statistical error from resampling as well as the larger errors
arising from varying the binning and fitting intervals. The value αc = 2 predicted by KT theory is shown as the grey dashed
line. (b) The fraction of disorder samples where the largest cluster size x ≥ 0.95L for various L. Errors are calculated from the
binomial distribution, but are smaller than the marker size. Crossing points between curves of neighboring L are indicated as
black crosses and serve as finite-size estimates of Wc. Standard errors of crossings are estimated from resampling the data. (c)
The value of effective critical disorder Wc(L) slowly increases with the system size, illustrating the overestimation of the MBL

phase on finite system sizes. The data is obtained from crossing points in panel (b) [L̃ = (L1 + L2)/2 is the average length of

neighboring curves] and from values of W when α = 2 in panel (a) [L̃ = L]. The finite size corrections are suppressed by a
logarithm of system size, consistent with KT scaling. Errors are estimates from resampling.

had difficulties extracting ξ from the distribution of the
cluster sizes. Reconsidering this approach, we find that
the finite lower bound on ξ estimated in Ref. 31 arose
from lack of statistics. In the present simulations we
increased statistics by two orders of magnitude, yet we
find that the power-law behavior continues down to the
new noise floor (Fig. 10).

Apart from the power-law shape of histograms, KT
scaling with scenario (ii) predicts a precise form of the ex-
ponent. In particular, the analytically solvable simplified
RG of Ref. 35 predicts α = 2 + c′

√
W −Wc + . . . near

criticality for W ≥Wc. To first approximation, Fig. 5(a)
indeed shows αc = 2 at the critical point. Below we will
provide a more careful finite size scaling analysis of the
numerical data, that gives further support to the critical
value of α and KT scaling.

The thermal peak PL(W ) of the histograms itself shows
scaling behavior and its finite size crossings identify the
critical point.31 In a simplified picture that ignores the ef-
fects of finite system size on the evolution of the RG itself,
this thermal peak can be viewed as a natural consequence
of binning data on a finite interval: the last bin contains
the entire tail of the distribution. We therefore decom-
pose PL(W ) = Pth(W ) + ∆PL(W ), where Pth(W ) is the
thermal fraction in the infinite-size limit and ∆PL(W )
is the contribution of all finite clusters larger than L.
Based on consistency with one-parameter scaling, a finite
value of Pth(Wc) at criticality was advocated in Ref. 31.
The KT picture predicts this infinite size contribution
Pth(Wc) = 0. Nonetheless, it is consistent with a fi-
nite crossing of PL(Wc) because of the special form of

∆PL(Wc) from Eq. (7) with αc = 2. In particular

PL(Wc) =

∫ ∞
L

p2(x)dx ∼ L
∫ ∞
L

dx

x2
∼ O(1), (8)

is a constant of order one and independent of L up to
logarithmic corrections expected from KT scaling.

Figure 5(b) shows the fraction of samples where the
largest cluster has size x > 0.95L. This constitutes a mea-
sure of PL(W ) but accounts for broadening due to finite
size effects beyond binning. We can define an effective
critical point Wc(L), which takes into account finite-size
drift, by considering the crossing between curves of neigh-
boring L in (b). Figure 5(c) shows the values of Wc(L)
extracted in this way as well as a Wc(L) from where the
power-law fits of (a) have α = 2. Within the errors set
by the fitting procedures, these curves agree with one
another. This agreement is entirely surprising: the ther-
mal fraction crossing is controlled by realizations with
clusters of size L, while the power-law fit is a property of
the realizations where the largest cluster has intermediate
lengths. It is, however, natural if we assume a single
power-law form of cluster distribution (7) and the special
value of the exponent αc = 2 at criticality, both provided
by the KT theory. We emphasize that a simple power
law with any αc > 2 is inconsistent with the observed
crossing of PL(Wc). Finally, the size-dependent correc-
tions to Wc(L) are consistent with the form ∼ 1/ ln2 L,
expected for finite-size corrections at a conventional KT
transition.75



9

C. Finite-size corrections and MBL* phase

The power-law histograms of cluster size, the critical
value of the exponent αc = 2, the consistency with the
thermal fraction crossing, and the logarithmic finite-size
drift discussed above provide strong support for the KT
picture. Indeed, it is difficult to produce a simple alter-
native explanation that satisfactorily reconciles all these
points. Nonetheless, as mentioned before, KT transitions
are challenging to study in finite-size simulations, and
we therefore caution that one must remain aware of the
limits of interpreting the data even on systems as large
as those studied here. We now discuss some of the issues
related to finite-size effects.

First, the KT picture with power-law distribution (7)
predicts the lack of a finite thermal fraction Pth(Wc).
Despite Eq. (8) giving a consistent interpretation of the
data of Fig. 5(b), the presence of a small Pth(W ), which
depends weakly on W , cannot be ruled out. Determining
Pth(Wc) requires a careful extrapolation of the values of
PL(Wc) to L→∞. Regrettably, the limited system sizes
make this extrapolation poor; numerically, Pth(Wc) is
consistent with a large range of values, including zero and
unphysical negative values (data not shown).

Second, just as the effective critical point Wc(L) has
sub-leading corrections, we also expect corrections in W
and L to the effective power α in Eq. (7). For example, it
is not possible to meaningfully perform a scaling analysis
of the exponent α(W ) in Fig. 5(a), to test the KT form
away from the critical point. Furthermore, the finite-size
corrections of Wc(L) of Fig. 5(c) are consistent with the
form ∼ 1/ lnn L, however the available data range does
not suffice to uniquely fix the power to n = 2. Finally,
if we consider integrating the cluster size distribution
from various interval sizes upwards analogous to eq. (8),
we find deviations from a constant. While expected for
KT, such effects are challenging to properly interpret
without analytic results for the form of leading irrelevant
contributions.

The limitations imposed by the large finite size correc-
tions are especially important with respect to the nature
of the global phase diagram discussed in Section III. Our
numerical data is compatible with scenario (ii) of a critical
MBL* phase. In order to be consistent with the finite
fractal dimension of clusters deep in the MBL phase,24

this would indicate a second phase transition from MBL*
to MBL that we did not observe in our numerics. Indeed,
tracking the evolution of the thermal block distributions
into the localized phase (Fig. 10), we find no evidence
of rounding-off of the power-law expected from an ap-
preciably large non-zero fractal dimension of the thermal
inclusions.76 This remains true even for the largest dis-
order strength W considered, where α is large and there
is area-law entanglement scaling (cf. Ref. 31). As men-
tioned, deviations from a simple power-law form are also
expected at finite sizes due to higher-order corrections.
We caution that if the fractal dimensions in the observed
disorder window were sufficiently small, pure power-law

and stretched-exponential behaviors could not be distin-
guished on the accessible system sizes.

It is entirely possible that a second transition could oc-
cur at stronger disorder within the current RG, and would
just require additional orders of magnitude of statistics
and system sizes to be observed. Another option is that
the RG rules of Ref. 31 are missing a necessary micro-
scopic ingredient (see Section III C) to produce stretched
exponential tails at strong disorder. Including such miss-
ing physics could lead to results compatible with scenario
(i) of Section III, where the phase is changed but the
actual critical point is not, or to even more dramatic
changes. We leave the resolution of this puzzle for future
work, but note that at present, our numerical results fa-
vor scenario (ii) with an intermediate MBL* phase over
scenario (i).

V. NUMERICAL SIMULATIONS OF BLOCK
RG SCHEME (VHA)29

We now consider the ‘block RG’ for the MBL tran-
sition originally formulated by Vosk et al. (VHA) in
Ref. 29. This RG was also initially interpreted assuming
one-parameter scaling, with a correlation length exponent
ν ≈ 3.1. In this section, we will present results for the
near-critical localized phase on large system sizes that
show consistency with KT predictions. We briefly sum-
marize the technical steps of the RG procedure, but refer
the reader to the original paper for a justification of this
method.29

A. RG procedure

We begin by outlining the rules of the VHA block RG
scheme (see Appendix B and Ref. 29 for details). This
approach treats the system as a chain of blocks, each
characterized by two parameters – an internal rate of
relaxation across the block Γi, and a typical level spacing
∆i. The dimensionless ratio gi = Γi/∆i captures the
delocalized (gi � 1) or localized (gi � 1) nature of the
blocks. Adjacent blocks are connected by links, which
are characterized by inter-block tunneling rates Γi,i+1. In
addition, an inter-block g-parameter is defined as gi,i+1 =
Γi,i+1/∆i,i+1, where the two-block level spacings ∆i,i+1

is proportional to the product of level spacings in the
respective blocks.

Initially, all the blocks have gi = 1, while the disorder is
introduced in the inter-block tunneling rates Γi,i+1. The
disorder strength is parametrized by a value denoted ln g0.
At any given step of RG, the link with the largest rate
Γi,i+1 is decimated by merging blocks i and i+ 1 into a
single block. The internal relaxation rate of the new block
is Γnew

i = Γi,i+1. The rules for renormalizing the couplings
for the new cluster to the adjacent blocks, are found by
examining various limiting cases (see Appendix B).
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Figure 6. VHA RG: Distribution of the length of thermal
inclusions at criticality and into the MBL phase. The disorder
strength is increased from the critical value ln g0 = −1.78 (top-
most curve) up to ln g0 = −2.15 corresponding to a point deep
in the MBL phase. At criticality the tail of the distribution is
consistent with 1/`2 behavior, and the exponent increases into
the MBL phase. Error bars of the histogram were calculated
based on the assumption of Poisson-distributed events in each
bin of the histogram. At criticality, we simulate systems with
L = 3 · 106 initial blocks and 2 · 103 disorder realizations. In
the MBL phase, we use L = 5 · 106 initial blocks and average
over 4 · 104 disorder realizations.

B. Distribution of thermal regions

The VHA RG naturally delimits blocks by their g-value
as thermal (gi > 1) or localized (gi ≤ 1). To track the dis-
tribution of thermal regions, we record the length of each
newly created block i whenever it crosses the threshold for
thermal behavior gi = Γi/∆i > 1. The statistics of such
lengths is accumulated over many different realizations of
disorder.

Figure 6 shows the numerical distributions of thermal
block sizes at the critical point and in the MBL regime.
Here, the critical value of the disorder strength is found to
be ln g0 = −1.780±0.005 from finite-size scaling crossings
in the effective eigenstate entropies29 (see Appendix B).
At criticality, we find a power-law distribution 1/`α, with
a power consistent with αc = 2. In the MBL phase
near the transition, the thermal length distributions still
show a power-law behavior extending over several decades,
with α increasing for larger values of disorder strength.
Over the length-scales simulated, the distributions show
slight curvature for large values of disorder. However, this
curvature does not increase deeper into the MBL phase.

The clear power-law distribution of thermal inclusions
at criticality with αc = 2, provides direct support for the
KT scaling theory developed in previous sections. How-
ever, the data in Fig. 6 is inconclusive when distinguishing
between the two scenarios discussed in Section III. On the
one hand, we find power-law-like distributions of thermal
regions away from the critical point in the MBL phase

103 104 105

`

40

60

80

Microscopic Length `f vs Block Size `

`f ∝ `df
−1.78
−1.85
−1.95

Figure 7. VHA RG: Power-law scaling between `f and `
allows us to extract the fractal dimension dF = 0.153± 0.005.
The fit uses the region of ` > 104. We note that at larger
value of disorder, ln g0 = −1.95, we do not see a clear power-
law scaling between ` and `f in the same region. We use
systems with L ranging from 5 · 106 to 7 · 106 clusters and
perform averaging over 104 to 1.2 · 105 disorder realizations.
The error bars correspond to the standard deviation in each
bin. Since disorder is initially introduced only in the links
between the blocks, there is a region of lengths where the
curves for different disorder strength coincide.

with continuously varying exponents. This observation
supports scenario (ii) of Section III, with the existence
of an intermediate MBL∗ phase. On the other hand, the
presence of slight curvature in pT (`) could be the indi-
cation of the presence of a small fractal dimension dF ,
supporting scenario (i). However, in this latter case we
would expect the curvature to increase on moving deeper
into the MBL phase, which is not an apparent trend in
our simulations. Instead, the data could be also consis-
tent with a power-law, where the power approaches its
asymptotic value.

To further address the nature of the Griffiths regions
near criticality, we attempt to directly consider the inter-
nal structure of thermal inclusions to extract the fractal
dimension, dF . For a given thermal block i of length `,
we calculate the total length `f of those initial micro-
scopic thermal blocks that contributed to the formation
of i and also have never been part of a localized block
at any previous RG steps. A non-zero fractal dimension
would manifest in a power-law relation `f ∝ `dF , with
0 < dF ≤ 1. In contrast, a fractal dimension dF = 0
would lead to logarithmic scaling `f ∝ ln `.

Figure 7 shows the dependence of `f on ` at three values
of disorder. The data are consistent with a small fractal
dimension dF ≈ 0.15 both at the critical point (ln g0 =
−1.78) and in the near-critical regime (ln g0 = −1.85).
Deeper in the phase (ln g0 = −1.95) we do not observe a
region with a clear power-law dependence between ` and
`f and hence cannot reliably extract a fractal dimension.
Note that dF is constant within error bars at both at
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the critical points and over a range of disorder in the
near-critical MBL phase where the exponent α in the
thermal block distribution changes appreciably (Fig. 6).
On the one hand, this suggests that the internal structure
of the thermal blocks might be similar at criticality and
in the MBL region. On the other hand, the power law
behavior at the critical point seen in Fig. 6 implies dF = 0
which contradicts the finite value of dF extracted from fits
in Fig. 7. Thus, we conclude that simple log-log fitting
still suffer from systematic inaccuracies despite the two
decades of values of ` used in these fits.

VI. DISCUSSION AND OUTLOOK

In this paper, we have developed a Kosterlitz-Thouless
scaling picture of the MBL transition. Ultimately the
emergence of KT scaling follows from just two assump-
tions: that quantum avalanche processes within the local-
ized phase drive thermalization, and the renormalization
of effective matrix elements in the MBL phase due to
the presence of thermal inclusions. Taking the typical
localization length (that controls these matrix elements)
and the density of thermal regions as scaling variables
yields a pair of RG flow equations of the KT form. We
then used various physical arguments in concert with a re-
cently proposed, analytically solvable (but simplified) RG
scheme,35 to explore the implications of this KT scenario.

Our proposed KT picture of the MBL transition leads
to two sharply distinct scenarios for the behavior of the
near-critical localized phase. As we increase disorder to
cross the transition from the thermal side, the KT picture
implies that the critical point marks the beginning of a
line of fixed points that continues into the MBL phase. It
is natural to associate this line of fixed points with the
continuous evolution of parameters that characterize the
rare (thermal) Griffiths regions, which are expected on
general grounds in disordered MBL systems. The two
scenarios correspond to two distinct ways to make such a
connection. The first views the Griffiths regions as hav-
ing a finite fractal dimension, and takes the line of fixed
points to interpolate between fractal dimension dF = 0
at criticality — this corresponds to power-law-distributed
thermal regions — to dF = 1 at strong disorder, as ex-
pected on general grounds. The second instead takes the
near-critical Griffiths regions to have vanishing fractal
dimension but a continuously evolving power-law distri-
bution. This corresponds to a phase — dubbed MBL∗ —
that is distinct from the strong-disorder MBL phase, and
separated from it by a second transition at which the frac-
tal dimension becomes non-zero. Additional ideas beyond
the basic assumptions needed to build the KT picture
are necessary to determine which of these is realized in
microscopic models of MBL.

We also turned to numerical simulations of two distinct
phenomenological ‘cluster’31 (DVP) and ‘block’29 (VHA)
RG schemes in order to numerically test the KT scenario.
Both yield a clear power-law distribution for thermal

blocks at criticality, with an exponent αc = 2 as predicted
by the KT flow. This is persuasive evidence in favor of
the KT picture, given that the two RG schemes are rather
different in nature. Both show such power-law behavior
extending into the near-critical MBL phase, persisting
for several decades. However, they are inconclusive on
the evolution of the fractal dimension dF inside the MBL
phase, despite the large system sizes simulated.

A natural question raised by the present work is whether
and how the RG scheme of Refs. 32 and 33 is connected
to the KT scenario. We have already noted that there is
a strong resemblance between the equations describing
avalanches in Refs. 32 and 33 and our KT flow equations.
Separately, many KT transitions have been observed in
the study of disordered ground states,77–80 although the
physics in those cases are different. Exploring the con-
nections between the KT scaling of the highly excited
states in the MBL phase presented here and in the ground
state is an open direction.81 Another obvious direction
along which our work can be developed is to build in
more microscopic input. The link that we have provided
between the analytically solvable RG of Ref. 35 and the
microscopically motivated models of Ref. 31 has already
allowed us to connect the KT scenario to concrete physical
observables. Going beyond this to truly microscopic mod-
els requires more effort. Although traditional techniques
such as finite-size scaling collapses are likely challenging
in light of our KT scenario, other observables may dis-
tinguish KT from other scaling behavior. It would be
interesting to understand what the analogue quantity of
the universal Luttinger liquid parameter of disordered
ground state KT transitions77 is and the relationship to
the universal exponent αc = 2 presented in this paper.
We also note, that a very recent exact diagonalization
results appear to be consistent with the KT prediction of
algebraic behavior of thermal cluster distributions within
the MBL phase, with an exponent αc ≈ 2 at criticality.82

Finally, we note that the link with the behavior of
thermal Griffiths regions suggests that it is possible, at
least in principle, to extract this exponent experimentally.
We can imagine a cold atom setup where the system
is quenched into the MBL regime from an initial con-
figuration with a local ‘imbalance’ (period-two density
modulation).2 As it does not correspond to a conserved
quantity, the imbalance will persist to long times in the
localized regions, but decay away in the thermal blocks.
It should be feasible to measure spatial fluctuations of
the imbalance using a quantum gas microscope.83 This
yields the distribution of thermal block sizes, allowing us
to extract α, both at criticality, as well as into the local-
ized phase. Such a measurement, performed with enough
sensitivity, may also be able to distinguish between the
two scenarios proposed for the nature of the near-critical
phase.
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Appendix A: DVP Cluster RG procedure

As stated in the main text, the DVP RG rules used in
Section IV are identical to those introduced in Ref. 31.
Here we repeat the step-by-step RG procedure.

The elementary object of the RG is a cluster i, charac-
terized by its bandwidth Λi and the number ni of effective
‘spins-1/2’ contained within it. The cluster many-body
level spacing is δi = Λi/(2

ni − 1). We introduce matri-
ces Γij and ∆Eij that capture, respectively, the matrix
elements of transitions between different clusters and the
energy mismatch between the clusters.

We initialize a single disorder realization of the RG
with a chain of L clusters each containing a single ‘spin-
1/2’ degree of freedom (ni = 1). We draw a set of L
random fields µi from a uniform distribution on [0,W ];
this determines the initial bandwidth of each cluster
Λi = µi and the energy mismatch ∆Eij = |µi − µj |.
The initial matrix elements are initialized as Γij =

V
(
e−|i−j|/ζ0 + e−|L−|i−j||/ζ0

)
, with ζ0 = 2/ln(1 +W 2).

The two terms in Γ reflect periodic boundary conditions;
we always set V = 0.3. We note that the disorder strength
W enters both the local bandwidth at the UV scale and
the range of effective interaction between clusters.

A single step of the RG has three elements:

1. Identify resonant clusters and merge: clusters
connected by a path of resonant bonds (gij =
Γij/∆Eij ≥ 1) are merged into a new resonant
cluster {k} → K. The number of spin-1/2 in
the new cluster is nK =

∑
i∈{k} ni. The new

bandwidth is ΛK =
√∑

i∈{k} Λ2
i +

∑
i,j∈{k} Γ2

ij ,

and the level spacing is updated from its defini-
tion δK = ΛK/(2

nK − 1).

2. Update matrix elements: Consider two sets of reso-
nant clusters, which are separately merging {i} → I

and {j} → J . The coupling between the resulting
clusters I, J is set by ETH to be

ΓIJ =

 max
i′∈{i},
j′∈{j}

Γi′j′

 e−(nI+nJ−ni′−nj′ )sth/2,

where sth = ln 2 is the thermal entropy density. This
form also applies when only one cluster changes.

If two clusters were both unchanged during a RG
step, the coupling is turned off:

ΓIJ = 0,

reflecting the emergence of decoupled l-bits.

3. Update energy mismatch:

∆EIJ =


max(δI − ΛJ , δJ), ΛI ≥ δI ≥ ΛJ ≥ δJ ,
max(δJ − ΛI , δI), ΛJ ≥ δJ ≥ ΛI ≥ δI ,
δIδJ/min(ΛI ,ΛJ) otherwise.

The first two cases are invoked when the level spac-
ing of one cluster exceeds the bandwidth of the other,
and generally occur only in the first RG steps.

RG steps are iterated until there are no resonant cou-
plings remaining or the entire system is thermalized into
a single cluster.

Appendix B: VHA Block RG procedure

For the sake of completeness, we describe the “VHA”
RG procedure.29 The system is initialized as a chain of
blocks consisting of spin-1/2 objects. Each block is char-
acterized by an internal tunneling rate Γi and a typical
level spacing ∆i = W/2L, where W is a bandwidth and
L = ln2(100) is a length of the block. Initially all the
blocks have identical value of gi ≡ Γi/∆i = 1. The cou-
pling between the adjacent blocks is taken into account
via inter-block tunneling rates Γi,i+1. One also defines an
effective two-block level spacing as ∆i,i+1 = W/2Li+Li+1

and a coupling gi,i+1 = Γi,i+1/∆i,i+1.
By construction, the tunneling rate through the link

is smaller than the intra-block tunneling rate. The dis-
order is introduced into the system via random initial
values of link parameters gi,i+1. In order to incorpo-
rate the above constraint, one first defines the auxiliary
couplings g̃i,i+1 that are drawn from the standard log-
normal distribution with the mean ln g0 and variance set
to one. The parameter ln g0 is used as the tuning param-
eter for the MBL transition in the VHA RG. The actual
couplings are defined as gi,i+1 = 1/(τi,i+1∆i,i+1), where
τi,i+1 = 1/(g̃i,i+1∆i,i+1) + 2/Γ0 and Γ0 is the intra-block
rate at the beginning of the procedure.

At subsequent steps of the RG the “fastest” link, i.e.
with the largest value of Γi,i+1 is decimated, so that the
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g12 � 1 g12 � 1

g23 � 1 (B1) (B2) if g1 & g2 � 1

(B1) if g1 or g2 � 1

g23 � 1 (B2) if g2 & g3 � 1 (B2)

(B1) if g2 or g3 � 1

Table I. Rules of the VHA RG.

blocks it connects form a new block. This requires the
renormalization of the adjacent links to other blocks. We
briefly clarify and summarize the rules below, referring
the reader to Ref. 29 for their justification. Denoting the
link with the largest rate, Γ12, to be between blocks 1
and 2, the link to the right transforms as Γ23 → ΓR (the
left link is defined analogously). The value of the ΓR is
determined according to two possible rules,

ΓR =
Γ12Γ23

Γ2
, (B1)

1

ΓR
=

1

Γ12
+

1

Γ23
− 1

Γ2
. (B2)

The rule being applied depends on the value of g parame-
ters, and is summarized in Table I. The same procedure
is also applied to the link to the left of the merged blocks
(if such link exists, since we are using the open boundary
conditions). The decimation procedure described above
is repeated until only single block remains.

As our goal is to study the broadly distributed thermal
block distribution of the RG, it is crucial to study large
system sizes averaged over many disorder realizations.
This requires an efficient numerical implementation of the
RG. The VHA procedure is based on the decimation of the
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Figure 8. Finite size scaling of normalized average en-
tanglement entropy29 shows a crossing at a particular dis-
order strength, ln g0 = −1.78± 0.005. For stronger disorder
ln g < ln g0 entropy decreases, corresponding to the MBL
phase, whereas for ln g > ln g0 normalized entropy tends to
the thermal value upon increasing system size. The number
of disorder realizations used is 104 for L = 400; 1000, 2 · 104

for L = 5000, 10000, and 3 · 104 for L = 20000; 40000.

largest coupling Γi,i+1 and renormalization of couplings
to its two spatial neighbors. A näıve search for the block
with the largest coupling in a list requires O(L) operations
at each RG step and is prohibitively inefficient. Instead,
we use a container that allows access via two distinct,
sorted labels – the spatial position of the block and the
coupling Γi,i+1 to the next block on the right. Each RG
step now costs O(1) operations to search and O(logL) to
resort the energy index after merging and renormalization.
We use the boost.multiindex container from the C++
Boost libraries84 for this strategy.

Because of the large system sizes simulated, our code
stores the logarithms of couplings Γ to avoid numerical
overflow. While Eq. (B1) is naturally formulated via
logarithms, we need to regularize Eq. (B2) to address
when one of the Γs in the denominator becomes too
small. We observe that the RG procedure is organized
in a way preserving Γij < Γk for any i, j, k at each step
of the RG. Due to the relation Γ2 > Γ12 > Γ23 and a
strong-randomness character of the scheme, the main
contribution to ΓR comes from Γ23. Hence, we apply the
rule (B2) unmodified when ln Γ23 ≥ λc = −200. When
coupling ln Γ23 < λc we assume ΓR = Γ23. We check that
our results do not depend on the value of the cut-off λc
when it is chosen to be small enough.

In order to define the critical disorder strength of the
transition, we exactly follow the recipe of the original
Ref. 29 which defined a measure of the effective entangle-
ment entropy of the eigenstates. The analogue of bipartite
entanglement entropy is defined as the logarithm of the
number of product states needed to represent true eigen-
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10−5

10−3
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Histogram of Entanglement Entropy s
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−1.85
−1.95
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Figure 9. Distribution of normalized effective entanglement
entropy s = 〈S〉/ST has a broad tail at the MBL transition
and into the localized phase. In the delocalized phase (top-
most curve, ln g0 = −1.7) the distribution is non-monotonic,
suggesting the formation of a maximum near thermal value of
entanglement. In contrast, at the transition (ln g0 = −1.78)
and in the MBL phase we observe a power-law-like tail that ex-
tends to volume-law values of s ∼ 0.2. The data was obtained
on small system sizes of L = 104 blocks and 106 disorder
realizations.
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states of the two blocks coupled by the central link. The
number of such product states is approximated by the ra-
tio of coupling to the level spacing, gi,i+1 = Γi,i+1/∆i,i+1.
Using this motivation, Ref. 29 defines the entanglement
as S = ln(1 + gmax). Here parameter gmax is the maximal
value taken by gi,i+1 for the block i that spans the middle
of the initial system over the entire flow of the RG.

We normalize the ‘entanglement’ S defined above by
the value of a thermal entropy, ST = L`0 ln 2, where L is
the number clusters each having microscopic size `0. The
normalized entanglement, S/ST approaches one in the
ergodic phase and zero in the MBL phase. We reproduce
the results of Ref. 29 in Fig. 8 and find the critical disorder
strength ln g0 = −1.78 ± 0.005, slightly smaller than in
the original work (ln g0 = −1.73).

Finally, we examine the distribution of the normalized
entanglement s = S/ST across the MBL transition in
Fig. 9. At critical disorder we find a broad tail of p(s) that
has parts consistent with power-law scaling p(s) ∼ 1/s
that slightly differs from the p(s) ∼ 1/s0.9 previously
reported, presumably due to the slightly increased value
of critical disorder. A more surprising finding is the
persistence of a broad tail of p(s) away from the critical
point and extending into the MBL phase. This tail, which
we are able to access because of the much larger system
sizes and better statistics, emerges in addition to the
exponential decay of p(s) for small values of s reported
in Ref. 29. The existence of such broad tails could be
consistent with our KT picture.
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Appendix B: Histograms for various L and W
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FIG. 9: Histograms of the number of sites (size) contained in the largest cluster for each disorder distributions with
di↵erent system sizes L. The histograms are normalized both by the number of disorder realizations and the system

size L. Standard errors are indicated by the colored intervals; the bin size is �x = 25. For each dataset, the limit
where there is only a single count 1/(NdisL) is shown by dashed lines.

Figure 10. Histograms of the number of sites (size) contained in the largest cluster for each disorder distributions with different
system sizes L using the DVP RG. The histograms are normalized both by the number of disorder realizations and the system
size L. Standard errors are indicated by the colored intervals; the bin size is δx = 25. For each dataset, the limit where there is
only a single count 1/(NdisL) is shown by dashed lines.
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63 Jorge V. José, Leo P. Kadanoff, Scott Kirkpatrick,
and David R. Nelson, “Renormalization, vortices, and
symmetry-breaking perturbations in the two-dimensional

http://dx.doi.org/ 10.1103/PhysRevLett.110.260601
http://dx.doi.org/ 10.1103/PhysRevB.90.174202
http://dx.doi.org/ 10.1103/PhysRevLett.111.127201
http://dx.doi.org/ 10.1103/PhysRevX.5.031032
http://dx.doi.org/10.1103/PhysRevX.5.031033
http://dx.doi.org/10.1103/PhysRevLett.119.110604
http://dx.doi.org/10.1103/PhysRevLett.119.110604
http://dx.doi.org/ 10.1103/PhysRevLett.121.140601
http://arxiv.org/abs/1711.09880
http://dx.doi.org/10.1103/PhysRevB.93.224201
http://dx.doi.org/10.1103/PhysRevLett.122.040601
http://dx.doi.org/10.1103/PhysRevLett.122.040601
http://dx.doi.org/ 10.1103/PhysRevX.5.041047
http://dx.doi.org/10.1103/PhysRevLett.113.107204
http://dx.doi.org/10.1103/PhysRevB.91.081103
http://dx.doi.org/ 10.1103/PhysRevX.7.021013
http://dx.doi.org/ 10.1103/PhysRevLett.119.075702
http://dx.doi.org/10.1103/PhysRevLett.121.206601
http://stacks.iop.org/0022-3719/7/i=17/a=018
http://dx.doi.org/ 10.1103/PhysRevLett.57.2999
http://arxiv.org/abs/1509.04285
http://dx.doi.org/ 10.1103/PhysRevB.95.155129
http://arxiv.org/abs/1405.1471
http://dx.doi.org/10.1103/PhysRevLett.119.150602
http://arxiv.org/abs/1805.01475
http://stacks.iop.org/0022-3719/6/i=7/a=010
http://stacks.iop.org/0022-3719/6/i=7/a=010
http://dx.doi.org/10.1103/PhysRevLett.115.187201
http://dx.doi.org/10.1103/PhysRevB.98.224205
http://dx.doi.org/10.1103/PhysRevB.98.174202
http://dx.doi.org/10.1103/PhysRevB.98.174202
http://dx.doi.org/10.1103/PhysRevLett.23.17
http://dx.doi.org/10.1103/PhysRevLett.23.17
http://dx.doi.org/10.1103/PhysRevLett.114.160401
http://dx.doi.org/10.1103/PhysRevLett.114.100601
http://dx.doi.org/10.1103/PhysRevLett.114.100601
http://dx.doi.org/ 10.1103/PhysRevB.92.104202
http://dx.doi.org/ 10.1103/PhysRevB.93.134206
http://dx.doi.org/10.1103/PhysRevB.93.060201
http://dx.doi.org/ 10.1103/PhysRevLett.117.040601
http://dx.doi.org/ 10.1103/PhysRevLett.117.040601
http://dx.doi.org/ 10.1002/andp.201600326


17

planar model,” Phys. Rev. B 16, 1217 (1977).
64 A. De Luca, B. L. Altshuler, V. E. Kravtsov, and A. Scardic-

chio, “Anderson Localization on the Bethe Lattice: Noner-
godicity of Extended States,” Phys. Rev. Lett. 113, 046806
(2014).

65 Xiaopeng Li, Sriram Ganeshan, J. H. Pixley, and
S. Das Sarma, “Many-Body Localization and Quantum
Nonergodicity in a Model with a Single-Particle Mobility
Edge,” Phys. Rev. Lett. 115, 186601 (2015).

66 S. P. Lim and D. N. Sheng, “Many-body localization and
transition by density matrix renormalization group and
exact diagonalization studies,” Phys. Rev. B 94, 045111
(2016).
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