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We present a study of longitudinal thermal transport in the Kitaev spin model on the honeycomb
lattice, focusing on the role of anisotropic exchange to cover both, gapless and gapped phases.
Employing a complementary combination of exact diagonalization on small systems and an average
gauge configuration approach for up to ∼ O(104) spinful sites, we report results for the dynamical
energy current auto-correlation function as well as the dc thermal conductivity over a wide range
of temperatures and exchange anisotropies. Despite a pseudogap in the current correlation spectra,
induced by emergent thermal gauge disorder on any finite system, we find that in the thermodynamic
limit, gapless and gapful phases both feature normal dissipative transport, with a temperature
dependence crossing over from power law to exponentially activated behavior upon gap opening.

I. INTRODUCTION

Quantum spin liquids (QSL) represent a rare form of
magnetic matter, with fluctuations strong enough to sup-
press the formation of local order parameters even at
zero temperature. QSLs typically result from frustra-
tion of magnetic exchange and tend to exhibit many pe-
culiar properties, such as massive entanglement, quan-
tum orders and fractionalized excitations [1, 2]. Among
the many models proposed for putative QSLs, Kitaev’s
compass exchange Hamiltonian on the honeycomb lattice
stands out as one of the few, in which a Z2 QSL can ex-
actly be shown to exist [3]. In fact, pairs of spins in this
model fractionalize in terms of mobile Majorana fermions
coupled to static Z2 gauge fields [3–7]. Solid state real-
izations of Kitaev’s model are based on Mott-insulators
with strong spin-orbit coupling (SOC) [8–11], although
residual non-Kitaev exchange interactions remain an is-
sue at low temperatures and low energies, where most of
the present systems still tend to order magnetically [12].

Mobile Majorana matter has been suggested to leave
several fingerprints in spectroscopic measurements, like
inelastic neutron [13–15], Raman scattering [16], as well
as in local resonance probes [17, 18]. Apart from spec-
troscopy, thermal transport is yet another powerful tool,
able to discriminate microscopic models of elementary
excitations and their scattering mechanisms in quantum
magnets - see Ref. [19] for a review. Among the can-
didates for Kitaev QSLs, α-RuCl3 [20] has been under
intense scrutiny regarding measurements of the longitu-
dinal thermal conductivity κ [21–24]. At first, heat trans-
port by itinerant spin excitations had been inferred from
an anomaly in the in-plane longitudinal heat conductiv-
ity κxx at around 100 K [21], and from a magnetic field-
induced low-temperature enhancement of κxx for fields
B & 8 T parallel to the material’s honeycomb planes
[22]. These interpretations however, have recently been
ruled out by results for the out-of-plane heat conductiv-
ity κzz where both types of anomalies are present as well
[23]. The emergent picture for rationalizing the longitu-

dinal heat transport in α-RuCl3 material is thus, that its
most salient features can be explained by phononic heat
transport which is likely to be renormalized by scatter-
ing from Majorana matter [23, 24]. However, it remains
to be settled whether also a sub-leading direct magnetic
contribution to the heat transport is present, masked by
the phononic transport. Very recently also transverse
thermal transport in magnetic fields, i.e. thermal Hall
conductivity κxy, and its potential quantization has been
observed in α-RuCl3 [25]. This may be a rather strong
evidence for Kitaev physics and chiral Majorana edge
modes in this material. An alternative explanation of the
thermal Hall effect in terms of chiral magnon edge states
has been proposed [26, 27], which however, would not
lead to quantization of κxy. Furthermore, spin-phonon
coupling plays an important role for the understanding
of the thermal Hall effect, and has recently been discussed
in the literature [28, 29].

Theoretically, thermal transport studies in pure Kitaev
QSLs have been performed using quantum Monte Carlo
in 2D [30] or applying ED in 1D and 2D [31–33]. Ther-
mal transport in Kitaev-Heisenberg ladders has been con-
sidered recently, employing ED and quantum typicality
[34]. Magnetically ordered phases of a Kitaev-Heisenberg
model have also been investigated for transport using
spin wave calculations [35]. Remarkably, in the 2D QSL
case, all of these studies have been confined to the point of
C3-symmetrically sized, isotropic compass exchange, i.e.
the gapless phase of the Kitaev model. The main purpose
of this work is to step beyond this limitation and investi-
gate the longitudinal thermal conductivity, covering also
anisotropic Kitaev exchange, ranging from the gapless to
the gapped case. Exploring both phases, we find that
regardless of the exchange coupling regime, the system
supports a finite dc transport coefficient at all non-zero
temperatures investigated, however with the emergence
of thermal activation behavior in the gapped phase.

The outline of this paper is as follows: in Sec. II we
briefly recall the properties of the Kitaev model, along
with basic ingredients of thermal transport calculations,
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as used in this work. In Sec. III we detail our results
for the thermal conductivity versus the anisotropy of
the exchange coupling, as obtained using the average
gauge configurations (AGC). The method is explained
in Sec. IIIA, which is then applied to study the dynam-
ical heat current auto-correlation function in Sec. III B,
and the dc heat conductivity in Sec. III C. We conclude
in Sec. IV. Appendix A relates our findings to transport-
phenomenology. Appendix B reports analytical results
for the thermal conductivity in the uniform gauge field
sector.

II. MODEL

We study the longitudinal dynamical thermal conduc-
tivity of the Kitaev model in the presence of anisotropy,
introduced by tuning the relative exchange couplings
and considering both, gapless and gapped regimes. The
Hamiltonian is

H =
∑

〈l,m〉,λ(〈l,m〉)

Jλσ
λ
l σ

λ
m , (1)

where 〈l,m〉 indicates nearest-neighbors on a 2D honey-
comb lattice (HL) of 2N sites, with Jλ and σλ the ex-
change couplings and the Pauli matrices, respectively, for
coordinates λ = x, y, z, as shown in Fig. 1(a). Model (1)
can be mapped onto a sum of 2N Hamiltonians of non-
interacting itinerant Majorana fermions, each of which
is classified by a fixed, distinct distribution of values of
N static Z2 gauge fields ηr = ±1, residing on, e.g., the
blue bonds in Fig. 1(a). The Majorana fermions of each
gauge sector {ηr} can be rewritten in terms of N spinless
non-interacting fermions d(†)

r with occupation numbers
0,1. This implies a total of 22N states of gauges and
spinless fermions, consistent with the dimension of the
original spin Hilbert space. Each of the 2N fermionic
sub-Hamiltonians is a QSL with spin correlations not ex-
ceeding nearest neighbor distance. Several routes have
been documented to achieve the aforementioned mapping
and we refer to Refs. [3–7] for details. In this ηr, d

(†)
r -

language (1) reads

H=
∑
r

h(r) =
∑
r

[
Jx(d†r + dr)(d

†
r+ex − dr+ex)+

Jy(d†r + dr)(d
†
r+ey − dr+ey ) + Jzηr(2d

†
rdr − 1)

]
.(2)

Here, for convenience, the Jz-bonds, which feature only
an ηr-dependent on-bond potential for the fermions are
shrunk onto just a point, transforming the HL into a
square lattice (SL), with primitive vectors ex,y as de-
picted in Fig. 1(b). We will refer the SL geometry
throughout this paper. To quantify the anisotropy of the
Kitaev exchange, we employ a parameter α, such that
Jx = Jy = α, and Jz = 3− 2α. Tuning α allows to keep

Figure 1. (a) Kitaev model on honeycomb lattice (HL). Red,
green, blue colors label Jx,y,z exchange interactions between
black and white triangular sublattice sites. Yellow Φl = ηrηr′
refers to the flux, with gauge fields ηr, ηr′ attached to blue
edge of the hexagon. (b) Kitaev model, shrunk onto square
lattice (SL) of Eq. (2). Jx,y (red, green edges) mediate fermion
hopping/pairing, along lattice vectors ex,y. Exchange interac-
tions Jz and gauge fields ηr (blue vertices) set on-site energy.

the fermionic energy scale (Jx+Jy+Jz)/3=1≡J constant,
while accessing both, the gapless and the gapped regime
of the zero temperature spectrum of (2), for 1 > α > 0.75
and 0.75 > α > 0, respectively [3].

Our discussion of the thermal conductivity is based on
calculations within linear response theory, assuming the
long wave length limit q→0. For this, thermal trans-
port coefficients are computed from the energy current
auto-correlation functions 〈J (t)J 〉, where J is the en-
ergy current and 〈. . . 〉 refers to the thermal trace [36].
The real part of thermal conductivity, i.e. κ′(ω), follows
from the Fourier transform

C(ω) =
1

N

ˆ
dteiωt〈J (t)J 〉, (3)

κ′(ω) =
β

2ω

(
1− e−βω

)
C(ω) . (4)

Generically, κ′(ω) = 2πDδ(ω) + κreg(ω). The Drude
weight (DW) D refers to a ballistic channel, and if finite
marks a perfect conductor. κreg(ω) encodes the dissipa-
tive parts of the heat flow. If κdc = κreg(ω → 0) is finite,
the system is a normal heat conductor with a finite DC
conductivity. Interacting quantum systems with D 6= 0
are rare, see e.g. Ref. [36], and D = 0 for N → ∞ has
also been argued for the Kitaev model [32, 33]. In turn,
a prime goal of this work will be the analysis of κreg(ω)
and its limit for ω → 0 in order to determine the DC
conductivity.

To derive the heat current operator in (3) one has to
realize that most of the gauge sectors in (2) are not trans-
lationally invariant, due to the real space distribution of
ηr. In turn, we employ the polarization operator P [33],
to obtain the current operator in real space

P =
∑
r

rh(r), J =
∂P

∂t
= i [H,P] . (5)
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Figure 2. Specific heat Cν(T ) for α = 1.0, 0.8, 0.5 from ED
on N=6×6, i.e. 72 spinful sites versus T . Vertical lines at
T ?α (blue dashed) and TM (red dashed) indicate temperature
scales for flux and fermion entropy release.

It is worth noting, that in a translationally invariant sys-
tem J from (5) is exactly identical to that obtained from
the continuity equation in the limit of q→0. On the SL
we get

Jµ = 2iJµ
∑
r

[Jzηrχrχr−eµ + τµJµ̄χrχr+ex−ey ] , (6)

with χr = (d†r+dr), µ̄ = y(x) and τµ=+(−) for µ = x(y).
For the remainder of this work we resort to numer-

ical methods to treat (3). For this we note, that not
only the Hamiltonian, but also the current operator does
not mediate transitions between gauge sectors. In turn,
any thermal trace can be decomposed into a classical
trace over gauges and a trace over the fermions, sepa-
rately. For the latter, and for each fixed gauge sector
{η} = (η1, . . . , ηN ), we define a 2N component spinor
D† = (d†1, . . . , d

†
N , d1, . . . , dN ) of the fermions, with in-

dices 1 . . . N referring to the sites on the SL. With this
the Hamiltonian and the current for each gauge sector
read H = D†h(η)D, and Jµ = D†jµ(η)D. Using a Bo-
goliubov transformation U onto quasiparticle fermions
A† = (a†1, . . . , a

†
N , a1, . . . , aN ) via A = U†D, the Hamil-

tonian is diagonalized as

H =
∑
i

εi({η})(a†iai −
1

2
), (7)

with quasiparticle energies εi({η}). The contribution of
each gauge sector to (3) can then be obtained straight-
forwardly by a Wick-decomposition of 〈J (t)J 〉 in the
quasiparticle basis [32].

III. RESULTS

In this section we will present our results for the dy-
namical energy current auto-correlation function C(ω, T )
and the dc-limit of the heat conductivity κdc(T ) versus
anisotropy at finite temperatures.

A. Average gauge configuration method

Tracing over the gauge sectors in (3) can be done in
various ways and to various degrees of precision. Among
the methods are Markovian sampling of the gauges by
QMC [30, 37], exact summation over all gauges, equiv-
alent to ED of the spin model [32, 33], and summing
only over a dominant subset of gauge configurations, i.e.
the average gauge configuration (AGC) method [32, 33],
which will be used here. The following sketches the
main ideas of the AGC method, while for more details
we refer the reader to Refs. [32, 33]. The notion of an
average gauge configuration is trivial in the low- and
the high-temperature limit. In the former, the gauges
assume a flux-free configuration [3], and in the latter
a typical gauge configuration is fully random. These
limiting cases are separated by a temperature scale
T ?α at which flux-proliferation occurs upon increasing
temperature. Here α refers to the anisotropy parameter.
T ?α scales with the energy to excite a single flux, i.e.
the flux gap ∆Φ/J � 1 [3]. Because of the latter
inequality, T ?α and the crossover regime can be read off
from the specific heat, i.e. from the entropy release of
the gauge fields [37], since this is well separated from
the fermionic energy scales O(J). Our strategy will be
to first determine T ?α and then to confine all evaluations
of C(ω) to temperatures above this scale, such that
averaging over only completely random gauge states is
sufficiently justified for the gauge trace. Consequently,
the remaining effective fermionic model is a binary
disorder problem. It turns out that the temperature
range accessible by this approach is large enough for our
purposes.

To approximate T ?α we now calculate the specific heat
Cν(T ) = T∂S/∂T [38]. This is done exactly on finite
systems, tracing over both, fermions and gauges. The
system sizes we can reach for this, namely N≤6×6, i.e.
72 spins, are larger than those for exact thermodynam-
ics using the many body spin basis, however, still much
smaller than those which will be used within the AGC
subsequently. Fig. 2 shows the temperature dependence
of the specific heat for three different values of anisotropy.
As expected, two peaks develop at two different temper-
ature scales, corresponding to the release of entropy from
the gauge degrees of freedom and the mobile Majorana
fermions, at T ?α and TM/J∼1, respectively. Obviously,
the global fermionic energy scale J is only weakly af-
fected by the gauge disorder, and therefore the high-T
peak remains rather insensitive to α. However the low-T
peak at T ?α is strongly shifted to smaller temperatures,
by roughly two orders of magnitude, upon decreasing α
from 1 to 0.5. This finding is consistent with results
from QMC [37]. While in principle T ?α sets an individ-
ual temperature scale for each α, above which averaging
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Figure 3. C(ω) from the AGC method, versus ω for two
temperatures, T/J = 0.1 (a,c) and 100 (b,d). (a,b): Variation
with anisotropy for α = 1, 0.5 (black, red), corresponding to
the gapless and gapful phase on a large ω-scale for N=60×60
sites. (c,d): Variation with system size N=16×16, 60×60
(blue, black) at low-ω for α = 0.5. Brown dashed line: fitting-
polynomial for C(ω,N=60×60) to extract κdc(T ).

over fully random gauge configurations provides a suffi-
cient approximation for the gauge trace, we will use the
maximum of these, i.e. T ?,max

α /J ∼ O(.1) as the lowest
temperature to apply the AGC for all subsequent calcu-
lations, independent of α.

B. Dynamical current correlations

Now we turn to the dynamical current correlation func-
tion C(ω). Results on up to 60×60-sites systems are dis-
played in Fig. 3 for two representative anisotropy values
α = 1.0(0.5). These place the system into the gapless(ful)
phase. Two temperatures, i.e. T/J=0.1, 100 are shown,
which allow to highlight the difference between low and
high matter fermion densities. We begin with Fig. 3(a).
Here the fermion occupation number at all momenta is
small and the intensity is essentially due to two-fermion
pair-breaking contributions to C(ω). For α = 0.5, the
one-particle dispersion displays a gap ∆, at ∆/J ≈ 2
[37], with a corresponding two-particle excitation gap ξ
in C(ω) at ξ/J ≈ 4. Moving to Fig. 3(b) the matter-
fermion density is large and direct transport by ther-
mally populated quasiparticle states contributes. In a
clean system this transport would show up as a Drude
peak strictly at ω=0. Due to the gauge disorder however,
the Drude peak is smeared over a substantial range of fi-
nite frequencies ∼ O(J). Interestingly, the randomness
provided for by the gauge field is not sufficient to fill in
the gap completely, as is obvious from panel (a) and (b).
Related observations have been made in Refs. [37, 39].
The ’smeared Drude peak’ in Fig. 3(b) features a very
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Figure 4. Thermal conductivity κdc versus T for various val-
ues of anisotropies α = 1.0 . . . 0.4, shown on the lower right
axis, ranging from gapless to gapped phases. Two system
sizes, N=16×16 (dashed with empty squares), and N=60×60
(solid with solid circles), are compared. Inset: low-T behav-
ior for α = 1.0 with red solid circles (red empty squares),
and α = 0.5 with blue solid circles (blue empty squares), for
N=60×60(16×16). The data are superimposed onto two dis-
tinct fit functions T γ , with γ=0.92 (black solid) and e−∆/T ,
with ∆=2.30 (blue solid) for the gapless and the gapped cases
respectively.

narrow zero-frequency dip, which requires careful finite
size analysis. Examples of such analysis are shown in
Fig. 3(c,d) for the case of α = 0.5. The main point can
be read off best from panel (d), where it is amply clear,
that as N →∞ the zero-frequency dip closes in onto the
y-axis. This observation renders the system a normal,
dissipative heat conductor in the thermodynamic limit
and extends identical findings from Ref. [33] to the case
of α 6= 1. Note, that there is a difference of several or-
ders of magnitude between C(ω) in Figs. 3(c) and 3(d).
This is related to the thermal activation behavior in the
gapful case, to be discussed in the next section.

C. DC-limit of heat conductivity

Based on a series of calculations as in Fig. 3, we have
extrapolated the dc-limit C(ω → 0, T, α) over a wide
range of T and α, sufficient to acquire a consistent pic-
ture of the thermal conductivity κdc(T, α) both, in the
gapless and the gapful regime. This result is depicted
in Fig. 4. To arrive at this, the brown dashed lines in
Fig. 3(c,d) exemplarily indicate the extrapolation proce-
dure performed, for each of the largest systems, i.e. for
N=60×60. It consists of least-square fitting of the low-
ω range of the correlation function for each pair of T, α
by second order polynomials, from which the dc value
C(ω → 0, T ) is extracted. We have chosen a range of
0.02 ≤ ω/J ≤ 0.12 to determine the coefficients of the
polynomial in all cases. To obtain some form of finite-size
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scaling, we have compiled the results of the fitting proce-
dure for two system sizes, i.e. N=L×L and L={16, 60},
into Fig. 4, showing dashed (solid) curves with empty
squares (solid circles), for L=16(60). Although the lin-
ear dimension of the systems shown differs by almost a
factor of 4, κdc displays only minimal differences for most
of the temperatures. Even for T/J ≈ 1, where the ab-
solute error between different system sizes becomes the
largest [40], only a small, systematic correction towards
lower values with increasing system size is observed for
every α. This implies visible, but satisfyingly little finite-
size effects, presumably putting the largest system sizes
rather close to the thermodynamic limit.

Fig. 4 is a main result of this paper. It extends pre-
vious analysis of the thermal conductivity of the Kitaev
model [30, 33] into the anisotropic regime. It demon-
strates a qualitative change of the temperature depen-
dence of κdc(T, α), as the system crosses over from the
gapless to the gapful spectrum. In the former the thermal
conductivity roughly scales with a power law, κdc ∼ T γ

for T/J � 1, while in the latter an exponential behavior
with κdc ∼ exp(−∆/T ) provides a reasonable descrip-
tion. This is in line with the notion of quasiparticle
transport, since the activation gap ∆ is consistent with
the one-particle gap, e.g. ∆/J ∼ 2 for α = 0.5 as dis-
cussed in Sec. III B. For a comparison of the thermal
transport properties in the absence of gauge excitations
we refer the reader to App. B.

We would like to emphasize, that while the trend of
the curves in Fig. 4 might suggest a strictly vanishing
κdc, e.g. for α ≥ 0.5 and T/J . 0.5, this is not so, based
on our results. Rather, the y-axis scale in Fig. 3(c) is
very small, albeit finite. Such small orders of magnitude
are consistent with the rapid low temperature suppres-
sion by the exponential activation. In turn, our findings
suggest, that the Kitaev model is a normal dissipative
heat conductor at all finite temperatures, at least above
T ?α, for all α.

IV. CONCLUSION

In summary, we have investigated the longitudinal dy-
namical thermal conductivity of the Kitaev model on the
honeycomb lattice with anisotropic exchange couplings.
Using an average gauge configuration method, combined
with exact diagonalization of the matter fermion sector,
systems of up 7200 spinful sites have been analyzed over
a wide range of temperatures and anisotropies. We have
confirmed both, the applicability and range of validity of
our method by complementary exact analysis of thermo-
dynamic properties. Our main finding is that for all tem-
peratures and anisotropies investigated, the systems fea-
ture normal dissipative transport, consistent with scat-
tering of the matter fermions from the static fluxes, and
also consistent with a temperature dependence set by the

Figure 5. Red solid circles: κdc(T )/Cm(T ) ≡ vm(T )`m(T ).
versus T at α = 0.5. Solid lines with solid circles: κdc(T )
(blue) and Cm(T ) (yellow) evaluated by AGC method on N =
32× 32 sites.

matter fermion mass gap. From an experimental point
of view, transport in putative Kitaev quantum spin liq-
uids could be interesting under strain in order to tune
exchange couplings, while monitoring the temperature
dependence of thermal transport.
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Appendix A: Kinetic model of thermal conductivity

This appendix is a digression into phenomenology,
which we add out of curiosity. It is customary to per-
form kinetic modeling of thermal conductivities, express-
ing κdc(T ) in terms of quasiparticle properties [19, 41]

κdc(T ) ≈
∑
k,p

Ck,p(T )vk,p(T )`k,p(T ) , (A.1)

where Ck,p(T ), vk,p(T ), and `k,p(T ) refer to the spe-
cific heat, velocity, and mean free path at momentum
k of quasiparticles of type ’p’. In the present case
these types are fluxes, p=f , and matter fermions, p=m.
Disentangling the contributions to κdc(T ) from various
types ’p’ is only an option, if their spectral supports
are well separated. As one can read off directly from
Fig. (2), exactly this is possible for strong anisotropy,
e.g. α = 0.5, where the flux peak in Cν(T ) at T ?α is
well separated from the dominant contributions to the
specific heat of the fermions. Moreover, realizing that
the flux velocity vk,f = 0, and adopting the usual ap-
proximation to drop the momentum summation in (A.1)
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Figure 6. Results at uniform ηr = 1, for various values of
α = 1 · · · 0.4, ranging from gapless to gapful phases. (a) Drude
weight D versus T . (b) Regular part of the dynamical current
auto-correlation function C(ω) versus ω at T = 0.

in favor of momentum integrated quantities, one gets
κdc(T ) ∼ Cm(T )vm(T )`m(T ) for T > T ?α.

From this it is tempting to analyze the ratio of
κdc(T )/Cm(T ), as obtained from our calculations, e.g.
for α = 0.5. This is shown in Fig. 5. It is this variation
of vm(T )`m(T ) with T , which this appendix is meant to
speculate on as follows. First, at all T > T ?α, the flux lat-
tice is completely random, setting a mean free path for
the fermions, independent of T . Second, for sufficiently
large T , fermions far up in the Dirac cone set the Fermi
velocity, which is also independent of T . Third, upon
lowering T , fermions close to the gap set vm(T ). This
velocity approaches zero as T → 0. Remarkably, these
points are roughly captured in the temperature variation
of vm(T )`m(T ), seen in Fig. 5.

Appendix B: Uniform gauge state

In this appendix we present results for the thermal
transport of the Kitaev model, discarding gauge excita-
tions and assuming the ground state gauge ηr = 1.

After Fourier and Bogoliubov transforming Eq. (2), the
single particle dispersion Eq. (7) reads εk = 2[(Jz−Ck)2+
S2
k]1/2 with

Ck =
∑
µ=x,y

Jµ cos kµ , Sk =
∑
µ=x,y

Jµ sin kµ .

Similarly, the current operator in Eq. (6) acquires a sim-
ple expression in momentum space yielding the correla-
tion function

Cµµ(ω) =
2π

N

∑
k

{2|lk,µ|2[2fk(1− fk)δ(ω)

+ f2
kδ(ω + 2εk) + (1− fk)2δ(ω − 2εk)]} , (B.1)

with 2lk,µ = εk∂εk/∂kµ, and fk = 1/(eβεk +1) the Fermi
function. In (B.1), the term ∼ δ(ω) refers to the Drude
weight, i.e. the ballistic dc channel, while the rest refers
to finite-ω contributions from pair-breaking terms. We
refer to Ref. [33] for further details.

Fig. 6(a) depicts the temperature dependence of the
Drude weight, for several values of α = 1 . . . 0.4, ranging
from gapless to gapful phases. We fix µµ = xx and drop
these indices. At any T > 0, D(T ) is finite in the gapless
(gapful) regime, withD ∼ T 2(∼ exp(−∆/T )) at T/J�1,
and ∆ being the one-particle gap of matter excitations.
This implies, that within the uniform gauge field sector,
the system is a ballistic conductor at T > 0. The overall
temperature dependence ofD is somewhat similar to that
of κdc(T ) in Fig. 4. Only at α = 0.75, the former exhibits
a polynomial onset, while the latter shows an exponential
one. This is due to the renormalization of the boundary
between gapless and gapped phases by gauge excitations
[37]. Fig. 6(b) shows C(ω>0) at T = 0. It is similar to
the frequency dependence of the low temperature C(ω)
evaluated via the AGC method, Fig. 3(a). C(ω, T =
0) displays a low-frequency power-law behavior in the
gapless cases, and a linear onset above the gap for the
gapful ones.
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