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Using small-angle neutron scattering, we investigated the behavior of a metastable vortex lattice
state in MgB2 as it is driven towards equilibrium by an AC magnetic field. This shows an activated
behavior, where the AC field amplitude and cycle count are equivalent to, respectively, an effective
“temperature” and “time”. The activation barrier increases as the metastable state is suppressed,
corresponding to an aging of the vortex lattice. Furthermore, we find a cross-over from a partial
to a complete suppression of metastable domains depending on the AC field amplitude, which may
empirically be described by a single free parameter. This represents a novel kind of collective vortex
behavior, most likely governed by the nucleation and growth of equilibrium vortex lattice domains.

Structural phase transformations are ubiquitous in
solids, exhibiting common features independent of the
microscopic properties of a particular material. It is nat-
ural to expect that this commonality extends to vor-
tex matter in type-II superconductors. Vortices are
of great fundamental interest,1–3 exhibiting similarities
with skyrmions;4,5 soft matter systems such as liquid
crystals, colloids and granular materials;6 and glasses.7

Each vortex carries one quantum of magnetic flux, and
vortex matter thus constitutes an ideal, mono-disperse
system. As such, it presents a conceptually simple
two-dimensional model system to examine fundamental
problems such as structure formation and transforma-
tion at the mesoscopic scale, metastable states, and non-
equilibrium kinetics.
The presence of metastable non-equilibrium vortex

lattice (VL) phases in superconducting MgB2 is well
established.8 The metastability is not due to vortex pin-
ning, but represents a novel kind of collective vortex
behavior, most likely due to the presence of VL do-
main boundaries.9 Similar field/temperature history de-
pendent metastability has also recently been reported
in connection with skyrmion lattice transitions.10–12

More broadly, domain nucleation and growth governs
the behavior of a wide range of physical systems, and
one may expect similarities between the VL and e.g.
martensitic phase transitions13 or domain switching in
ferroelectrics.14 However, the kinetics of structural VL
phase transformations has remained largely unexplored
both experimentally and theoretically.15,16

Here we report the results of small-angle neutron scat-
tering (SANS) measurements, using AC magnetic fields
of varying amplitude to gradually drive the VL from the
metastable state (MS) to the equilibrium state (ES). The
equilibrium VL phase diagram for the hexagonal super-
conductor MgB2, shown in Fig. 1(a), is composed of three

hexagonal configurations denoted F, L and I.8,17 In both
the F [Fig. 1(b)] and I phases a single global orienta-
tional order is observed in the VL diffraction patterns,
indicated by six Bragg peaks aligned with respectively
the a and a

∗ real space direction within the crystalline
basal plane. In the intermediate L phase [Fig. 1(d)], the
VL rotates continuously from the a to the a∗ orientation,
where the presence of both clockwise and counterclock-
wise domain rotations leads to 12 Bragg peaks. The VL
rotation arise from a competition between sixfold Fermi
surface anisotropies on the σ and π bands, coupled with
the suppression of the π-band superconductivity by a
modest magnetic field.18,19 Cooling or heating across the
F-L or L-I phase transitions leaves the VL in a metastable
state, as thermal excitations are insufficient to drive the
system to equilibrium.8

Measurements were performed on the GP-SANS beam
line at the High Flux Isotope Reactor at Oak Ridge
National Laboratory, and the D33 beam line at Insti-
tut Laue-Langevin. The final data presented here was
collected at D33,20 but consistent results were found
at both facilities. The SANS measurements were per-
formed in a conventional VL setup, with both the in-
cident neutrons and the magnetic field parallel to the
neutron beam.21 We used the same 200 µg single crys-
tal of MgB2 (Tc = 38 K, µ0Hc2 = 3.1 T) as in prior
studies.8,9,22 However, VL metastability was confirmed
in other crystals of MgB2,

8 and recently also in sam-
ples from a different source.23 Further details concern-
ing the SANS experiment are given in the Supplemental
Material.24

A typical SANS measurement sequence is illustrated in
Fig. 1, including representative VL diffraction patterns
obtained at various stages along the transition. All mea-
surements were performed at 2.6 K with 0.5 T applied
parallel to the crystal c axis. Prior to each measure-
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FIG. 1. Vortex lattice evolution from the MS to the ES with µ0HAC = 1.5 mT. (a) Equilibrium VL phase diagram. Diffraction
patterns show the pristine MS F phase (b), an intermediate state after application of 5 AC cycles (c), and the ES L phase
obtained after 287 cycles (d). Each shows the same region of reciprocal space, with the VL reference direction (ϕ0) and
crystalline axes indicated in (b) and (d) respectively. Background scattering near the center of the detector is masked off. (e)
Azimuthal intensity distribution, comprised of neutron counts from the detector area indicated in (c), fitted with a three-peak
Gaussian. (f) Fits for the entire MS to ES measurement sequence, with curves corresponding to data in (b-d) highlighted in
bold. Each curve is separately normalized to its total intensity.

ment sequence, a pristine MS VL was prepared as fol-
lows. First, an equilibrium VL was obtained in the F
phase (T > 13.2 K), by performing a damped oscilla-
tion of the DC magnetic field with an initial amplitude
of 50 mT.8 As the VL density is directly proportional to
the applied field, this leads to a breathing motion where
vortices are pushed into and out of the sample. In su-
perconductors with low pinning, this results in a well-
ordered, equilibrium VL configuration.25 In the present
case of MgB2, this is confirmed by the sharp Bragg peaks
evident in Fig. 1(b)-(d) and discussed in more detail in
the Supplemental Material.24 Following the damped field
oscillation the ES VL was cooled to 2.6 K across the F-L
phase boundary to obtain a MS.

We alternate between imaging the VL by SANS and
using a bespoke coil to apply a controlled number (n)
of 250 Hz AC field cycles with amplitudes (µ0HAC) be-
tween 0.5 and 1.5 mT parallel to the DC field used to
create the VL. The small AC field, roughly two orders
of magnitude less than the damped oscillation used to
prepare the pristine MS, causes the VL to evolve grad-
ually towards the ES and allows for a detailed study of
the relaxation process. The pristine MS VL [Fig. 1(b)],
imaged before the application of any AC cycles, shows a
single F phase Bragg peak along the ϕ0 direction. After
application of 5 AC cycles [Fig. 1(c)], the coexistence of
both MS and ES (ϕ − ϕ0 ≈ ±7◦) Bragg peaks are ob-
served. Following a total of 287 cycles [Fig. 1(d)], only
peaks corresponding to the equilibrium L phase are seen

clearly. To make efficient use of the neutron beam time
measurements were performed at a single angular setting,
with only peaks at the left side of the detector satisfying
the Bragg condition.

For a quantitative analysis, we consider the azimuthal
intensity distribution I(ϕ), fitted by a three-peak Gaus-
sian as shown in Fig. 1(e).24 Here each peak corresponds
to the scattering contribution from one of the three pos-
sible VL domain orientations. Fits for the entire MS to
ES measurement sequence are shown in Fig. 1(f). As
the number of applied AC cycles is increased, the central
Bragg peak associated with the MS F phase gradually
loses intensity, and outer ES L phase peaks emerge. At
the end of the measurement sequence, the L phase is
achieved within a majority of the sample, with only a
small remnant intensity at ϕ = ϕ0. We note that the
MS to ES transition proceeds in a discontinuous manner,
with VL domains nucleating at one of the two equilibrium
orientations and subsequently growing at the expense of
the metastable domains. This is in striking contrast to
the continuous transition observed for the equilibrium
VL, where domains gradually rotate away from ϕ = ϕ0

as a function of magnetic field and/or temperature.8

The integrated intensity of the Bragg peaks obtained
from the fits, is proportional to the number of vortices
within each of the corresponding VL domain orientations.
Thus, the volume fraction of the sample remaining in the
MS can be determined by dividing the intensity of the F
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FIG. 2. Metastable VL volume fraction as a function of ap-
plied cycles for different AC field amplitudes. The AC cycle
count is offset by one to allow fMS(0) for the pristine VL to
be included. Lines are fits to Eq. (3).

phase (ϕ = ϕ0) peak with the total scattered intensity:

fMS =
IMS

IES1
+ IMS + IES2

. (1)

Figure 2 shows the metastable volume fraction versus the
number of applied cycles for the different AC field am-
plitudes used in this work. With increasing HAC, fewer
AC cycles are required to suppress fMS. Moreover, the
curvature of fMS(n), plotted on a log-log scale, changes
from positive (0.50, 0.93 mT) to negative (1.50 mT).
The presence of long lived metastable phases in MgB2

cannot be understood based on the single domain free
energy.8 Rather, the presence of additional energy bar-
riers are required to prevent the individual VL domains
from rotating to the equilibrium orientation, illustrated
in the inset to Fig. 3. The absence of any thermally
driven relaxation towards the ES within experimental
time scales is consistent with the small Ginzburg number
Gi ∼ 10−6 for MgB2.

26 This also implies that the prop-
erties of the initial MS VL prepared before each measure-
ment sequence will not depend on the F phase tempera-
ture or the cooling rate. It is also important to note that
transient behavior of the MS to ES transition sets these
results apart from conventional vortex dynamics focus-
ing on the current carrying capabilities of superconduc-
tors, with the latter focusing on (non-equilibrium) steady
states.2

The vortices move in response to the AC field, and it is
natural to analyze the SANS data using an activated be-
havior. In this context the AC amplitude and cycle count
take the role of, respectively, the effective “temperature”
and “time”. Thus, the decay rate of the metastable vol-
ume fraction is given by

dfMS

dn
= −fMS exp

[

−H̃/HAC

]

, (2)

where H̃ is the activation field representing the barrier
between metastable and equilibrium VL domain orien-
tations. The proportionality to fMS accounts for the
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FIG. 3. Activation field determined using Eq. (2) and the
data in Fig. 2; the symbols correspond to the same values of
HAC as previously. Lines are calculated using Eqs. (4) and
(5), and the parameters obtained from the fits of fMS(n) in
Fig. 2. The inset illustrates the activation barrier between
the metastable and equilibrium VL states.

amount of metastable VL volume available for ES do-
main nucleation and/or growth.
Figure 3 shows the activation field obtained directly

from the data in Fig. 2. Each value of H̃ was de-
termined from two adjacent values of fMS(n) by H̃ =

−HAC ln
[

−
ln{fMS(ni+1)/fMS(ni)}

ni+1−ni

]

. Within the scatter of

the data, H̃ collapses onto a single curve for 1 − fMS ≤

0.7, suggesting a near universal behavior consistent with
an activated transition. Surprisingly, the activation field
increases as the metastable volume fraction decreases.
The change of H̃ with “time” (n), is equivalent to an
aging of the VL.27 For 1− fMS ≥ 0.7 the activation field
for the different values of HAC begins to diverge. The
uncertainty on the determination of H̃ is largely repre-
sented by the scatter of the values in Fig. 3, but increases
towards the end of the measurement sequences.24

To parameterize the MS to ES transition, the
metastable volume fraction was fitted by

fMS(n) = exp [α+ β(n+ 1)γ ] . (3)

This functional form is motivated by the saturation of
fMS observed for µ0HAC = 0.50 and 0.93 mT. For
0 < γ < 1, it corresponds to a stretched exponential func-
tion frequently used to model relaxation phenomena.28

As seen in Fig. 2, the fits provide an excellent descrip-
tion of the data for all AC field amplitudes. From these,
the activation field curves shown in Fig. 3 may be directly
calculated by

H̃ = H̃0 −HAC

(

γ − 1

γ

)

ln

[

1−
ln fMS

ln fα

]

, (4)

where

H̃0 = −HAC

[

ln(−βγ) +
γ − 1

γ
ln(−α/β)

]

(5)
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and fα = eα. When α and γ are both negative, fα is
the saturation value of fMS as n → ∞. The metastable
VL states are due to the non-zero value of H̃0, which
prevents a spontaneous onset of the MS to ES transition.
The cross-over from positive to negative curvature in

Fig. 2 is directly reflected in the evolution of α−1, as
shown in Fig. 4. Here we find a linear dependence on the
AC amplitude and a sign change, yielding a cross-over
field µ0H

∗
AC = 1.2 ± 0.3 mT. In addition, αγ/(1 − γ)

(also shown) is found to be directly proportional to the
AC field amplitude. Finally, since fMS(0) . 1 for all val-
ues of HAC, α − β . 0 for all fits.24 Consequently, the
MS to ES transition is determined by a single parameter,
which depends only on HAC. Further theoretical studies
of VL kinetics, including the effect of domain boundaries,
are required to explain this empirical result. One possi-
ble cause for the observed cross-over is a change in the
relative magnitude of the activation barriers for the nu-
cleation and growth of the ES VL domains.29

Due to the many similarities between vortices and
skyrmions, the kinetic properties reported here for the
VL may also occur for metastable skyrmion lattice
phases.10–12 Of particular relevance is the possibility
of inducing rotational transitions in the skyrmion lat-
tice, either thermally30 or by the application of AC
magnetic fields.31 We also note the resemblance of the
MgB2 VL to structural martensitic phase transitions
such as the tetragonal-to-orthorhombic transition in
cuprate superconductors32,33 and the α-to-ǫ transition
in iron.13,34 In these systems, there are two equal en-
ergy pathways from the initial to the final structure.
The final configuration is a periodic twin-boundary lat-
tice rather than the lowest energy configuration of a sin-

gle global domain, with the interface between the ini-
tial phase and the twinned phases providing the neces-
sary stabilizing force.35 An increasing activation energy,
such as the one reported here for the VL, has also been
found for isothermal martensitic phase transformations
in maraging steel.36

Finally, glasses are the quintessential example of a su-
percooled, metastable configuration observed in conjunc-
tion with a thermally driven transition. The metastable
VL states in MgB2 show many parallels to supercooled
liquids and other structural glasses, such as an activated
transition between states resulting from a complicated
energy landscape and a behavior that is governed by do-
mains/domain walls.7,37 The slowing kinetics (aging) and
the diverging activation barrier in Fig. 3 provides further
support for this analogy, which could be explored further
by measuring flux creep in response to transport currents
below the vortex de-pinning threshold.

In summary, we have studied the metastable to equi-
librium state transition kinetics for the vortex lattice in
MgB2 under the influence of an AC magnetic field. The
kinetics display an activated behavior, with the AC field
amplitude and cycle count acting as respectively an ef-
fective “temperature” and “time”. The activation barrier
increases gradually as the metastable state is suppressed,
indicating an aging of the vortex lattice. The transition
towards the ES shows a cross-over between partial and
complete suppression of metastable domains as the AC
field amplitude is increased. Empirically, we find that
the MS to ES transition can be described by a single
parameter which is determined by the AC amplitude.

Further studies to provide real space information about
VL dislocations, grain boundaries and domain forma-
tion, either experimentally (e.g. by STM) or by non-
equilibrium molecular dynamics simulations,30,38 would
be a valuable complement to our SANS results and in-
terpretation. This would also allow us to connect our
observations to results in other classes of materials, such
as the recent study of grain boundary kinetics in two-
dimensional triangular colloidal crystals.39
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