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We study in-plane lateral heterostructures of commensurate transition-metal dichalcogenides, such
as MoS2-WS2 and MoSe2-WSe2, and find interfacial and edge states that are highly localized to
these regions of the heterostructure. These are one-dimensional (1D) in nature, lying within the
bandgap of the bulk structure and exhibiting complex orbital and spin structure. We describe such
heteroribbons with a three-orbital tight-binding model that uses first principles and experimental
parameters as input, allowing us to model realistic systems. Analytical modeling for the 1D inter-
facial bands results in long-range hoppings due to the hybridization along the interface, with strong
spin-orbit couplings. We further explore the Ruderman-Kittel-Kasuya-Yosida indirect interaction
between magnetic impurities located at the interface. The unusual features of the interface states
result in effective long-range exchange non-collinear interactions between impurities. These results
suggest that transition-metal dichalcogenide interfaces could serve as stable, tunable 1D platform
with unique properties for possible use in exploring Majorana fermions, plasma excitations and
spintronics applications.

I. INTRODUCTION

Research on two-dimensional (2D) transition metal
dichalcogenides (TMDs)1 has been growing rapidly since
the isolation of semiconducting monolayers in 2005,2 and
specially after the discovery of their direct band gap in
the monolayer limit.3 A TMD monolayer results in a
MX2 trigonal prismatic environment (M=Mo, W, and
X=S, Se, Te) where two chalcogen layers sandwich a
transition metal one. This structure and large intrin-
sic spin-orbit coupling (SOC)4–6 gives rise to interest-
ing spin-valley coupling and polarization-dependent op-
tical response.5,6 Moreover, progress in the synthesis
of TMDs has allowed the combination of different low-
dimensional materials, creating interesting heterostruc-
tures (HSs). These HSs have received a lot of attention
lately since they are capable of enhancing or, better yet,
creating new tailored features, which are rather weak or
nonexistent in their pristine counterparts. Prominent re-
cent examples include enhancement of valley splitting by
magnetic proximity effects,7,8 the appearance of spatially
indirect excitons,9 and superconductivity in graphene
superlattices.10 While most of current research is based
on stacked (or van der Waals) HSs,11,12 attention has
been also focused on lateral HSs, with two different 2D
materials joined to form a 1D interface. Examples of
those systems include graphene-hexagonal boron nitride
(hBN),13 graphene-TMDs,14 hBN-TMDs,14 and different
TMD-TMD combinations,14–23 with many suggested ap-
plications as in-plane transistors, diodes, p-n photodiodes
and CMOS inverters.

Experiments in this area have focused successfully on
improving the lateral atomic connection between the two
materials, in order to build a clean and sharp border
between them. The progress is clearly reflected in the
literature, as the description has changed from alloy to

interface to describe the lateral junctures. The inter-
face between both materials can be an exciting new plat-
form for the study of 1D physics. In TMDs, chemical
vapor deposition (CVD) growth techniques15–17 of lat-
eral HSs have allowed very sharp and well oriented in-
terfaces. The HSs achieved are usually triangular flakes
composed of a central TMD material and an outer tri-
angular ring of a different TMD. These are grown by
changing conditions during the growth process, such as
keeping the chalcogen X fixed and changing the metal M
resulting in MoSe2-WSe2

15,18 or MoS2-WS2,16 keeping
the metal M fixed and changing the chalcogen X which
results in MoS2-MoSe2 or WS2-WSe2,17 as well as both
changing, as in WSe2-MoS2.19 Recent exciting work has
shown remarkable strain control of incommensurate in-
terfaces WSe2-MoS2

21 and WS2-WSe2,23 as well as com-
mensurate MoS2-WS2 and MoSe2-WSe2,22 achieving sev-
eral microns of interfacial length. An atomic sharp inter-
face between two crystalline phases of the same TMD,
1T’-WSe2 and 1H-WSe2, has also been studied in the
context of topologically protected helical edge states.24

Doubtlessly, control of lateral HSs in TMDs is being
achieved in experiments, and understanding of the inter-
facial band structure and general behavior is important
for future progress.

Theoretical aspects of TMD lateral interfaces have
been less studied, especially as one anticipates they could
have unique properties, which may have interesting pos-
sible uses. Several works using density functional calcu-
lations (DFT) have studied band alignment25–27 as well
as interface stability and strain.28–30 A HS built of lateral
TMD slabs has been predicted to be a high-performance
thermoelectric, as the interfaces reduce the thermal con-
ductivity more than electronic mobility.31 Other propos-
als for lateral HSs include their use as gateless electronic
waveguides and spin valley filters/splitters,32 as a 1D spin
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channel driven by just a current flow,33 as well as opto-
electronic applications of spatially indirect excitons in
these structures.34

Motivated by experiments and the unusual nature of
lateral HSs, we study their role in mediating magnetic
interactions between impurities at the interface. To this
end, we first model realistic heteroribbons to analyze the
main characteristics of these fascinating 1D electronic
states. We use a three-orbital tight binding (3OTB)
model35 that takes DFT and experimental parameters as
input. We build real space heterostructures with zigzag
and armchair nanoribbons considering both interfaces
and edges, analyzing and contrasting their different char-
acteristics. We find midgap states with clear interfacial
and edge character that are highly localized at the corre-
sponding region, with varying wavefunction orbital and
spin content. We also provide an analytical model for
the 1D interfacial bands, finding that long-range hop-
pings up to fourth nearest-neighbor along the interface
are important. This reflects the robustness of the in-
terfacial 1D states, supported by the hexagonal lattice
symmetry of TMDs,36 and the hybridization across the
interface. Our approach could be used to analyze inter-
facial states between any two materials or phases of the
same TMD, provided that the Hamiltonian for the com-
ponents is known.

As suspected, we show that the interface provides
an effective 1D host with unique characteristics that
impacts the physical response of these systems. This
is demonstrated by considering the Ruderman-Kittel-
Kasuya-Yosida (RKKY) interaction between magnetic
impurities on the interface of such lateral HSs.37–39

It is important to note that magnetic impurities in
TMDs are expected to be stable when hybridized in dif-
ferent scenarios.40,41 Moreover, substitutional Mn,42–45

Cr44 and Co46,47 impurities have been recently incorpo-
rated into MoS2 flakes. Here we find that the complex
spin and orbital texture of the interfacial states results
in anisotropic and sizable non-collinear (Dzyaloshinskii-
Moriya) effective exchange interactions between the mag-
netic impurities placed along the interface. The different
interaction terms compete with one another and produce
unusual ground state alignment of magnetic moments.
We further find that this interaction is highly tunable
through experimentally accessible parameters, such as
gate doping, leading to interaction between impurities
which are long ranged, decaying as ' r−

1
2 , as the sepa-

ration r between the impurities increases.

The paper is arranged as follows: In Section II we
present the tight-binding description for theoretically
constructing TMD lateral HSs. In Section III we analyze
the 1D edge states obtained for the zigzag and armchair
interfaces. In Section IV we study the RKKY interaction
between magnetic moments at the interface. We give our
conclusions in Section V.

II. TIGHT-BINDING DESCRIPTION

We study commensurate lateral heteroribbons15 with
realistic sharp interfaces, considering different boundary
geometries of edges and interfaces (either zigzag or arm-
chair), with periodic boundary conditions (PBC) along
the ribbon. The ribbon can be described by a triangu-
lar lattice of metal atoms and associated chalcogens as
shown in Fig. 1, with only three 4d -orbitals per metal
site. This model has been very successful in describ-
ing real-space finite structures, such as flakes48–50 and
ribbons,35,51–54 and exploits the fact that the near-gap
(low energy) level structure in TMDs is dominated by
the metal 4d -orbitals with nearly no contribution from
the chalcogen p-orbitals.35 This 3-orbital tight-binding
(3OTB) model uses dz2 , dxy and dx2−y2 as basis, and is
given in our case by

H3OTB = HA
pristine +HB

pristine +Hinterface, (1)

where H
A(B)
pristine is the Hamiltonian of the two different

TMDs, A and B, and Hinterface describes the hoppings
at the interface between the two TMD lattices. Here, we
consider TMDs with the same type of chalcogen atoms,
since the lattice mismatch for those structures is less than
1% (such as MoS2-WS2 and MoSe2-WSe2).15,16,22 This
small mismatch results in corresponding small strain, so
that the interface is essentially only compositional. The
tight-binding allows one to simply connect the metal
atoms across the interface in a one-to-one basis. In con-
trast, when the chalcogen between A and B is different,
the lattice mismatch is about 4%,17 which introduces siz-
able strain and requires consideration of lattice relax-
ation effects. Differences in real space lattice sizes are
translated into different monolayer Brillouin zones (BZ),
as shown in Fig. 1(c), although the difference is in the
mÅ−1 range and will be neglected. For each of the pris-
tine TMD lattices (A and B), the 3OTB model is given
by35

H
A(B)
pristine = HA(B)

o +H
A(B)
t +H

A(B)
SOC , (2)

where H
A(B)
o is the onsite Hamiltonian and H

A(B)
t has

the hopping integrals. For each TMD, Ho is given by

HA(B)
o =

Nsites∑
l

spin∑
s=↑,↓

orbitals∑
α,α′

ε
A(B)
αα′,sd

†A(B)
α,l,s d

A(B)
α′,l,s, (3)

where d
A(B)
α,l,s (d

†A(B)
α,l,s ) annihilates (creates) a spin-s elec-

tron in orbital α, ∈
{
dz2 , dxy, dx2−y2

}
in site l = l1R1 +

l2R2, where Rj are the lattice vectors of the triangular
lattice for each material.55 For a rectangular ribbon, the
total number of sites is Nsites = N ×H, as shown in Fig.

1(a) and (b). The onsite energies are given by ε
A(B)
αα′,s,

while the nearest-neighbor coupling Hamiltonian is

H
A(B)
t =

∑
l,Rj

∑
s=↑,↓

∑
α,α′

t
(Rj)A(B)
αα′ d

†A(B)
α,l,s d

A(B)
α′,l+Rj ,s

+ H.c.,

(4)
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where t
(Rj)A(B)
αα′ are the different hopping parameters, and

H.c. is Hermitian conjugate.
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FIG. 1. Heteroribbons with edges and interfaces for (a)
zigzag, and (b) armchair configurations. Metals Mo and W
are shown in aqua and red colors, respectively. Chalcogens
S or Se are shown in dark yellow. The heteroribbon is finite
along one direction, while we use periodic boundary condi-
tions in the other direction, as indicated by the triple black
dots. The interface is shown as a blue dotted line. In (a)
two different edges present in the zigzag ribbon are shown,
the S-edge (outermost-atom is a chalcogen) and the M -edge
(outermost-atom is a transition metal). (c) Brillouin zones
for MoS2 (green) and WS2 (red), where differences are no-
ticeable only at the mÅ−1 scale. (d) Reduced BZ (brown)
for the ribbon as compared to the original BZ (dashed black).
The symbols indicate regions in the original BZ, as folded to
the reduced BZ.

The SOC in each material is approximated by the

metal onsite contributions, H
A(B)
SOC = λA(B)LzSz, where

Lz and Sz are the z-components of the orbital and spin
operators, respectively, and λA(B) is the SOC strength
for each material. This results in on-site orbital mixings,
εdxydx2−y2 ,↑ = εdx2−y2dxy,↓ = iλA(B) and εdxydx2−y2 ,↓ =

εdx2−y2dxy,↑ = −iλA(B), that reproduce well the spin-

split valence bands in the 2D crystal and give rise to
the strong spin-valley locking.35 We use 2λMoS2 = 150
meV, taken from DFT calculations,5,35 in good agree-
ment with experiments (152 meV56 and 145 meV57),
while 2λWS2 = 430 meV taken from DFT5,35 and in
agreement with experiment (420 meV).58

The interface Hamiltonian Hinterface is described by
nearest neighbor hopping integrals, and needs to take
into account two important issues: the band offset (or
alignment) between materials VA-B, and rescaling of the
hoppings across the interface. The band offset is taken
into account through relative shifts of the onsite terms,
given by εB′

αα′,s = εB
αα′,s + VA-B. These offsets are taken

from DFT results25 and can result in either type-I or
type-II band alignments in these lateral HS. The hop-
ping Hamiltonian connecting the two materials can be
written as

HA-B
t =

∑
γ,aj

∑
s,α,α′

δ
[
t
(aj)A
αα′ + t

(aj)B
αα′

]
d†α,γ,sdα′,γ+aj ,s+H.c.,

(5)
where γ are the atoms on both sides of the interface. δ is
a scaling factor that describes the compositional symme-
try as well as possible relaxation effects at the interface.
In what follows we use δ = 0.1, which leads to localized
states at the interface. Larger δ produces increasingly de-
localized states, as we will explain later, but with similar
orbital and spin content features.55 A geometric average

tA-B =
√
tAtB for commensurate HSs has been used in the

literature with similar results.31 For non-commensurate
HSs, strain can be strong and an averaged δ = 0.5 ap-
pears to provide a good tight binding description.59

Notice that the heteroribbon naturally yields a band
structure in a reduced Brillouin zone (rBZ) instead of the
original lattice BZ. The resulting band structure within
the rBZ is projected along the 1D-long direction: N
for the zigzag, H for the armchair-edge ribbon, see Fig.
1. Similar band projection analysis has been used to
study edge states in graphene grain boundaries.60 For
the zigzag case, the bands are folded along the horizon-
tal kx-axis in Fig. 1(d), with a X ′X = 2π/a in length.
Along this X ′ − K − Γ − K ′ − X path, the valleys are
still decoupled after band folding, with K (K ′) located at
−2π/3a (2π/3a). For the armchair case, the band projec-
tion along the vertical ky-axis in Fig. 1(d) creates a rBZ

with shorter length Y ′Y = 2
√

3π/3a (as compared to the
zigzag ribbon), reflecting the larger armchair unit cell.55

This band folding overlaps the K and K ′ valleys with
Γ.53,61–63 In addition to the band folding, edge states
will appear within the band gap in the nanoribbon HS.
We will see this behavior in the rBZ for MoS2-WS2 and
MoSe2-WSe2 systems in the following section.

III. EDGE AND INTERFACE STATES

As described in Fig. 1, we consider heteroribbons of
MoS2-WS2, with either zigzag termination and interface,
as depicted in Fig. 1(a), or with armchair edges and
interface, in Fig. 1(b).55 Both types of heterojunctions
have been seen experimentally, although zigzag15–17,22

is more recurrent than armchair termination.16 We con-
sider heteroribbons with N = 100 and H = 40 typi-
cal for a heterostructure of 4,000 metal atoms. This
size is found to be sufficiently large to clearly identify
localized wave functions at either the edges or inter-
face, without cross-interference.30,49 These sizes corre-
spond to ∼ 350nm2, comparable to experimentally avail-
able interfaces in heterotriangles,15–17 or ribbons with
straight edges.64–67 We consider a type-II band align-
ment of VMoS2-WS2

= 0.242 eV as proposed from DFT



4

calculations25 and confirmed experimentally with scan-
ning tunneling spectroscopy,68 and a combination of
ultraviolet and X-ray photoelectron spectroscopy69 in
MoS2-WS2 vertical heterostructures. For the selenium-
based HS we use VMoSe2-WSe2 = 0.262 eV.25

We are specially interested in the interface states lo-
cated at the junction between both materials. We nu-
merically diagonalize the full Hamiltonian and Fourier
transform the states to extract the respective momenta
and build the projected band structure shown in Figs. 2
and 5. Spin up (down) states are shown as black (gray)
dots, demonstrating time reversal symmetry of the spec-
trum, as τϕ(k, s) = ϕ(−k,−s) and ϕ(k, s) are degener-
ate. Most notably, in addition to the typical bulk bands,
there are states crossing the gap similar to those ob-
tained in the direct k-space continuum solution of the
2D bulk tight-binding Hamiltonian [see Appendix A in
Ref. 35]. The bands dispersing across the gap can be seen
to be located at either the edges or at the interface of the
nanoribbon, with at least 90% of their spatial weight at
the corresponding atomic rows in either MoS2 or WS2

edges, or at the interfacial region between both materi-
als. Figures 2 and 5 label the states with different color
symbols depending on their locations: green if located at
the edges of MoS2, red if in WS2, and blue when at the
interface MoS2-WS2; the symbol size reflects the wave
function magnitude squared.

The model allows one to identify the real-space loca-
tion of the midgap energy states and could be used to
introduce defects, such as vacancies and adatoms. We
should mention that such defects have been shown to
produce only slight deviations from this pristine band
structure,51 in addition to creating midgap localized
states.29

A. Zigzag interface states

First, let us briefly discuss the edge states found in
the pristine MoS2 and WS2 sides of the ribbon. As
mentioned before, in the single material zigzag ribbon,
one can find two distinct edges: the M -edge and the
S-edge. In the first one, the outermost atom is a tran-
sition metal, while in the latter the outermost atom is a
chalcogen, as schematically shown in Fig. 1(a). In gen-
eral, one can find highly localized states at either edge,
with opposite dispersion across the gap. The M -edge
(S-edge) band has positive (negative) mass around the
Γ point, which reverses sign at X or X ′. In Fig. 1(a)
one can see the M -edge of the MoS2 ribbon (green sym-
bols) and the S-edge of the WS2 side (red symbols),
since those edges remain pristine after the interface is
formed.70 These states lie on the outer edges of the rib-
bon and can be seen closing the gap in Fig. 2(a-c). The
various orbital weights are qualitatively the same as for
a single TMD zigzag ribbon.55 This is in good agreement
with other theoretical continuous-k approaches within
the same model.35,51–53

Let us now discuss the hybridization at the interface
of the zigzag heteroribbon. As shown in Fig. 2(a-c),
there are two interfacial midgap bands (blue), one closer
to the conduction band and other to the valence band,
which we are going to call upper interfacial band (UIB)
and lower interfacial band (LIB), respectively. These
UIB and LIB have different weights in all three or-
bital components dz2,s, dxy,s and dx2−y2,s. The gap be-
tween these two branches is proportional to the value
of the hybridization parameter δ, and is the result of
the hybridization of the S-edge in the MoS2-side and
the M -edge in the WS2 side.55 The hopping integrals
that mediate this edge hybridization then produce co-
herent 1D states that have sizable amplitudes on both
sides of the HS. As such, they carry information on or-
bital and spin components, as well as the relative band
offsets that impart them with interesting properties, as
we will discuss further. In general, the orbital weights
follow |dz2,s|2 ' 2|dxy,s|2 ' 2|dx2−y2,s|2, as qualitatively
seen in clear pristine zigzag terminations.36,48 In partic-
ular, the LIB shows more MoS2 weight at the edges of
the zone (k → ±π/a) and more WS2 weight in the mid-
dle of the zone (k → 0), while for the valley projections
(k = −2π/3a for K and k = 2π/3a for K’) the wave func-
tion is equally distributed among both materials. No in-
terface edge states are found for the orbital dxy,s on the
Mo side, or dx2−y2,s on the W side, for either spin, due
to the orbital symmetry of the zigzag terminations.48

As the structure of the HS depends on the hybridiza-
tion between both materials, let us comment further on
the effect of the contrast in hopping integrals parameter-
ized by δ.55 The HS hybridization naturally creates a gap
in the zigzag interfacial states, linearly proportional to δ
for small δ, as shown in black symbols in Fig. 3, while
for larger δ, the interface states become fully hybridized
to the bulk bands. The interfacial gap increases linearly
from zero when δ = 0 to ≈ 1.4 eV (≈ 1.1 eV) when
δ = 0.2 (δ = 0.16) for the K (K ′) valley. Notice that
δ → 0 would recover the natural heteroribbon behavior,
closing the gap in the zigzag case. For larger δ, the in-
terfacial bands hybridize with bulk bands, as the band
offset and similarity in hoppings across the HS produce a
nearly transparent interface. This is shown in Fig. 3 with
blue lines, where we follow the maxima and minima of
the LIB and UIB around each valley, respectively, until
they become untraceable due to the hybridization to the
bulk bands. The hybridization decreases for δ → 0 (with
metallic behavior for zigzag), while for δ & 0.4 the edge
bands are fully hybridized to the bulk. The LIB is still
visible at δ = 0.3, with the UIB visible at δ = 0.2. This
behavior holds for different heteroribbon sizes, as well as
for the MoSe2-WSe2 heterostructure (not shown).

While the numerical approach is needed for a full de-
scription of the lattice, analytical models provide a com-
plementary and efficient description. Low-energy ana-
lytical models for zigzag M -edges,71 or chalcogen termi-
nated S-edges,51 have described the valley dynamics with
models up to order k4. In the case of HS interfacial 1D
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TABLE I. Fitted parameters of Eq. 6 for midgap LIB [t(n) and t
(n)
SO] and UIB [γ(n) and γ

(n)
SO ] of wave functions located on both

sides of the heteroribbon interface. Single t’s and γ’s are in eV. Fit parameters for ribbon outer pristine edges not listed.

t(0) t(1) t(1)

t(2)
t(1)

t(3)
t(1)

t(4)
t
(1)
SO

t
(1)
SO

t
(2)
SO

t
(1)
SO

t
(3)
SO

t
(1)
SO

t
(4)
SO

γ(0) γ(1) γ(1)

γ(2)
γ(1)

γ(3)
γ(1)

γ(4)
γ
(1)
SO

γ
(1)
SO

γ
(2)
SO

γ
(1)
SO

γ
(3)
SO

γ
(1)
SO

γ
(4)
SO

MoS2-WS2 0.511 -0.19 45.3 -1.5 6.9 -0.08 -32.6 -7.5 8.9 1.793 0.34 2.1 -1.9 11.7 -0.04 -1.5 2.1 -2.6
MoSe2-WSe2 1.032 -0.19 2.4 -1.9 8.6 -0.08 -30.1 -7.5 9.6 2.145 0.23 1.8 -1.5 7.6 -0.04 -1.4 2.3 -3.4
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FIG. 3. δ-dependence of interface states for a zigzag MoS2-
WS2 HS, for spin up states. In blue: maxima and minima
for edge lower interfacial band (LIB) and upper interfacial
band (UIB), respectively, at each valley projection. In black:
interfacial gap between the UIB minima and LIB maxima at
each valley. The gap is nearly linear in δ.

states, the dependence is much more complicated. We
propose here an analytical model to describe zigzag HS
states. Considering time reversal but lack of inversion
symmetry in TMDs, a 1D effective Hamiltonian can be

written as

H interface
eff = (1−σz)

2

∑N
n=0

[
t(n) cos(nk) + szt

(n)
SO sin(nk)

]
+

(1+σz)
2

∑N
n=0

[
γ(n) cos(nk) + szγ

(n)
SO sin(nk)

]
,(6)

where σz is the Pauli matrix in a two function basis
{|φc〉, |φv〉} and sz is the corresponding spin operator.
The constants are related to the nth-nearest neighbor
hoppings t(n) (γ(n)) and to the nth-nearest neighbor spin-

orbit interaction t
(n)
SO (γ

(n)
SO) for the LIB (UIB) in the gap,

respectively. These parameters are obtained by fitting to
the 3OTB band structure calculations, and given in Table
I for zigzag MoS2-WS2 and MoSe2-WSe2 heteroribbons.

One can see in Fig. 4 that the interfacial/edge bands
fitting is excellent throughout the entire BZ. We find that
long-range hopping interactions (N = 4) are needed. The
effective dimensionality of the interface is indeed affected
by the bulk lattice sites not at the interface, as well as the
hybridization across the interface. A similar result is seen
in the SOC hopping parameters, where at least N = 3
is needed. The selenium-based heterostructure MoSe2-
WSe2 bands are not shown in Fig. 4, but require the
same N values. These results suggest that the influence
of distant neighbors is significant, as enhanced by the HS
interface, and may be reflected in interesting 1D physics
involving these states.
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FIG. 4. Fitted bands for the zigzag MoS2-WS2 heteroribbon:
The fits are shown as dashed lines, while symbols indicate the
numerical 3OTB bands as shown in Fig. 2(a-c). We highlight
interfacial zigzag bands (blue hexagons), as well as pristine
Mo (green squares) and W (red triangles) edge bands. Only
spin up states are shown. Parameters of the fit are given in
Table I.

B. Armchair interface states

The pristine armchair ribbons have not been studied in
much detail, perhaps as they are expected to be less sta-
ble. Rostami et al.53 find gapped edge modes within the
reduced BZ, in agreement with DFT calculations,72,73

attributed to intervalley scattering from the mixing of
1D-valleys on the edge. As seen in Fig. 1(b), both edges
of the armchair ribbon are indistinguishable in a pris-
tine material, leading to the creation of nearly-degenerate
gapped edge states lying in the bulk gap.55 A pair sits
close to the valence bulk bands and another pair close to
the conduction band.55 In the heterostructure, Mo-edge
and W-edge pristine edge bands can be seen in Fig. 5(a-c)
within the gap, in green and red colors, respectively. As
before, and unlike the zigzag case, these edge states do
not close the heterostructure gap, regardless of the size
of the system.

The interfacial states in the armchair heteroribbon
are shown in blue in Fig. 5(a-c) for all orbitals. The
magnitude of the interfacial wave functions is typically
much larger for the dz2,s orbital than for the other two,
|dz2,s|2 ' 10|dxy,s|2 ' 10|dx2−y2,s|2. After hybridization
in the HS, the type-II alignment allows for easy differ-
entiation of two interfacial bands (blue symbols) in the
bulk band gap, one per each material, but displaced to
lower energy with respect to the pristine edge band. For
bands close to the bulk conduction bands, the hybridiza-
tion process is similar, with the interface state fully hy-
bridized to the bulk conduction bands, and barely visible.
The interfacial band associated to the Mo-side is visible
and has been displaced to higher energy.

The gap for the interfacial bands also scales with δ, as
in the zigzag case, except that for small δ the gap does
not close, as shown in black symbols Fig. 6. The HS hy-
bridization increases the gap in the armchair interfacial
states quadratically proportional to small δ < 0.07 (gap
≈ 0.65 eV), and linearly proportional for larger δ, up to
a gap of ≈ 1.1 eV when δ = 0.15. This difference in the
proportionality of the gap with δ is due to the band fold-
ing occurring at k = 0, where Γ, K and K ′ points are
contributing. For larger δ, the gap becomes untraceable
and fully hybridized to the bulk. At δ → 0 the armchair
semiconducting natural pristine ribbons behavior is re-
covered, restoring the gapped edge symmetry. For larger
δ, the trend is similar as in the zigzag case. The inter-
facial bands hybridize with bulk bands, reaching a fully
hybridization around δ & 0.4, product a nearly transpar-
ent interface. The lower interfacial band is still visible
at δ = 0.4 (solid blue line in Fig. 6), with parts of the
upper interfacial band are barely visible at δ = 0.2, with
the minimum already lost in the bulk conduction band
(dashed blue line in Fig. 6). The same behavior is ob-
served for the MoSe2-WSe2 heterostructure (not shown).
More details of the difference between pristine and HS
armchair ribbons and the hybridization of the bands at
the interface can be found in the supplement.55

IV. 1D PLATFORM HOST

As suggested above, the interface states in this lat-
eral HS could act as an effective 1D host with interest-
ing properties. We explore here the Ruderman-Kittel-
Kasuya-Yosida (RKKY) interaction37–39 when two mag-
netic impurities are placed at the interface. In general,
pristine TMDs and their HSs could act as suitable plat-
forms for a tunable RKKY interaction, since they can
reach conductive character74,75 and provide stable hosts
for magnetic impurities.40–47

The RKKY interaction is typically a combination of
an oscillatory function and an envelope decaying usually
with a power related to the dimensionality of the host
system, with a prefactor that depends on the density of
states at the Fermi level. The interaction can then be
written as ∝ cos (2kF r)/r

d, where r is the distance be-
tween impurities, kF is the Fermi momentum and d is the
dimensionality of the host electron system. The oscilla-
tory term cos (2kF r) changes the character of the interac-
tion between ferromagnetic (FM) and antiferromagnetic
(AFM) alignment. On the other hand, the decaying en-
velope limits how far the impurities can see each other.
In 2D metallic systems d = 2, i.e. the interaction decays
quadratically, and essentially vanishes when the impu-
rities are just a few sites apart. Glimpses of a peculiar
sub-2D behavior have been spotted in some systems such
as edges in TMDs76(d ' 1/2), graphene77,78 (1 < d < 2),
and silicine79(d ' 1), usually driven by orbital content
and symmetry of the host state electrons mediating the
interaction. It is interesting that recent work finds ad-
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FIG. 5. Band dispersions for the armchair edge/interface HS ribbon as shown in Fig. 1(b) along Y ′ − Γ − Y . Description of
the curves is the same as in Fig. 2.
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FIG. 6. δ-dependence for a armchair MoS2-WS2 HS, for spin
up states. In blue: maxima and minima for edge lower inter-
facial band (LIB) and upper interfacial band (UIB), respec-
tively, at k = 0. In black: interfacial gap between the UIB
minima and LIB maxima at k = 0.

ditional non-decaying interaction terms for 1D quantum
wires with SOC, which would appear as producing d . 1
behavior.80 We anticipate that the unusual behavior of
the HS interface states discussed above would fall in this
general group as well.

Let us now calculate the RKKY interaction between
two magnetic impurities connected to a TMD HS inter-
face, focusing on the exponent of the envelope and fea-
tures of the FM/AFM oscillation. We consider a MoS2-
WS2 heteroribbon with zigzag N100H30 (∼30 nm inter-
face) and armchair N30H100 (∼28 nm interface) edges,
hosting the two impurities in atomic lines at the interface
between both materials. The Hamiltonian of the impu-
rities, HI, is added to the full MoS2-WS2 HS in Eq. 1, so
that H = H3OTB +HI. Here

HI = J
∑
i=1,2

Si · sαi
(li), (7)

with local exchange coupling J between the impurity
spin Si and electrons in orbital αi at the location of the
impurity li. The electron spin density, at the sites where
the impurities are hybridized, is

sα(l) =
1

2

∑
s,s′

d†α,s(l)σs,s′dα,s′(l), (8)

where σ is the vector of spin- 1
2 Pauli matrices. After

integration of the electronic degrees of freedom, one gets
the inter-impurity effective exchange interaction as

HRKKY = JXX (Sx1S
x
2 + Sy1S

y
2 ) + JZZS

z
1S

z
2

+JDM (S1 × S2)z , (9)

where JXX = JY Y (in-plane), JDM (in-plane
Dzyaloshinskii-Moriya) and JZZ (Ising) terms are pro-
portional to the static spin susceptibility tensor of the
electron system.37–39,81 Each of these J ’s are effective
coupling constants which will control the impurity inter-
action. We will jointly call them Jeff for simplicity. They
are calculated in two ways: i) considering the energy
difference between triplet and singlet impurity configu-
rations after diagonalization of the full Hamiltonian H,
and ii) second order perturbation theory. Both of these
methods are explained in Appendix A.

The bare couplings between localized and itinerant
magnetic moments are set to J = 10 meV, in agreement
with suggested exchange values between TMD and mag-
netic impurities.41 Additionally, we select midgap Fermi
levels to reach states where the interfacial wave function
is strong, such as EF = 0.845 eV for the zigzag [Fig.
2(a)], and EF = 0.799 eV for the armchair interfacial
states [Fig. 5(a)]. Lastly, we assume hybridization to the
α = dz2 orbital of the metal Mo and W atoms, which
has the largest amplitude for midgap levels, as shown in
Fig. 2(a) and 5(a). Hybridization to other orbitals re-
duces the strength of the Jeff but it results in similar
separation dependence.

Figure 7 shows representative RKKY interactions vs
atomic separations r/a between two magnetic impurities
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FIG. 7. RKKY interaction for impurities on a heteroribbon vs
impurity separation, lying at the interface (a) zigzag on the
Mo side, and (b) armchair on the W side. The interaction
is calculated in units of J (= 10 meV), and scaled by the

impurity separation r1/2, normalized by the lattice constant
along the chosen direction. Lines (empty symbols) indicate
triplet-singlet energy difference (perturbation theory) results:
magenta solid line (circle) for Ising ZZ, dark green dash line
(square) for XX and orange dot line (triangle) for DM terms
in Eq. 9. The Fermi energies are (a) EF = 0.845 eV for
impurities hybridized to the zigzag interface, and (b) EF =
0.799 eV for the armchair interface.

hybridized to sites at the interface and for midgap Fermi
levels, for both zigzag [Fig. 7(a)] and armchair [Fig. 7(b)]
interfaces. Results obtained numerically by the triplet-
singlet energy difference approach [Appendix A 1] and an-
alytically by second-order perturbation theory [Appendix
A 2] are seen to be in full agreement. The first impurity
is placed at the interface at r/a = 0 in these graphs,
while the second is at r/a ≥ 1, up to r/azigzag = 50 and
r/aarmchair = 25, which are the largest separations (half
of the heteroribbon length) given the periodic boundary
conditions; for the second half of each heteroribbon the
RKKY is mirrored. Both panels show the two main fea-

tures of the interaction explained before, the oscillatory
form and the decaying envelope. The interaction oscil-
lates between ferromagnetic (Jeff < 0) and antiferromag-
netic (Jeff > 0) coupling between magnetic impurities,
depending on their separation r/a. More importantly,
the interaction is seen to decay as Jeff ∝ 1/rd. The effec-
tive dimensionality d of the system, in both high symme-
try directions, is found to be d ' 1/2, so that a long range
interaction between impurities is effectively mediated by
the HS interface. [Notice Fig. 7 shows Jeff r

1/2 with no
obvious remnant decaying behavior.] Moreover, as de-
scribed before in bulk 2D TMDs,82,83 and ribbon edges,76

the strong spin-orbit interactions in the host result in
sizable DM non-collinear interaction amplitudes between
impurities. These are comparable to the usual collinear
interactions and result in interesting ground state config-
urations, as we will see.

Detailed inspection of the interaction curves for these
Fermi levels indicates that the relative orientation of the
second impurity moment changes with respect to the
first as their separation increases. For the zigzag case,
the JXX and JDM oscillation periods are nearly 3 sites
and have a clear beating pattern, while for JZZ the pe-
riod is about 30 sites. Although JXX and JDM change
sign every 3 sites, JZZ is mostly AFM (positive) in na-
ture, with a small FM window for 29 ≤ r/azigzag ≤ 37
and r/azigzag ≤ 8. This behavior results in drastic vari-
ations in ground state spin orientations, depending on
the separation r/azigzag. For example, for r/azigzag = 19
all three terms have the same positive sign (AFM) and
nearly the same amplitude, meaning that an isotropic
Heisenberg-like interaction competes with a strong non-
collinear DM term. On the other hand, at r/azigzag = 21
(AFM JZZ and FM JXX -JDM ) the low-energy configu-
ration has both impurities pointing towards +x̂ say, but
one pointing towards (−ẑ) and the other to (+ŷ,+ẑ),
a totally non-collinear arrangement. For the armchair
case, all couplings have periods of about 15 sites. JZZ
is mostly AFM and JDM is mostly FM, except when
11 < r/aarmchair < 14, when JZZ also changes to
FM. This means that, for r/aarmchair ≤ 10 one impu-
rity may be pointing along (−x̂,−ẑ) and the other at
(+x̂,+ŷ,+ẑ); for 11 ≤ r/aarmchair ≤ 14 the impurities
would be along (±x̂,+ẑ), with one pointing towards −ŷ;
for r/aarmchair ≥ 15, as JXX changes sign, both impu-
rities point towards (+x̂,±ẑ). Other midgap interfacial
Fermi levels we analyzed show similar general features
with different magnitudes of the interaction.

We should comment on the role of the interface spatial
structure in the interaction. Although we have chosen
the impurities to lie on atomic positions where the or-
bital amplitude of the interfacial states is large, we see
that nearby sites to the interface with smaller wave func-
tion amplitudes also result in similar RKKY interaction
pattern, but with much smaller magnitude. In general,
when one impurity lies on the strong wave function side
(as shown in Fig. 7) and the other on the other side of
the interface, the interaction is decreased by half. When
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both sit away from the maximum wave function, the in-
teraction is decreased by up to a factor of ten, but always
exhibiting similar periodicity and oscillations. Analysis
of different midgap doping levels leads to the same con-
clusions.

It is clear that the doping at midgap interfacial Fermi
levels and suitable separation of impurities provides great
tunable control on the resulting relative orientations of
their magnetic moments. When impurities are set deep
on the bulk monolayer, it has been shown that d = 2,82,83

while for the HS interface here, we find indubitably d . 1,
highlighting the 1D character of the interfacial region.
The fact that d . 1 results in effectively long-range in-
teraction between impurities and it is likely related to
the far-neighbor hopping described in Subsection III A,
as well as to the strong localization of the states at the
interfacial region, as predicted in 1D quantum wires with
Rashba SOC.80 The combination of state-of-the-art com-
mensurate TMD interfaces,22 and magnetic impurities
deposition and magnetic interaction measurements,84,85

could result in lateral TMD HS being promising tunable
magnetic platforms to explore long-range magnetic inter-
actions.

V. CONCLUSIONS

We have built theoretical models for studying pristine
interfaces, both zigzag and armchair, between two dif-
ferent transition metal dichalcogenides, by using realis-

tic tight-binding calculations and system sizes. We have
shown that these interfaces can behave as 1D states with
interesting features, including strong spin-orbit coupling.
They can serve, for example, as unique effective hosts
for the RKKY interaction between two magnetic impuri-
ties hybridized at the interface. Our numerical model is
based on a successful three-orbital tight-binding model
for describing pristine TMDs, which we modify to de-
scribe MoS2-WS2 and MoSe2-WSe2 planar heterostruc-
tures. We have characterized the dispersion curves from
fully numerical diagonalization and proposed analytical
expressions for these dispersions. We find that effective
long-range hopping and spin-orbit interactions are nec-
essary for a full description of these interface states. The
RKKY interaction between two magnetic impurities at
the interface results in long-range sub-1D interactions,
showing that the interface states can behave as unusual
1D hosts and yield interesting physical behavior. This
interfacial 1D platform could be used for the theoret-
ical study of interface excitons,15–17,34 p-n diodes and
photodiodes,16,17,22 1D quantum wells15 or charge den-
sity waves86 in available heterostructures.
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Appendix A: RKKY effective interaction calculation

Here we present the two methods used for calculating
the effective RKKY exchange interaction terms, JXX ,
JZZ and JDM = JXY of Eq. 9, between two magnetic
impurities in TMDs. In these calculations J is set as a
constant.

1. Triplet-Singlet Energy Difference

The most accurate effective RKKY interaction is ob-
tained from direct calculation of the difference between
triplet and singlet impurity configurations in the system
ground state as77

Jα1,α2

ββ′ = 2 [E(↑β , ↑β′)− E(↑β , ↓β′)] , (A1)

where α1 and α2 represent the orbitals to where the
first and second impurities are hybridized, respectively.
β (β′) ∈ {X,Y, Z} represents the direction of the spin
projection for the first (second) magnetic impurity, for
obtaining each of the J ’s of Eq. 9. The total sys-
tem energies with magnetic impurities included in Eq.
A1, are given by the sum of the sorted energy states
of the full Hamiltonian up to a given Fermi energy εF,
E(sβ , sβ′) =

∑
spin=↑,↓

∑εF
i=1 εi,spin, as obtained after nu-

merical diagonalization.

2. Perturbation theory

The effective RKKY terms, J ’s of Eq. 9, can also be
calculated with second order perturbation theory,87,88 for
small J in Eq. (7). Details of this method can be found
in 49. We can rewrite Eq. (7) as

HI = J
∑
i=1,2

Szi s
z
αi

(li) +
1

2

[
S+
i s
−
αi

(li) + S−i s
+
αi

(li)
]
,

(A2)
with

szα(lj) =
1

2

[
d†α,↑(lj)dα,↑(lj)− d

†
α,↓(lj)dα,↓(lj)

]
,

s+
α (lj) = d†α,↑(lj)dα,↓(lj),

s−α (lj) = d†α,↓(lj)dα,↑(lj).

(A3)

Then, by changing basis for the one that diagonalizes
Eq. 1, the spin operators are

szα(lj) =
1

2

∑
µ,µ′

[
ψ∗k,µψk,µ′c

†
µ,↑cµ′,↑ − ψk,µψ

∗
k,µ′c

†
µ,↓cµ′,↓

]
,

s+
α (lj) =

∑
µ,µ′

ψ∗k,µψ
∗
k,µ′c

†
µ,↑cµ′,↓,

s−α (lj) =
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µ,µ′

ψk,µψk,µ′c
†
µ,↓cµ′,↑,

(A4)
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where ψk,µ is the component of the eigenvector for site
j, orbital α, and spin projection s; c(c†µ,s) are the anihi-

lation (creation) operators in the diagonal basis.49 The
second order correction to the energy in perturbation the-
ory is given by

E(2) =
∑
ex,D′

| 〈GS;D |HI | ex;D′〉 |2

EGS − Eex
. (A5)

In this expression, |GS;D〉 ≡ |GS〉 |D〉, where |GS〉 is the
ground state of the new basis Hamiltonian and |D〉 the
ground state spin configuration of the two disconnected
magnetic moments. Similarly, |ex〉 denote particle-hole
excitations of the electron gas, and |D′〉 are excited con-
figurations of the two impurities. Using (A4) and (A2),

one can write (A5) as

E
(2)
α,α′ =

J 2

2

∑
µ≤µF

µ′>µF

1

εµ − εµ′
〈D| Jα,α

′

ZZ (rj , rj′)S
z
j S

z
j′

+ Jα,α
′

XX (rj , rj′)(S
x
j S

x
j′ + Syj S

y
j′)

+ Jα,α
′

XY (rj , rj′)(S
x
j S

y
j′ − S

y
j S

x
j′) |D〉

(A6)

with the effective J ’s of Eq. 9 given by

Jα,α
′

ZZ (lj , lj′) =
∑
µ≤µF

µ′>µF

Re
[
(ψαj,µ)∗ψαj,µ′ψ

α′

j′,µ(ψα
′

j′,µ′)
∗
]
,

Jα,α
′

XX (lj , lj′) =
∑
µ≤µF

µ′>µF

Re
[
ψαj,µψ

α
j,µ′(ψ

α′

j′,µ)∗(ψα
′

j′,µ′)
∗
]
,

Jα,α
′

XY (lj , lj′) = −
∑
µ≤µF

µ′>µF

Im
[
ψαj,µψ

α
j,µ′(ψ

α′

j′,µ)∗(ψα
′

j′,µ′)
∗
]
.

(A7)

µF denotes the level index associated with a given Fermi
energy εF (in eV) in the TMD ribbon, and correspond
to the amount of p-doping or gating within the band gap
of the 2D bulk.
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