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In order to develop computational methods that can simulate thermodynamic properties of dis-
ordered materials at a first principles level, we investigate the use of a random set of configurations
to evaluate the canonical partition function of lattice-based disordered systems. Testing the sam-
pling method on the one and two dimensional Ising models indicates that for the ordered system
at low temperature, convergence is achieved when the number of samples S is comparable or larger
than the number of configurations Ω, while for the partially disordered system at high temperature,
convergence is achieved for smaller sample sizes as low as S ≈ Ω/100 or S ≈ Ω/1000. The sampling
method is combined with first principles calculations to examine the ordered ↔ disordered phase
transition for the Li ion electrolyte materials Li2OHCl and Li2OHBr. Static lattice internal energies
and harmonic phonon free energies were incorporated into the evaluation of the partition function.
The evaluation of the partition function depends on the value of Ω corresponding to the number
of metastable states of the system. Accordingly, we developed a method of approximating Ω using
the properties of the sampled configurations. The results of the calculations are consistent with
the experimental observation that the transition temperature for the orthorhombic ↔ cubic phase
transition is higher for Li2OHCl than for Li2OHBr. We expect the sampling method to be generally
useful for investigating the thermodynamic properties of other disordered lattice systems. We also
investigate a “disordered subspace function” which is shown to satisfy inequality relationships with
respect to the Helmholtz free energy.

I. INTRODUCTION

When studying physical systems at finite tempera-
tures, it is desirable to calculate thermodynamic quan-
tities such as the internal energy, entropy, and corre-
sponding Helmholtz free energy. Recently, there has
been progress by several groups1–5 in developing first
principles methods to include temperature dependent ef-
fects including structural phase transitions. The detailed
study of temperature dependent properties of disordered
materials at the first principles level, however, remains
a challenge. While cluster expansion models using pa-
rameters obtained from first principles calculations,6–11

have successfully modeled phase stability including disor-
der in a variety of alloy and intercalation systems, not all
systems of interest are amenable to cluster model repre-
sentations. In this work, we investigate random sampling
techniques designed to work directly with first principles
methods to study disordered lattice systems, including
both static lattice and lattice vibrational effects.

The motivation for developing these calculational
methods came from studying the solid state electrolytes
Li2OHCl and Li2OHBr.12–15 These materials have been
characterized as fast ion conductors and the material
Li2OHCl has been cycled in a symmetric cell with lithium
metal electrodes.13 An interesting aspect of these materi-
als relates to their structural properties. Li2OHCl is ex-
perimentally known12 to exist in two phases; a disordered
cubic phase (T > 312K) and an ordered orthorhombic
low temperature phase (T < 312K). The disordered cu-
bic phase has superior ionic conductivity compared with
the ordered phase and is the phase of interest for battery
application. Interestingly, Li2OHBr is only known12 to

exist in the disordered cubic phase. The question that de-
tailed first principles calculations can address is: “What
causes the difference in the structural phase properties
between these similar materials?”

The remainder of the paper is organized as follows.
The general formalism is presented in Sec. II, including
a discussion of evaluating the canonical partition function
and Helmholtz free energy on the basis of exact config-
uration of the system in Sec. II A and on the basis of
random sampling of the configurations in the system in
Sec. II B. The sampling method is tested for one and
two dimensional Ising model in Sec. III. The sampling
method is then adapted to the first principles study of the
Li2OHCl/Br system as described in Section IV. The so-
called disordered subspace approximation is introduced
in Sec. V and results are compared with the sampled den-
sity of states method. The discussion and conclusions of
the work are given in Sec. VI. Additional details of the
results and formalism are given in the appendices A, B,
and C.

II. FREE ENERGY FORMALISM

A. Exact configuration analysis

The materials properties that we wish to investigate
require accurate estimates of the Helmholtz free energy:

F (T ) ≡ −kBT ln(Z(T )) , (1)

where kB denotes the Boltzmann constant, T denotes
the temperature, and Z denotes the canonical partition
function. For an ideal system having a finite number
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Ω of configurations represented by vectors {Σi}Ω, each
with their corresponding energies {ei}Ω, it is possible to
calculate the partition function according to

Z(T ) =

Ω∑
i=1

exp

(
− ei
kBT

)
≡

Π∑
j=1

GΩ(Ej) exp

(
− Ej
kBT

)
.

(2)
It will be convenient to assume that the configurations
i are ordered so that e1 ≤ ei ≤ eΩ. Alternatively to
explicitly enumerating each of the Ω energies, it is often
convenient to analyze the energies in terms of a histogram
H(Ej , {ei}Ω) ≡ GΩ(Ej) evaluated at energies {Ej}Π.
The function GΩ(Ej) is the the density/number of states
at energy Ej for our system which can be used in the
evaluation of the partition function using the second ex-
pression in Eq. 2.

A system characterized by the Ω configurations and
their energies {Σi, ei}Ω represents the full thermody-
namic range of a material having a particular lattice type.
Systems having multiple structural phases need separate
enumerations of their configurations and energies for each
structure. For example, for the material systems of our
study, Li2OHCl and Li2OHBr, the orthorhombic and cu-
bic phases will be characterized separately.

B. Sampling analysis

The above analysis depends on the complete knowl-
edge of the configurations and energies {Σi, ei}Ω of the
system. For convenience, we will refer to this set of
configurations as the “master set”. In practice, it is
more often the case that this information is only avail-
able through sampling. In this work we use random or
“simple” sampling.16 For example, a random procedure
could be used to choose S configurations and their en-
ergies {Σs, es}S . In general, each sampled configuration
Σs corresponds to a configuration Σi of the master set.
In fact a given configuration i can appear in the sample
set multiple (mi) times. Since each configuration of the
master set is equally probable, it follows that in the limit
of a very large sample set that

mi

S
=
S→∞

1

Ω
. (3)

In practice, within a given computation it may be conve-
nient to increase the sample size S by augmenting an ex-
isting set. For convenience, we will assume that any given
sample set {Σs, es}S is ordered such that e1 ≤ es ≤ eS
for 1 ≤ s ≤ S.

We now investigate how to use the sampled set
{Σs, es}S to approximate the thermodynamic quantities
of interest. It follows from Eq. (3) that a histogram
function of the sampled set can be used to estimate the
density of states:

GΩ(Ej)

Ω
=
S→∞

H(Ej , {es}S)

S
≡ GS(Ej)

S
. (4)

These equations can be used to estimate the partition
function and Helmholtz free energy of the system. There
is substantial literature detailing algorithms to estimate
GΩ(Ej) using more sophisticated sampling methods such
as the Wang-Landau algorithm.16 However, by assuming
uniform random sampling, a reasonable approximation
to the partition function can be determined at finite size
S by a scaled summation over the sample set either by
direct summation or through the histogram sampled den-
sity of states:

Z(T ) ≈ Ω

S

S∑
s=1

exp

(
− es
kBT

)

=
Ω

S

P∑
r=1

GS(Er) exp

(
− Er
kBT

)
.

(5)

Here P denotes the number of distinct energies that ap-
pear in the sampled set. We will refer to this result as
the “sampled density of states” (SDOS) analysis. Pro-
vided that we can estimate Ω and that the sample size
S well represents the system, the SDOS estimate of the
partition function can be used in Eq. (1) to estimate the
Helmholtz free energy F (T ). The logic used to justify the
sampling form of the canonical partition function given
by Eq. (5) does not rely on how the energies are evaluated
and should be equally valid for analyses of model Hamil-
tonian systems and for “first principles” simulations.

III. TEST OF SAMPLING FORMALISM FOR
MODEL SYSTEMS

Before applying the sampling methods to first prin-
ciples treatments of materials systems, it is prudent to
test how these approximation techniques may work for
well-known models such as the one dimensional and two
dimensional Ising models in zero magnetic field.

A. One dimensional Ising model

First a finite one dimensional Ising model with n sites
and free boundary conditions will be analyzed. In this
case, each configuration Σi consists of a list of site values
σik = ±1 for 1 ≤ k ≤ n. The corresponding configuration
energy given by

ei = −J
n−1∑
k=1

σikσ
i
k+1 , (6)

where J is the coupling constant. The exact free energy
of this system per lattice site is given by17

Fexact(T, n)

n
= −kBT

n
ln

[
2n coshn−1

(
J

kBT

)]
. (7)

Here the Helmholtz free energy is scaled by the number
of sites n.
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FIG. 1. Helmholtz free energy per lattice site as a function of
the scaled temperature for the one dimensional Ising model
for n = 16, comparing the exact result (“Exact”, black line)
given by Eq. 7 with the sampling density of states (“SDOS”,
red lines) calculated from the sampled partition function Eq.
(5). The sample sizes are S = Ω/100, Ω/10, and Ω as indi-
cated. Each calculation was repeated five times to show the
variability.

For numerical testing, we chose the case with J > 0
and the number of sites to be n = 16, corresponding to
Ω = 216 = 65536 as the number of configurations in the
master list. The number of samples S to determine {es}S
for the sampling method were chosen to be S = Ω/100,
Ω/10, or Ω. A comparison of the free energies calculated
with these different samples and using the sampled parti-
tion function Eq. (5) compared with the exact Helmholtz
free energy determined from Eq. (7) are shown in Fig.
1. The results show that the sampling density of states
calculated from Eq. (5) closely reproduces the exact ana-
lytical result particularly at larger temperatures even for
S = Ω/100. We find that for smaller system sizes, the
same trend is seen, but sampling density of state results
show larger fluctuations.

B. Two dimensional Ising model

Another model system suitable for testing is the two-
dimensional Ising model on a square lattice.17–19 We con-
sider the case of a finite square of length n in both

FIG. 2. Helmholtz free energy per lattice site as a function of
the scaled temperature for the two dimensional Ising model
for various numbers of sites n in each of the two directions.
The n→∞ result was evaluated from Eq. (9).

dimensions with periodic boundary conditions. In this
case, each configuration Σi consists of a list of site val-
ues σik,l = ±1 with 1 ≤ k ≤ n and 1 ≤ l ≤ n with

σik,n+1 ≡ σik,1 and σin+1,l ≡ σi1,l. The corresponding con-
figuration energy is given by

ei = −J
n∑

k,l=1

σik,l
(
σik+1,l + σik,l+1

)
. (8)

Here we assume a positive coupling constant (J > 0) and
the number of lattice sites is given by n2. An analytical
expression for the Helmholtz free energy per lattice site
of an infinite two dimensional square lattice (n → ∞)
was derived17–19 to be

lim
n→∞

Fexact(T, n)

n2
=

− kBT

π

∫ π/2

0

dθ ln
(
λ(T )

(
1 +

(
1− κ(T ) cos2 θ

)1/2))
,

(9)

where

λ(T ) ≡ 2 cosh2

(
2J

kBT

)
and κ(T ) ≡

2 tanh
(

2J
kBT

)
cosh

(
2J
kBT

)
2

.

(10)
The variation of the Helmholtz free energy per lattice site
as a function of scaled temperature is shown in Fig. 2 for
various values of n including n→∞ evaluated from Eq.
(9). Since the number of configurations for this model

grows as Ω = 2n
2

, it is practical to analyze finite systems
using direct numerical evaluation or using our sampling
methods up to n = 5.
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The two dimensional Ising model on the square lattice
exhibits two different behaviors; ordered at low temper-
ature and disordered at high temperature. The critical
temperature Tc between these two regimes can be deter-
mined analytically for the infinite n→∞ limit.

κ(Tc) = 1 where
kBTc
J
≈ 2.269 (11)

Another interesting aspect of the two dimensional Ising
model on a square lattice with periodic boundary condi-
tions, is the dependence of the free energy per lattice site
as a function of lattice size n as illustrated in Fig. 2. This
is an example of analyzing the supercell size dependence
of this two dimensional system. It is apparent from Fig.
2 that the free energy per lattice site for a finite n system
is less than its value in the n→∞ limit. In this case, it is
reasonable to conclude that at low temperatures, entropic
effects are overestimated for finite n systems compared
with the corresponding n→∞ case. For this model, the
overestimation is due to the two-fold degeneracy of the
ground state of the supercell which contributes more en-
tropy per lattice site for small supercells than for larger
supercells.

For this two dimensional Ising model we have the op-
portunity to investigate the convergence of the sampling
size S for estimating the free energy using the sampling
density of states from the sampled partition function Eq.
(5). For testing, five calculations where performed for
the n = 5 case for S = Ω/10000, Ω/1000, Ω/100, Ω/10,
and Ω. The results are shown in Fig 3. The results show
that as the number of samples S increases, the 5 differ-
ent calculations become closer to together and converge
to towards the S → ∞ limit. For the ordered phase with
T < Tc, the results are well converged at a sample size
of S = Ω, while for T > Tc the results are well converged
at S = Ω/1000.

IV. IMPLEMENTATION OF RANDOM
SAMPLING FORMALISM TO FIRST

PRINCIPLES SIMULATIONS

A. Configuration analysis for first principles
simulations of Li2OHCl and Li2OHBr

The materials of this study – Li2OHCl and Li2OHBr –
have well-defined crystal structures, each of which can be
adapted to discrete lattice models in order to enumerate
their configurations {Σi}Ω. In related previous work,15

we used a quasiharmonic approach to estimate the free
energies of the structures, allowing the lattice parameters
to vary within the analysis. However in the present work
which focuses on systematic analysis of the order ↔ dis-
order phase transition, we approximated each configura-
tion with constant lattice parameters using the harmonic
phonon approximation.20 Within this framework the en-
ergy of each configuration Σi can be determined as a sum

FIG. 3. Convergence of the free energy of the two dimensional
square Ising model for n = 5 with respect to number of sam-
ples S, comparing sampling density of states (“SDOS”, red
lines) results from Eq. (5) with the exact result (black line).
The sample sizes are S = Ω/10000,Ω/1000,Ω/100,Ω/10, and
Ω as indicated. Each calculation was repeated five times to
show the variability.

of static lattice and harmonic phonon contributions:

ei(T ) = uSL
i + fvib

i (T ). (12)

Here uSL
i denotes the static lattice energy of configura-

tion i calculated within density functional theory. The
term fvib

i (T ) denotes the vibrational contributions to the
Helmholtz free energy of the configuration i which is cal-
culated within the harmonic phonon approximation. Us-
ing density functional perturbation theory,20 the phonon
density of states gi(ω) for the configuration i is deter-
mined as a function of the phonon frequency ω. The
explicit expression21 for fvib

i (T ), which is derived from
the quantum mechanical distribution of phonon states,
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takes the form:

fvib
i (T ) = kBT

∫ ∞
0

dωgi(ω) ln

[
2 sinh

(
h̄ω

2kBT

)]
. (13)

In this expression, the phonon density of states is normal-
ized to 3M , where M represents the number of atoms
in the simulation cell. We note that with Eq. (12),
the configuration energy ei(T ) is temperature dependent;
while the static lattice contribution uSL

i is generally tem-
perature independent for the insulating materials of our
study, the phonon contributions have a strong temper-
ature dependence. This temperature dependent form of
ei(T ) follows from the factorization of the system parti-
tion function into static lattice and vibrational contribu-
tions according to

Z(T ) =

Ω∑
i=1

exp

(
− uSL

i

kBT

)
zvib
i =

Ω∑
i=1

exp

(
−u

SL
i + fvib

i

kBT

)
,

(14)
where zvib

i ≡ zvib
i (T ) denotes the partition function of

the vibrational modes of configuration i.
The challenge of this work is to study the order ↔

disorder phase transitions in Li2OHCl and Li2OHBr as
a function of T . Experimentally,12 the low temperature
(T < 310K) phase of Li2OHCl has been characterized as
an ordered orthorhombic structure while the high tem-
perature phase is a disordered cubic structure. The ex-
perimental analysis12 of Li2OHBr finds only the disor-
dered cubic structure for temperatures T > 223 K (cor-
responding to T > −50 deg C). For this study, we will an-
alyze both the orthorhombic and cubic structures of both
materials. Two distinct sets of lattice configurations are
used. For the ordered orthorhombic phase, only a single
configuration (ΩO = 1), specified by a single set of coor-

dinates and its energy {ΣO
1 , e

O
1 (T )}, is needed. For the

disordered cubic phase a large number of configurations
(Ωc) with sets of coordinates and energies {Σc

i , e
c
i (T )}Ωc

are needed.

1. Analysis of ordered phases

The structures of ordered orthorhombic phases of
Li2OHCl and Li2OHBr are not experimentally known in
detail. In our previous work,15 we identified a candidate
structure for the orthorhombic phase of Li2OHCl which
was consistent with experimental analysis of Schwering
et al.12 and with the experimental results reported in
Ref. 15. This structure, having 10 atoms per unit cell,
is characterized by the space group Pmc21 (#26)22 with
static lattice optimized lattice parameters of a = 3.831 Å,
b = 3.617 Å, and c = 7.985 Å which approximately map
to c/2, a, and b reported by Schwering et al.12. We will
reference this structure as O1. The structural details for
this system are given in Ref. 15. In the course of further
study of this system we found a second candidate ground
state structure (O2) having symmetry Cmcm (#63) hav-
ing 40 atoms per conventional unit cell with static lattice

FIG. 4. Ball and stick diagram of O1 orthorhombic structure
of Li2OHCl having the space group Pmc21. The ball colors
grey, red, blue, and green indicate Li, O, H, and Cl sites
respectively.

FIG. 5. Ball and stick diagram of O2 orthorhombic structure
of Li2OHCl having the space group Cmcm. The ball colors
grey, red, blue, and green indicate Li, O, H, and Cl sites
respectively.

optimized lattice parameters of a = 7.91 Å, b = 7.74
Å, and c = 7.42 Å which approximately map to the
lattice parameters b, c, and 2a reported by Schwering et
al.12. Ball and stick models of both of these structures
are shown in Figs. 4 and 5. The lattice parameters for
the O2 structure are listed in Table I. The X-ray patterns
for the two candidate structures are both similar to the
experimentally reported pattern as shown in Fig. 6. It
is not unusual for the analysis of X-ray powder patterns
to result in some structural ambiguity. On the basis of
the X-ray powder diffraction patterns, the two structures
appear to be very similar.23 Since the lattice constants
and the fractional coordinates for both oxygen and chlo-
rine of the O1 and O2 structures are very similar, the
similarity of the simulated X-ray patterns is not unex-
pected. However, the first principles calculations using
the harmonic phonon approach find the ground state en-
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FIG. 6. Comparison of simulated and experimental X-ray
diffraction patterns at wavelength λ = 1.54056 Å for the
orthorhombic structure of Li2OHCl. The experimental result
was measured at room temperature by Zachary Hood. The
simulated results were based on the the optimized O1 and O2
structures in the static lattice approximation and generated
using the Mercury24 software package. The “Sim: O1 model”
and “Exp: Hood” results were previously presented in Ref.
15.

ergy difference per formula unit to be eO2
1 − eO1

1 = −0.02
eV at T = 0K and eO2

1 − eO1
1 = −0.04 eV at T = 300K

for Li2OHCl and eO2
1 − eO1

1 = −0.06 eV throughout the
temperature range 0 ≤ T ≤ 300K for Li2OHBr. This
suggests that the O2 structure is more stable by an ap-
preciable amount for both materials. Of course we are
well aware that we have not exhausted all possible or-
dered orthorhombic structures. Consequently, both of
the candidate orthorhombic structures are included in
this study.

TABLE I. Optimized structural parameters for the O2 phases
of Li2OHCl and Li2OHBr in the orthorhombic space group
Cmcm (#63) . The corrected DFT-LDA lattice parameters
for Li2OHCl are a = 7.91, b = 7.74, and c = 7.42 Å and
for Li2OHBr are a = 8.01, b = 8.03, and c = 7.88 Å. The
table lists the atomic site type, the multiplicity and Wyckoff
label, and the x, y, and z fractional coordinates of the unique
sites referenced to the conventional unit cell for Li2OHCl and
Li2OHBr.

Li2OHCl Li2OHBr
Atom Wyckoff x y z x y z

O 8 f 0.000 0.747 0.510 0.000 0.741 0.513
H 8 f 0.000 0.831 0.407 0.000 0.824 0.419

Cl/Br 8 g 0.750 0.487 0.250 0.747 0.487 0.250
Li 8 d 0.250 0.250 0.000 0.250 0.250 0.000
Li 4 b 0.000 0.500 0.000 0.000 0.500 0.000
Li 4 c 0.000 0.167 0.250 0.000 0.197 0.250

2. Configuration analysis of disordered cubic phase

A model of a unit cell of the disordered cubic phase
is shown in Fig. 7. The space group of the structure
is Pm3̄m (#221). The H sites have 4π radians of free-
dom about each O site and the Li ions randomly oc-
cupy two-thirds of their face-entered-cubic-like sublat-
tice. In this case, the unit cell contains one formula
unit of Li2OHCl/Br. Using the procedure described
in Sec. IV B, we estimated the cubic lattice constants
with the DFT-LDA corrected values to be a = 3.87Å
and a = 4.02Å for Li2OHCl and Li2OHBr respectively.
These values compare well to the a = 3.9103(1)Å and
a = 4.04626(3)Å values reported by Schwering et al.12.
Using these cubic lattice parameters, the simulations are
carried out within n×n×n supercells. In this work, n = 2
was used, consistent with available computer resources.

FIG. 7. Ball and stick model of a unit cell of the disordered
cubic structure of Li2OHCl and Li2OHBr. Ball colors grey,
red, blue, and green indicate Li, O, H, and Cl or Br sites
respectively. The shading of the Li sites indicates their frac-
tional (two-thirds) occupancy.

In order to use the harmonic phonon approximation of
Eq. (12) to evaluate the configuration energies of the cu-
bic phase (eci (T )), the corresponding configurations (Σc

i )
must represent local equilibrium structures of the disor-
dered lattice, taking into account both the fractional oc-
cupancies of the Li sublattice and the orientational dis-
order of the OH bonds. The challenge is to develop a
scheme to enumerate the set of configurations and ener-
gies {Σc

i , e
c
i (T )}Ωc corresponding to these local minima.

In practice, these are evaluated by random sampling as
formulated in Sec. (II B), using samples Sc consisting of
configuration sets {Σc

s, e
c
s(T )}Sc .

There are many ways to construct the random samples
{Σc

s, e
c
s(T )}Sc of the metastable states of this system. In

this work, the generation of the Sc configuration samples
was achieved as follows. Initial structures were generated
based on random occupation of the Li sublattice and OH
bond orientations. For each initial structure, a nearby
local minimum for the fixed supercell was found using
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FIG. 8. Histogram plots of static lattice internal ener-
gies {uSL

s }Sc for the cubic phases of Li2OHCl (upper panel)
and Li2OHBr (lower panel). The static lattice energies are
given relative to their lowest energy values and have units of
eV/supercell. The histograms are normalized so that their
integral is equal to Sc = 10000. This sample set was con-
structed from randomly occupying the Li sublattice and ran-
domly choosing the OH bond orientations in the 2 × 2 × 2
simulation cell as described in the text.

Li2OHCl Li2OHBr

FIG. 9. Detailed plot of histograms shown in Fig. 8 for
the sampled energies of the cubic phases of Li2OHCl and
Li2OHBr. The lower blue panels show the 20 lowest static
lattice energies {uSL

s }, while the upper red panels show the
corresponding full energies {es(T ) ≡ uSL

s + fvib
s (T )} evalu-

ated at T = 300 K. In each plot the energy scale is adjusted
relative to uSL

1 or e1(T ), as appropriate.

the following two steps. In the first step, the Li posi-
tions were held fixed according to their sampled configu-
ration while the structure was optimized by minimizing
the static lattice energy with respect to the other atomic
positions. In the second step, the configuration was op-
timized with respect to all of the atomic positions. The
resulting sample configuration Σc

s and its corresponding
static lattice energy uSL

s , could be assumed to represent
a sample metastable state of the system. As detailed in
Sec. IV B the two optimization steps could be performed
with relaxed convergence criteria, as long as their accu-
racy was sufficient to identify the lowest energy struc-
tures. In practice, the number of sample sets processed
in this way was chosen to be Sc = 10000. The resul-
tant values of the static lattice internal energies {uSL

s }
are shown in Fig. 8 in histogram form.

Anticipating the evaluation of the partition function
of the cubic phase using the sampling form Eq. (5),
we note that for temperatures of interest (T ≤ 400
K), the sampling energies that contribute are confined
to the energies ecs − ec1 <∼ 0.2 eV. This means that the
summation maximum can be truncated to smax, where
for this case, smax ≈ 20. Accordingly, we then chose
the smax configurations corresponding to the smax small-
est values of uSL

s to calculate their phonon spectra and
their corresponding vibrational free energies fvib

s (T ). For
these smax configurations and for each temperature T ,
we can then form the ordered list of configuration en-
ergies es(T ) = uSL

s + fvib
s (T ) to be used evaluate the

sampled partition function and corresponding Helmholtz
free energy. The distribution of states for these smax

configurations is shown in Fig. 9 for the cubic phases
of Li2OHCl/Br. In this figure, both the static lattice
energies {uSL

s } and harmonic phonon approximate full
energies {es(T )} are presented for T = 300 K. Here we
see that the effects of the vibrational energies {fvib

s } are
significant.

While we have reasonably argued that only the smax

lowest energy configurations are important for evaluating
the sampling partition function, it is still necessary to es-
timate the total number of metastable states Ωc within
the supercell. The details of this analysis are given in the
Appendices B and C. There it is explained that a given
sample set {Σs}Sc can be characterized in terms of its
number of duplicate pairs (counted twice) d ({Σs}S) de-
fined in Eq. (B2) which are listed in Table II. Appendix
B also explains that if one had many sample sets of the
same size Sc the average value depends on Ωc according
to Eq. (B1). Assuming that d ({Σs}S) ≈ 〈d〉, we can
estimate Ωc as listed in Table II. By constructing mod-
els of the configurations for the given number of samples
Sc, for calculated values of Ωc, we can also estimate the
error in the estimated values of Ωc which are also listed
in Table II.

As listed in Table II the estimate of Ωc for the n = 2
supercells of Li2OHCl and Li2OHBr is roughly 107. Fur-
ther analysis is needed to check whether this very large
number of metastable states makes logical sense. We ex-
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pect that the number of configurations in this system to
depend both on the Li sublattice occupation pattern and
the OH bond orientations. Previously we have shown15

that the cubic structure is characterized by a high de-
gree of correlation between the Li vacancy configuration
and the OH bond orientations. The number of configura-
tions WLi associated with the Li sublattice alone can be
estimated by simply counting the number of ways of oc-
cupying two-thirds of the available sites in the supercell,
so that

WLi =
(3n3)!

(2n3)!(n3)!
. (15)

For n = 2, the right hand side of Eq. (15) is 7.4 ×105.
While this estimate is based on the geometry of the ideal
cubic structure before optimization to find metastable
states, it is reasonable to assume that each ideal Li con-
figuration is associated with a number of H configurations
that optimize to form the master set of metastable config-
urations of the lattice {Σc

s}Ωc . This reasoning is consis-
tent with the result that Ωc > WLi. While we expect the
number of H configurations that form metastable config-
urations to be different for each ideal Li configuration, it
is reasonable to define an average number of H configu-
rations WH such that

Ωc = WLiWH. (16)

Denoting the number of OH bond directions per formula
unit as wH, we expect that WH scales as

WH =
(
wH
)n3

. (17)

Using these relationships, we can infer that wH is between
1 and 2 as listed in Table II, which is consistent with the
geometry of the lattice. In particular, previous work on
the cubic phase of Li2OHCl15 and similar studies of the
cubic phase of Li2OHBr show that the OH bonds tend
to point either toward a nearby Li vacancy or between
two neighboring Li vacancies. An approximate counting
of the preferred OH orientations for this lattice gives a
consistent estimate of wH. These results also show that
the sample size of Sc = 10000 is quite small for this sys-
tem, representing a small fraction (0.0001-0.001) of the
estimated total number of configurations Ωc. Given this
large number of configurations for a supercell of n = 2,
we expect that extending this analysis to larger supercells
to represent this system is computationally prohibitive.
From our analysis of finite size errors shown in the two-
dimensional Ising model results, we expect that our re-
sults overestimate the entropic contributions at low tem-
peratures.

Having reasonably established that the cubic phase of
the Li2OHCl/Br system is characterized by a very large
number of contributing configurations, it is difficult to
take a look at the detailed structures. On the other hand,
we can use the parameters defined in Appendix C to ex-
amine some of the properties of the configurations. The

TABLE II. Estimated values of configuration parameters for
n × n × n supercell (n = 2) representing the cubic phase of
Li2OHCl and Li2OHBr as detailed in Appendix B and II B
which also explains the quoted estimates of the expected er-
rors in Ωc.

Li2OHCl Li2OHBr
d ({Σs}Sc) 4 18

Calculated Ωc (2.5 ± 1.8) ×107 (5.6 ± 1.9) ×106

Assumed WLi 7.4 ×105 7.4 ×105

Inferred wH 1.6 1.3

double number of duplicate pairs of the ideal Li config-
urations in our sample, d({Vinit

s }S), is listed in Table
III, showing values within the expected distribution of
d values shown in the histogram of Fig. 15. The cor-
responding values for the optimized Li configurations in
our sample, d({Vopt

s }S), are larger, which indicates that
many of those initial configurations change during the op-
timization calculation. This behavior is expected given
that each initial Li configuration is assigned a random
H configuration, which may or may not be compatible
with that geometry in the optimization calculation. In
general, we expect that the likelihood of a given Li con-
figuration existing within the optimized samples depends
on how many associated H configurations there are. By
calculating Csame for our samples, as listed in Table III,
we find that 40 % of the initial Li configurations remain
the same after the optimization calculation. From the
values of Cmultiple listed in the Table, of those configura-
tions which change in the optimization set, only 4 % and
0.3 % contain doubly occupied Li sites for Li2OHCl and
Li2OHBr, respectively.

B. Computational methods used in the first
principles simulations

The first principles calculations described in this work
were completed using density functional theory25,26 simu-
lations using the QUANTUM ESPRESSO code27 within
the projector augmented wave formalism28 and using the
local density approximation29 for the exchange and cor-
relation. It is well established15,30 that these so-called
DFT-LDA simulations do an excellent job of representing
the static lattice energies and the corresponding vibra-
tional frequencies within the harmonic approximations,
but tend to systematically underestimate the lattice pa-
rameters. Accordingly, all reported lattice parameter val-
ues are scaled by 1.02 in order to approximately compen-
sate. In future work, it may be appropriate to reexamine
the effects of the exchange-correlation functional form.
The data sets for the projector augmented wave formal-
ism basis and projector functions were produced with the
ATOMPAW code.31 Some of the data sets were improved
(particularly Cl) by using the method of Sarkar et al..32

For calculations of the phonon densities of states, QUAN-
TUM ESPRESSO was used to perform density functional
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perturbation theory calculations.20

Several other computer packages were used in this
study. To visualize and make figures of the crystal struc-
tures, VESTA33 and XCRYSDEN34 were used. Post pro-
cessing of the static lattice internal energies and phonon
free energies was done with MATLAB.35 Graphical repre-
sentations of the results were constructed using the soft-
ware package XMGRACE.36

Care was taken to ensure that the calculations of this
study were carried out with consistent and strict conver-
gence parameters. This includes the plane wave cut off of
|k+G|2 ≤ 64 Ry. The k point sampling for Brillouin zone
integration of the electronic wavefunctions used uniform
grids with mid-point sampling, using 4× 4× 2, 2× 2× 2,
and 2×2×2 grids for the O1, O2, and 2×2×2 supercell of
the cubic structures respectively. The q point sampling
for Brillouin zone integration to determine the phonon
density of states function gi(ω) used uniform grids cen-
tered at the origin using 4×4×2, 2×2×2, and 2×2×2
grids for the O1, O2, and 2× 2× 2 supercell of the cubic
structures respectively.

For probing the disordered cubic structures of
Li2OHCl/Br, some additional computational techniques
were used. Firstly, the following procedure was used to
estimate the cubic lattice parameters, following a similar
method described in our previous work.15 Specifically,
3 × 3 × 3 supercells were used to generate 10 distinct
configurations of the disordered Li sites and OH orien-
tations which were each optimized with respect to the
atomic positions and the cubic lattice parameter. The re-
sulting averaged cubic lattice parameters were then used
throughout the analysis of the free energy of this system.
Secondly, in order to determine the sample set of 10000
configurations, static lattice calculations were performed
using relaxed convergence parameters. In order to speed
up the calculations the plane wave cut off was reduced to
|k + G|2 ≤ 45 Ry which resulted in sufficiently accurate
static lattice energies. Thirdly, to evaluate the sampled
partition function and corresponding Helmholtz free en-
ergy for temperatures 0 ≤ T ≤ 400, we anticipated that
only smax lowest energy states needed to be evaluated in
detail. Therefore, the smax configurations corresponding
to the lowest static lattice energies uSLs and their cor-
responding relaxed atomic coordinates were reoptimized
using the strict convergence parameters and their phonon
densities of states were calculated.

C. Evaluation of the Helmholtz free energies for
Li2OHCl and Li2OHBr

Using the sampling partition function equations to
estimate the Helmholtz free energy F c(T ) for the cu-
bic phases of Li2OHCl and Li2OHBr compared with
the corresponding estimates FO(T ) for their ordered or-
thorhombic phases, we are now in the position to calcu-
late the free energy differences

∆F (T ) = F c(T )− FO(T ). (18)

FIG. 10. Helmholtz free energy differences (Eq. (18)) in units
of eV per formula unit of the disordered cubic and ordered or-
thorhombic phases of Li2OHCl and Li2OHBr. The upper and
lower panels shows ∆F based on the O1 and O2 orthorhom-
bic structures, respectively. The full lines represent the val-
ues obtained using the Ωc values given in Table II while the
dashed lines indicate the range of values due to the estimated
standard errors in the estimate of Ωc.

The results are shown in Fig. 10 for the two candidate
orthorhombic structures. The plots show that for both
Li2OHCl and Li2OHBr the cubic phase is more stable
than the O1 candidate orthorhombic structure through-
out the temperature range. However, the results based
on the O2 candidate orthorhombic structure do indicate
a phase transition occurring 50 degrees K higher in tem-
perature for the Li2OHCl structure compared with that
of the Li2OHBr structure. While the calculations under-
estimate the transition temperature compared with ex-
perimental results for Li2OHCl, the qualitative behavior
that the estimated temperature for the orthorhombic ↔
cubic phase transition is considerably higher for Li2OHCl
than for Li2OHBr.

It is useful to analyze the various components of the
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free energy difference:

∆F (T ) = ∆USL + ∆Fvib(T )− T∆Sconfig(T ). (19)

Here all of the components are scaled per formula unit.
The values for cubic phases are computed with the
random sampling formalism and the values for the or-
thorhombic O2 phase are calculated with the correspond-
ing single optimized configuration. Explicitly the contri-
butions are given by

∆USL =
〈(
uSL
s

)c〉− (uSL
1

)O2
,

∆Fvib =
〈(
fvib
s

)c〉− (fvib
1

)O2
,

T∆Sconfig = kBT ln (Zc(T )) + ∆USL + ∆Fvib.

(20)

Here〈(
uSL
s

)c〉
=

∑smax

s=1

(
uSL
s

)c
exp (−ecs/(kBT ))∑smax

s=1 exp (−ecs/(kBT ))
, (21)

and〈(
fvib
s

)c〉
=

∑smax

s=1

(
fvib
s

)c
exp (−ecs/(kBT ))∑smax

s=1 exp (−ecs/(kBT ))
. (22)

In this expression smax denotes the number of states
needed to converge the summation, smax < 20 in this
case. Note that the configuration scaling factor Ωc/Sc
drops out of the analysis of the ∆USL and ∆Fvib ener-
gies, but does affect ∆Sconfig. The simulated results for
these energies are given in Fig. 11 referenced to the O2
orthorhombic structure. Here it is seen that the ∆Fvib

contributions seem to be largely responsible for stabiliz-
ing the cubic phase of Li2OHBr at lower temperature
than the corresponding contribution of Li2OHCl.

V. DISORDERED SUBSPACE
APPROXIMATION

In the course of this investigation, an alternative ap-
proach which we call the “disordered subspace approxi-
mation” (DSS) has emerged which may offer additional
insight into the treatment of disordered systems.

A. Disordered subspace formalism

The expressions given in Sec. II A and II B gener-
ally imply a large computational effort in summing over
a large number of configurations. In practice, the free
energy may be well approximated by evaluating expres-
sions with a much smaller number of configurations. This
is highlighted by the notion of a “disordered subspace”
which contributes to the free energy. In this section we
present both rigorous statements as well as relationships
which result from our experience with many examples

FIG. 11. Components of the free energy difference ∆F (T )
for Li2OHCl (upper panel) and Li2OHBr (lower panel) given
per formula unit, referenced to O2 orthorhombic structures
of both materials, evaluated from Eq. (20). The full green
lines were evaluated using the estimated values of Ωc listed in
Table II while the dashed green lines indicated the range of
the estimated error in the estimate of Ωc.

but which do not yet have a rigorous proof. In this sec-
tion, we identify the latter type as “conjectures” or sim-
ilar language.

The canonical partition function and the Helmholtz
free energy as expressed in Sec. II A are very sensitive to
temperature T . As T → 0, only the lowest energy con-
figuration contributes (assuming that the ground state is
non-degenerate):

F (T = 0) = e1 (23)

In this case, since a single configuration Σ1 characterizes
the system, we can refer to the system as “fully ordered”.
In some cases, the fully ordered attribute may extend to
higher temperatures, T ≥ 0 K.

At the other extreme of the temperature range, (T �
eΩ/kB), all of the configurations will contribute. The
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resulting “fully disordered” free energy can be written as

Ffd(T ) =
1

Ω

Ω∑
i=1

ei − kBT ln(Ω) . (24)

This form is derived by evaluating the partition function
Z(T ) in the T →∞ limit, explicitly keeping the first two
terms of a Taylor’s expansion of ln(Z(T )) about T →∞.
In Appendix A, we show that

Ffd(T ) ≥ F (T ) (25)

which means that at any temperature T , the expression
for Ffd(T ) estimates an upper bound of the Helmholtz
free energy F (T ) of the system.

The form of the fully disordered Helmholtz free energy
given in Eq. (24) suggests a physical interpretation of
the Helmholtz free energy in terms of a competition be-
tween the sum of configuration energies and the entropic
contribution. It inspires a related estimate of Helmholtz
free energy based on a subspace of the full set of config-
urations. Because the set of energies {ei}Ω are listed in
ascending order e1 ≤ ei ≤ eΩ, it is convenient to choose
the subspace as the first N energies in the set. The cor-
responding disordered subspace free energy function is
defined by

Fdss(T,N) =
1

N

N∑
i=1

ei−kBT
(

ln(Ω) + ln(
N

Ω
)

)
. (26)

Here the ln(Ω) term cancels out of the equation, but it is
convenient to keep it in this form. It is possible to show
(Appendix A) that for any N ≤ Ω

Fdss(T,N) ≥ F (T ), (27)

which means that Fdss(T,N) also estimates an upper
bound of the Helmholtz free energy F (T ) of the system.
Assuming a variational principle, it is conjectured that
N0, the value of N that minimizes Fdss(T,N) in Eq. (26)
would be the best choice that gives the closest estimate
of the Helmholtz free energy F (T ).

The notion of the “disordered subspace” approach can
be extended in terms of the sampled set {Σs, es}S , anal-
ogous to the Fdss(T,N) function defined in Eq. (26) in
terms of the master configuration set. We define a sub-
space kernel function which depends on N ≤ S of the
lowest energy configurations according to

f(T,N ,S) ≡ 1

N

N∑
s=1

es − kBT
(

ln(Ω) + ln

(
N
S

))
.

(28)
Given this approximate form for the Helmholtz free en-
ergy, we expect that the optimal value would be obtained
for the choice of N = N0 that minimizes the subspace
kernel:

f0(T,N0,S) = min
N=N0

(f(T,N ,S))T,S . (29)

For a given sample S, the minimization is carried out
separately for each evaluation temperature T . Because
of the discrete formulation of of the kernel f(T,N ,S), it
follows that N0(T ) and f0(T,N0,S) necessarily discon-
tinuous functions. This analysis suggests a practical com-
putational method to estimate the Helmholtz free energy
as follows. Using random methods, a set of configuration
samples {Σs, es}S is chosen to represent the system and
the optimized subspace kernel f0(T,N0,S) is calculated
according to Eq. (29) for each temperature T . This pro-
cess can be repeated by augmenting the sampled set and
reordering the entries so that e1 ≤ es ≤ eS . It is expected
that as the sample size grows, the results will converge to
the optimized disordered subspace function Fdss(T,N0)
and therefore to a good estimate of the Helmholtz free
energy according to

F (T ) ≈
S→∞

1

N0

N0∑
s=1

es − kBT ln

(
N0Ω

S

)
. (30)

It is interesting to consider the significance of the op-
timal number of sample contributions N0 determined in
the disordered subspace analysis of Eq. (29) for large
sample sizes S. The following discussion shows that N0

is connected with the number of micro-canonical con-
figurations M that describe the entropy of the system
according to

SΩ = kB ln(M). (31)

This suggests the following relationship between the
micro-canonical configuration number M and N0

M(T ) ≈ N0(T )
Ω

S
=
S→∞

N0(T ), (32)

using a notation to emphasize that M(T ), N0(T ) and
N0(T ) vary with temperature T . Here N0(T ) comes from
the optimized term count found in the exact configu-
ration analog (Eq. (26)) of disordered subspace kernel
function Eq. (29).

B. Numerical examples of disordered subspace
approximation

It is useful to illustrate the relationships of the disor-
dered subspace formalism for the one dimensional Ising
model presented in Sec. III A. Figure 12 shows the re-
sults for a one dimensional Ising model with n = 10 sites,
comparingM(T ) calculated from Eq. (31) using analytic
expressions of the finite one-dimensional Ising model to
evaluate SΩ = 〈ei〉/T + kB lnZ, with the approximate
values determined from the right hand side of Eq. (32),
evaluated with sample size S=10Ω. Here, 〈ei〉 represents
the canonical average of the configuration energies. The
plot for the disordered subspace analysis is shown as dis-
continuous due to the discrete nature of N0(T ) as it is
formulated in terms of the disordered subspace kernel in
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FIG. 12. Comparison of the number of micro-canonical con-
figurationsM, calculated from the analytic equations (black),
and calculated from the disordered subspace optimized value
determined from the right hand side of Eq. (32) (red), eval-
uated for the one dimensional Ising model with n = 10, and
sample size S=10Ω.

Eq. (29). Apart from these discontinuities, the results
show good agreement with the exact value.

In addition to applying the disordered subspace ap-
proximation to model systems, it can also be applied
to the analysis of real materials. It is possible use the
disordered subspace formalism as described in Sec. V
to approximate the free energy differences between the
cubic and orthorhombic phases analogous to the results
presented in Sec. IV C. These results are shown in Fig.
13 for the ∆F (T ) and in Fig. 14 for the component
contributions. The results are qualitatively close to the
analogous results shown in Figs. 10 and 11 evaluated
using the sampled density of states analysis. The dis-
ordered subspace analysis also allows us to estimate the
corresponding number of micro-canonical configurations
M of the cubic structure, which, according to Eq. (32),
is found to be roughly 103 for 2×2×2 supercells of both
Li2OHCl and Li2OHBr.

VI. DISCUSSION AND CONCLUSIONS

It remains a challenge to directly adapt first principles
methods, which have proven very successful in describing
the detailed properties of ordered materials at low tem-
perature, to simulate the effects of disorder and finite
temperature. In this work, we have made some progress
in developing and testing general lattice based meth-
ods for simulating disordered materials at finite temper-
ature, using the order ↔ disorder phase transitions in
Li2OHCl/Br as an interesting model system.

We use random sampling methods to evaluate the
canonical partition function using Eq. (5). For Ising
model tests, this method was found to converge well to
the exact answer when the sample size S was compara-
ble or greater than the number of system configurations
Ω, even at low temperatures. For higher temperatures

FIG. 13. Helmholtz free energy differences (Eq. (18)) in units
of eV per formula unit of the disordered cubic and ordered or-
thorhombic phases of Li2OHCl and Li2OHBr analogous to re-
sults presented in Fig. 10 but evaluated within the disordered
subspace formalism.

and especially for temperatures above Tc in the two di-
mensional Ising model, we find that the sampling results
converge much more rapidly; finding accurate results for
sample sizes as small as S ≈ Ω/100 or S ≈ Ω/1000 for
the particular systems we examined. For studying sys-
tems in which the size of Ω is unknown, we demonstrated
that the examination of the configuration vectors {Σs}S
can provide a good estimate of Ω. In particular, the dou-
ble number of duplicate pairs d({Σs}S) defined by Eq.
(B2) can be calculated. Using Eq. (B1), the average
value 〈d〉 can be used to estimate Ω. While the calcula-
tions improve with increasing sample sizes (as S → ∞),
statistical methods can be used to estimate the error of
the estimate of Ω. We introduced the “disordered sub-
space” formalism which calls attention to the fact that
as a function of temperature T , a subspace N0(T ) of the
full S samples and correspondingly N0(T ) configurations
of the master set Ω contribute to the free energy approx-
imated by Eq. (30). While this approach may or may
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FIG. 14. Components of the free energy difference ∆F (T )
for Li2OHCl (upper panel) and Li2OHBr (lower panel) given
per formula unit, referenced to O2 orthorhombic structures
of both materials, analogous to the results presented in Fig.
11 but evaluated within the disordered subspace formalism.

not be competitive with directly evaluating the sampled
canonical partition function through Eq. (5), the no-
tion of the disordered subspace approximation leads to
an explicit estimate of the configurational entropy of the
system using Eq. (31) and Eq. (32).

The random sampling methods together with first
principles methods were developed to studying the or-
der↔ disorder phase transition for the Li2OHCl/Br sys-
tem. While we initially thought that the sample size of
S = 10000 was quite large, it turned out to be quite small
compared with the estimated value of master configura-
tions of Ω ≈ 107 in the cubic phase. While we expect that
increased sampling will improve the results, the current
sample size is nevertheless reasonable. By using reduced
plane wave cutoff parameters in the initial optimization
steps for finding the metastable state configurations and
their corresponding static lattice energies, the simulation
was entirely feasible within our computational resources.

This enabled us to choose a much smaller number of sam-
ples smax for performing higher accuracy optimizations
and for evaluating the vibrational contributions shown
in Fig. 9. The results shown in Fig. 10, indicate that the
transition temperature occurs at a higher temperature for
Li2OHCl than for Li2OHBr by 50 K, assuming that the
orthorhombic structure having Cmcm symmetry (O2) as
the reference. The fact that cubic phase is more stable
than the O1 orthorhombic structure throughout the full
temperature range, gives further evidence that the O2
structure is more likely to be the physical structure of the
orthorhombic phase of Li2OHCl. Since no orthorhombic
phase has been observed for Li2OHBr, there is presently
no experimental evidence to suggest either choice. The
decomposition of the free energy differences into the var-
ious contributions shown in Fig. 11 indicates that the
vibrational free energy difference is largely responsible
for stabilizing the cubic phase in Li2OHBr.

In performing the first principles simulations for
Li2OHCl/Br, one can ask whether the particular choice
of sampling construction is providing a good representa-
tion of the cubic phase configuration space. While it is
not possible to answer that question directly, the anal-
ysis of the configuration parameters given in Appendix
II B, suggests that the properties of the metastable con-
figurations are supportive of the notion that the range of
metastable configurations of the cubic lattice were uni-
formly sampled.

The results for the Li2OHCl/Br system encourage fur-
ther development of these techniques and tools for study-
ing the thermodynamic properties of a wide variety of
disordered lattice systems in terms of sets of random
samples. This system exemplifies a case where random
sampling methods are preferable to cluster expansion ap-
proaches. The particular geometry of this system with
two interdependent disordered components of the Li sub-
lattice and the variable nearby OH bond angles is diffi-
cult to treat with a cluster expansion. In addition, the
random sampling method allows for the straightforward
inclusion of both vibrational effects together with static
lattice effects in the energy analysis.

Appendix A: Proof of inequalities showing that
Ffd(T ) and Fdss(T ) provide an upper bounds to the

Helmholtz free energy

In order to prove the two inequalities given in Eq. (25)
and Eq. (27), we consider the general equations with
N ≤ Ω. The inequality that must be demonstrated can
be written

1

N

N∑
i=1

ei − kBT ln(N) ≥ −kBT ln

(
Ω∑
i=1

exp

(
− ei
kBT

))
.

(A1)
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This can be rearranged to the form

1

N

N∑
i=1

(
− ei
kBT

)
≤ ln

(
1

N

Ω∑
i=1

exp

(
− ei
kBT

))
. (A2)

Since the energies are ordered e1 ≤ ei ≤ eΩ, it follows
that

Ω∑
i=1

exp

(
− ei
kBT

)
≥

N∑
i=1

exp

(
− ei
kBT

)
. (A3)

Consequently, if the proof is completed in Eq. (A2)
with the summation to Ω replaced by a summation to
N , the original inequality (Eq. (A1)) is also true. Us-
ing the abbreviation for the positive real numbers Xi ≡
exp(−ei/kBT ), and taking the exponential of both sides
of the modified version of Eq. (A2), the inequality be-
comes (

N∏
i=1

Xi

) 1
N

≤ 1

N

N∑
i=1

Xi, (A4)

which states that the geometric mean of a set of positive
real numbers Xi is less than or equal to its arithmetic
mean.37 This result then provides the justification for
Eqs. (25) and (27) and shows the utility of the disordered
subspace function.

Appendix B: Details of relationships between
configurations and their sampling statistics

While the exact value of the number of metastable
states Ω which characterize the disordered system is not
known, it is possible to estimate its value from charac-
teristics of its S samples. We want to explore the rela-
tionship of the exact set of configurations {Σi}Ω and the
sample set {Σs}S . While each of the exact configurations
Σi is unique, some of the sample configurations Σs may
be duplicated. It can be shown that, for a given system
of Ω metastable states, the average number of duplicate
pairs (doubly counted) for set of size S, is given by

〈d〉 =
S(S − 1)

Ω
. (B1)

We note that this equation is consistent with Eq. (3) in
the limit of S → ∞. The averaging in Eq. B1 is per-
formed over distinct sets {Σs}S for fixed size S. For a
given set, {Σs}S , it is possible to calculate the double
number of duplicate pairs using a Kronecker delta func-
tion according to

d ({Σs}S) =

S∑
s=1

S∑
r(6=s)=1

δµsr,1, (B2)

where the duplicate measure function µsr is constructed
to have the property

µsr

{
= 1 for Σs = Σr

6= 1 for Σs 6= Σr
. (B3)

FIG. 15. Histogram of duplicate pair values (doubly counted)
d for 512000 sets of configurations {Vs}S for sample size S =
10000 representing the ideal Li sublattice of the Li2OHCl/Br
system for n = 2 supercells.

In order to demonstrate this relationship, we can
consider an analysis of the ideal Li sublattice of the
Li2OHCl/Br system. It is convenient to define occupa-
tion vectors Vs. For the n × n × n unit cell, the vector
would have K = 3n3 components. Expressing Vs in row
vector form:

Vs = [os1, o
s
2, . . . , o

s
K ], (B4)

where

K∑
k=1

osk =
2

3
K = 2n3 ≡ L. (B5)

For the ideal Li sublattice, the occupation numbers {osk}
are all 0 or 1. However, in anticipation of using this for-
malism for the optimized supercell system as well, we can
generalize the analysis to allow for the site occupations of
osk > 1 as well. For this vector construction, we can then
define the duplicate measure function to be a modified
vector dot product of the form:

µsr ≡
1

L

K∑
k=1

√
osko

r
k. (B6)

In order to check the evaluation of Eqs. (B1) and (B2)
for a representative system, we generated a large number
(Q = 512000) sets of samples having S = 10000 configu-
rations based on the configuration vectors {Vs}S repre-
senting the ideal Li sublattice for n = 2 supercells. The
master set of configurations for this system (Ω) is given
by the right hand side of Eq. (15). For each of the Q sam-
ple sets, we calculated the value of d using Eq. (B2) and
the histogram of the results is presented in Fig. 15. The
distribution of d values appears to have a Gaussian shape
with an average value of 〈d〉 = 135.969± 0.023. Here we
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have taken the error estimate as the standard deviation
of the mean calculated as the standard deviation of the
d values divided by

√
Q. The standard deviation of d

itself (σd ≈ 16), provides a good estimate of the error in
evaluating the double number of duplicate pairs for this
system with a single sample set. Using the known values
of Ω and S for this system, the right hand side of Eq.
(B1) estimates 〈d〉 = 135.954. This numerical test helps
validate Eq. (B1).

Appendix C: Details of configuration analysis for
cubic phases of Li2OHCl/Br

In order to extend the analysis of Appendix B to a
more realistic representation of the cubic phase of our
system there are several considerations. Generally we
assume that each initial configuration of the ideal cu-
bic lattice maps, after optimization, to some metastable
configuration that can be used in our analysis, generally
maintaining the statistical sampling properties. We can
develop some tools to assess this assumption and to esti-
mate the total number of metastable configurations Ωc.
These tools will represent the Li sublattice using a gen-
eralization of Eq. (B4) and the full lattice coordinates,
including the alternative H positions.

In practice, a single sample configuration set {Σ}init
S →

{Σ}opt
S with sample size S = 10000 was constructed as

described in Sec. IV B for evaluating the Helmholtz free
energy.

First, consider the properties of Li sublattice of these
configurations. For this purpose, the idealized Li sub-
lattice described in Sec. B must be generalized. While
the configuration vectors {Vinit

s }S , defined in Eq. (B4),

with the occupancy numbers (osk)
init

having values of 0
or 1, well represent the initial configuration of the Li sub-
lattice, after the optimization step, these configurations
may change. Using an algorithm which assigns each Li
to its nearest ideal site to define the occupation numbers
(osk)

opt
having values 0, 1, 2..., we can construct corre-

sponding configuration vectors {Vopt
s }S to represent the

Li sublattice of the metastable states. Here, occupation
values (osk)

opt
> 1 can occur when site k is occupied by

two or more Li ions. These can be used to evaluate the
double number of duplicate pairs according to Eq. (B2)
d({Vinit

s }S) and d({Vopt
s }S), representing the initial and

optimized Li sublattice configurations, respectively. We
can also count how many of the S configurations keep the
same Li sublattice configuration after the optimization
step compared with its initial configuration by evaluat-
ing

Csame =

S∑
s=1

δνss,1, where νss ≡
1

L

K∑
k=1

√
(osk)

init
(osk)

opt
.

(C1)

Similarly, we can count how many of the S configurations
have multiple occupancies on the Li sublattice sites by

TABLE III. Values of Li sublattice parameters for evaluating
the cubic phases of Li2OHCl/Br for the configuration sample
set with S = 10000.

Li2OHCl Li2OHBr

d({Vinit
s }S) 126 177

d({Vopt
s }S) 244 246

Csame 4124 4278
Cmultiple 356 29

evaluating

Cmultiple = S−
S∑
s=1

δλss,1, where λss ≡
1

L

K∑
k=1

(
(osk)

opt
)2

.

(C2)
The results of these parameters are summarized in Table
III.

In order to extend the analysis of the atomic configura-
tions beyond that of the Li sublattice, we need to consider
the full set of atomic positions {Rs

a} where the atomic
index a enumerates all of the M atoms in the supercell.
In this case, the duplicate measure function needed to
evaluate Eq. (B2) could be calculated from

µsr = 1 +

M∑
a=1

|Rs
a −Rr

a|. (C3)

In practice, a constant shift vector must often be added to
this expression to account for a possible uniform drift of
the coordinate system during the simulations. Typically,
the evaluation of Eq. (C3) was performed with an error
tolerance of 0.01 Å for each of the three directions of
the position vectors Rs

a. This form was used to evaluate
d ({Σs}Sc) listed in Table II.
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