Nonequilibrium Electron Dynamics In Pump-Probe Spectroscopy: Role Of Excited Phonon Populations
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We study the role of excited phonon populations in the relaxation rates of nonequilibrium electrons using a nonequilibrium Green’s function formalism. The transient modifications in the phononic properties are accounted for by self-consistently solving the Dyson equation for the electron and phonon Green’s functions. The pump induced changes manifest in both the electronic and phononic spectral functions. We find that the excited phonon populations suppress the decay rates of nonequilibrium electrons due to enhanced phonon absorption. The increased phonon occupation also sets the nonequilibrium decay rates and the equilibrium scattering rates apart. The decay rates are found to be time-dependent, and this is illustrated in the experimentally observed population decay of photoexcited Bi1.5Sb0.5Te1.7Se1.3.

I. INTRODUCTION

Driving matter far from equilibrium is a new frontier in the control of quantum materials. Prominent recent discoveries including Floquet insulators1 and Time Crystals2–3 herald important opportunities to create new phenomena and materials properties by purposefully driving materials away from their well-known equilibrium states. A decisive factor in the properties and stability of driven, nonequilibrium matter is the relaxation of excited degrees of freedom. We need to quantify the time scales of thermalization and relaxation, and to identify the rate limiting steps in thermalization and relaxation processes as targets for characterization and control. This focus on driven matter necessitates new experimental and theoretical tools capable of addressing the time-dependent phenomena. On the theoretical side, the fundamental challenge is that time translation symmetry is broken out of thermal equilibrium and full quantum dynamics calculations need to be performed for which methodology is still in development4. On the experimental side, the challenge is that the most relevant relaxation processes in quantum matter occur on ultrafast time scales in the range of femtoseconds to picoseconds5.

Of the quintessential techniques to study matter out of equilibrium, time-resolved photoelectron spectroscopy is rapidly becoming an established probe of quantum materials. With increasing resolution and breadth of application, time- and angle-resolved photoemission spectroscopy (tr-ARPES) is used as a tool to study materials such as high-Tc cuprates,6–9 graphene,10,11 and other 2D materials12,13. In these experiments, one of the common measurements is that of population dynamics.14–16 A laser pump excites the electrons within the material, which absorb energy and occupy states above the Fermi level that were unoccupied in equilibrium. With time, the electrons relax back to a new final state, which may be the same as the pre-pump equilibrium state or a modified one. Recent work examining the return of excited systems to equilibrium in tr-ARPES experiments17–19 demonstrated that a rate-limiting step in the energy transfer from nonequilibrium electrons to the phonon bath, may set the rate of relaxation even in the presence of other interactions such as impurity and Coulomb scattering.20 This is also reflected in the fact that quasi-particle lifetimes (as measured, e.g. through an ARPES linewidth) and population decay rates (as measured using tr-ARPES) are often inequivalent.21

However, in these earlier works the phonon bath was assumed to have infinite heat capacity i.e. the phonon properties (e.g., frequency, linewidth, occupation) remained unchanged. While this is a reasonable approximation when the amount of absorbed energy is small, in principle the phonon bath may absorb energy, and may transfer energy back to the electrons. The recent simultaneous measurement of the electron and lattice dynamics in optically excited systems has also demonstrated that the mutual energy transfer between the electrons and the phonons determine the relaxation dynamics.22 Furthermore, considering the modification of phonon properties out of their equilibrium state is critical, especially when the phonons are driven directly. This possibility has been of interest within the field of light-induced states of matter,23–25 and more specifically in reports of light-enhanced electron-phonon coupling upon phonon driving.26 Within the context of tr-ARPES, one may expect electron population scattering rates to decrease as the phonon occupation increases (zero at low temperatures) because this causes increased phonon absorption and thus may slow down the decay.

The theoretical study of relaxation dynamics has been of interest since the advent of ultrafast spectroscopy. Subsequent developments have been heavily influenced by the so-called two-temperature model (TTM) suggested by Allen27 which helped to understand the relaxation dynamics in simple metals after an ultrafast excitation. The model assumes that the electrons and the lattice are independently thermalized and are characterized by electron and lattice temperatures; the difference in their respective temperatures drives the dy-
of the Fermi level (termed the “phonon window”) as the increasing phonon population pushes quasiparticles from below the Fermi energy to above. We investigate these effects as a function of excitation density and probe delay time. We also show that the pump field can effectively modify the signatures of interactions in both electron and phonon spectra.

The paper is organized as follows. In Sec. II we discuss our model and method. In Sec. IIIA we present the equilibrium electronic quantities followed by the analysis of the simulated tr-ARPES spectra and the nonequilibrium sum rules in Sec. IIIB1. Then in Sec. IIIB3 we obtain the decay rates from the tr-ARPES spectra, and discuss their binding energy- and time-dependence. In support of the latter, we show experimentally measured time-dependent decay rates of the excited surface states of Bi$_{1.5}$Sb$_{0.5}$Te$_{1.7}$Se$_{1.3}$. In Sec. IIIB5 we illustrate the effect on the phononic spectra. We conclude in Sec. IV.

II. MODEL AND METHOD

We study the dynamics of the electrons residing in a 2D tight-binding band linearly coupled to a bath of optical phonons of a frequency $\Omega_0$. The system is described by the Holstein Hamiltonian

$$\mathcal{H} = \sum_{k\sigma} \epsilon_k c_{k,\sigma}^{\dagger} c_{k,\sigma} + \sum_{q} \Omega_0 b_q^{\dagger} b_q + g \sum_{kq\sigma} c_{k+q,\sigma}^{\dagger} c_{k,\sigma} (b_q + b_{-q}^{\dagger}),$$

(1)

where $c_{k,\sigma}$ ($b_q$ and $b_q^{\dagger}$) are the electron (phonon) annihilation and creation operators at the state $k$ ($q$) and a spin $\sigma$. The electron-phonon interaction vertex $g$ is assumed to be momentum-independent. The tight-binding band dispersion is given by

$$\epsilon_k = -2V_{nn}(\cos k_x + \cos k_y) + 4V_{nnn} \cos k_x \cos k_y - \mu.$$  

(2)

The electrons can hop between the (next) nearest neighboring sites with the $(V_{nnn})/V_{nn}$ amplitude, and the chemical potential $\mu$ determines the band filling.

The electronic system is driven from the initial equilibrium by a pump field described by the vector potential $A(t)$. We include the pump field via the Peierls’ substitution $k \to k - A(t)$, which is spatially uniform. This method of including the external field allows to have both the electron-phonon scattering processes and the ultrafast optical excitation to take place at the same time as opposed to interaction quench methods or the numerical integration of Boltzmann transport equations. In our choice of units where $\epsilon_F = c = h = e = 1$, and working within the Hamiltonian gauge, the electric field of the pump is given by $E(t) = -\partial_t A(t)$ with zero scalar potential.

We solve the equation of motion for the system using a nonequilibrium Green’s function method whose main
object is the double-time Green’s function living on the Keldysh contour $\mathcal{C}$. For an electron and phonon, the Green’s functions are defined by

$$
G_k^C(t, t') = -i \langle \mathcal{T} c_k(t) c_k^\dagger(t') \rangle, \\
D_k^C(t, t') = -i \langle \mathcal{T} X_k(t) X_k^\dagger(t') \rangle,
$$

respectively, where $\mathcal{T}$ is the time-ordering operator on the contour $\mathcal{C}$. The phonon displacement and creation (annihilation) operators are related via $X_k = b_k + b_k^\dagger$. Since we work with Einstein phonon modes, the phonon Green’s function is manifestly local. The thermal average is taken over the initial equilibrium distribution at temperature $T$. The Green’s function $G_k^C(t, t')$ evolves on the Keldysh contour according to the Dyson integro-differential equation

$$
[i \partial_t - \epsilon_k(t)] G_k^C(t, t') = \delta^C(t, t') + \int_C dz \Sigma^C(t, z) G_k^C(z, t').
$$

The electron self-energy $\Sigma^C$ accounts for the effect of electron-phonon interactions. The phonon Green’s function is obtained by solving its Dyson equation

$$
D^C(t, t') = D^C_0(t, t') + \int_C dt_1 dt_2 D^C_0(t, t_1) \Pi^C(t_1, t_2) D^C(t_2, t').
$$

Here, $\Pi^C(t_1, t_2)$ is the phonon self-energy. The noninteracting phonon Green’s function $D^C_0(t, t')$ is given by

$$
D^C_0(t, t') = -i \left[ (n_B(\Omega_0) + 1 - \theta_C(t, t')) e^{i\Omega_0(t-t')} + (n_B(\Omega_0) + \theta_C(t, t')) e^{-i\Omega_0(t-t')} \right].
$$

Here, $n_B(\Omega_0) = (e^{\Omega_0/T} - 1)^{-1}$ is the Bose distribution function, and $\theta_C$ is the Heaviside step function on the Keldysh contour. The details of the method used to solve the equations of motion are outlined elsewhere.

In this work, we consider two cases. First, we work with phonons where the phonon Green’s function is kept fixed, i.e., $D^C = D^C_0$. In this approximation, phonons serve as an effective heat bath with infinite heat capacity which will be denoted as “Infinite Bath” for brevity. In the second case, we solve the Dyson equation for the phonon Green’s function self-consistently as we move forward in time which takes into account the transient modifications of the phonon properties as they interact with electrons. Thus phonons in this case resemble a heat bath with a finite heat capacity which will be denoted as “Finite Bath”. To solve Eq. 5 and Eq. 6, we need to choose an approximation scheme for the electron and phonon self-energies. In the case of the Finite Bath, we use a conserving approximation where the particle number, momentum, and the total energy of the system are conserved. For an approximation to be conserving, the self-energies $\Sigma$ and $\Pi$ have to be functional derivatives of a Luttinger-Ward functional $\Phi(G, D)$. The functional and the self-energy diagrams are depicted in Fig. 1. The Hartree term in the electron self-energy is absorbed into the chemical potential as it is momentum independent and instantaneous. The corresponding expression for the self-energy diagrams are

$$
\Sigma^C(t, t') = ig^2 D^C(t, t') G^C_{\text{loc}}(t, t'), \\
\Pi^C(t, t) = -ig^2 G^C_{\text{loc}}(t, t') G^C_{\text{loc}}(t', t),
$$

where the local electron Green’s function $G^C_{\text{loc}} = N_k^{-1} \sum_k G^C_k$. Here, we ignore the momentum dependence of the phonon self-energy by summing over all electronic momenta in the first Brillouin zone. Often, the optical phonon bands are relatively dispersionless so this is a good approximation. When the acoustical branches are also considered, the momentum dependence becomes relevant. However, for the relatively short time dynamics we are interested in, the dominant relaxation channel is provided by the high energy optical phonons.

Once we have chosen the appropriate self-energy approximation, we can solve Eqs. 5 and 6. By applying the Langreth rules, one can separate the contour equation into the pieces residing in the different parts of the Keldysh contour, i.e. Matsubara, real-time, and mixed pieces and standard numerical integration techniques can be employed.

The pump field centered at $t_0$ and directed along the zone diagonal in the 2D Brillouin zone has a profile given by

$$
A(t) = F \sin(\omega_p t) e^{-(t-t_0)^2/2\sigma_p^2}(\hat{e}_x + \hat{e}_y),
$$

where $F$, $\omega_p$, and $\sigma_p$ are the pump fluence, oscillation frequency, and temporal width, respectively. Here $\hat{e}$ is a unit vector along the respective direction in reciprocal space. We measure the tr-ARPES intensity of electrons using a probe pulse of the Gaussian time profile of width $\sigma_{pr}$ via

$$
I(k, \omega, t_0) = \frac{1}{\sqrt{2\pi}} \frac{\text{Im} \int dt dt' e^{i\omega(t-t')} G^C_k(t, t') \times e^{-(t-t_0)^2/2\sigma_{pr}^2} e^{-(t'-t_0)^2/2\sigma_{pr}^2}}{e^{-(t-t_0)^2/2\sigma_{pr}^2} e^{-(t'-t_0)^2/2\sigma_{pr}^2}}.
$$

As the measured tr-ARPES intensity must be gauge-invariant, the momentum shift induced by the pump field is corrected by a time-dependent shift.

To obtain the energy- and time-dependence of various observables, we perform a Wigner transformation of the time coordinates $\{t, t'\} \rightarrow \{t_{\text{ave}} = (t + t')/2, t_{\text{rel}} = t - t'\}$. Consequently, the energy dependence is acquired by Fourier transforming with respect to the relative time $(t_{\text{rel}})$. The average time $t_{\text{ave}}$ is the measure of the probe delay time with respect to the center of the pump pulse $(t_{\text{delay}} = t_{\text{ave}} - t_0)$.

In equilibrium, the coupling strength between electrons and phonons can be quantified by a dimensionless parameter $\lambda = -\partial \text{Re}[\Sigma^C(\omega)]/\partial \omega |_{\omega=0}$. For a broad band
(\(W \gg \Omega_0\)), its value depends on the coupling vertex, the density of states at the Fermi level, and the phonon frequency as \(\lambda = 2g^2N(0)/\Omega_0\).

We choose the band parameters to be \(V_{nm} = 0.25\) eV, \(V_{nnm} = 0.075\) eV, and \(\mu = -0.255\) eV corresponding to a hole-doped band with 0.42 filling per spin. The phonon frequency \(\Omega_0 = 0.1\) eV and the coupling vertex \(g = \sqrt{0.02}\) eV\(^{-1}\) are chosen so that we stay in the weak coupling limit \(\lambda < 1\). The choice of parameters is motivated by the numerical feasibility rather than modeling a particular physical system in hand. To resolve the spectral features in tr-ARPES, we set the initial temperature of the system to \(T = 0.01\) eV or about 116K.

The pump field has a width of \(\sigma_p \approx 6.6\) fs and frequency \(\omega_p = 0.5\) eV. To resolve the pump induced changes in the electronic as well as phononic spectra, we use a pump fluence of \(F = 1.0/a_0\) (\(a_0\) is the lattice constant), and to compare the nonequilibrium decay rates to their equilibrium counterpart, we employ weaker pump fluences in the range of \(0.50/a_0 \leq F \leq 1.00/a_0\). Henceforth, we set \(a_0 = 1\). For better energy resolution of the spectral features, the probe width is taken to be \(\sigma_{pr} \approx 16.5\) fs.

In this work, we present the results obtained on a rectangular Brillouin zone grid discretized into \(80 \times 80\) momentum points. The time propagation is performed on a real time grid of 300 fs length, discretized into \(\Delta t = 0.13\) fs time intervals, long enough for the populations to fully relax into their final states. We use 1200 imaginary time points along the vertical axis on the Keldysh contour.

III. RESULTS

To set the stage for the nonequilibrium results, we present the properties of electrons at thermal equilibrium with the phonon bath at various system temperatures. Then, we focus on nonequilibrium to identify the similarities and the key differences between the spectra of electrons coupled to the Infinite Bath and the Finite Bath both in and out of equilibrium.

A. Equilibrium

The equilibrium ARPES directly accesses the electronic states with a given energy resolution. To aid the contrast between the spectra of electrons coupled to the Infinite Bath and to the Finite Bath we include the car-
that treating the phonon properties self-consistently affects the single-particle spectra noticeably, but not significantly. We see the expected broadening of the spectra and the loss of the kink feature.

The equilibrium spectral-weight measured by the angle integrated photoemission spectroscopy is the product of the electron distribution function $f(\omega)$ and the electronic density of states $N(\omega)$ obtained from the retarded component of the electron Green’s function whose poles and width are affected by $\text{Re}\Sigma_R$ and $\text{Im}\Sigma_R$ as $N(\omega) = -\frac{1}{\pi} \text{Im} G_{\text{loc}}^{\text{ret}}(\omega)$, This quantity is shown in Fig. 4 for various temperatures. Changing the temperature modifies the density of states inside the phonon-window and at the band edges though the total integrated area enclosed by $N(\omega)$ does not change and is equal to unity. The sharp feature in the vicinity of the Fermi level (the van Hove singularity) at low temperatures is flattened out as the system temperature is increased. This indicates a decrease in the number of the available states in the aforementioned region.

**B. Nonequilibrium**

1. **tr-ARPES**

In the nonequilibrium realm, we note that the phonon population (set by the equilibrium lattice temperature) stays fixed in the Infinite Bath, whereas it can be excited in the Finite Bath. The latter is possible because of the energy supplied by the pump is conserved and dynamically transferred between the electrons and the Finite Bath resulting in the increase of the phonon population. In Fig. 5, we compare the tr-ARPES of the electrons interacting with the Finite Bath to those interacting with the Infinite Bath in equilibrium, just after, and a long time after the excitation. We are interested in how the modified phononic properties affect the single particle dynamics as well as the population dynamics of electrons. Initially, the coupled system of electrons and phonons are in thermal equilibrium. Before excitation, the electrons mostly occupy states below the Fermi level except for a small amount of spectral-weight because of the nonzero initial temperature. Once the pump pulse excites a significant portion of the spectral weight above the Fermi level ($t_{\text{delay}} = 0$ fs), the spectra of electrons coupled to the Infinite Bath show a disappearance of the kink resulting from a rearrangement of spectral-weight by the pump field in agreement with the previous results. Long after the excitation ($t_{\text{delay}} = 250$ fs), the system returns to its pre-pump equilibrium form.

On the other hand, the electrons interacting with the Finite Bath respond to the ultrafast excitation differently. In addition to the disappearance of the kink, the excited electrons also manifest a more diffuse spectra. The long time form of the spectra also differ starkly from those of the Infinite Bath. It does not return to its initial equilibrium form, rather it settles to a different final state.
FIG. 5. Nonequilibrium: Temporal evolution of electronic properties. a, b) Schematic of electrons coupled to the Infinite Bath (a) and the Finite Bath (b) of phonons. The arrow indicates the possible directions for energy transfer. c) tr-ARPES spectra along the zone diagonal before (equilibrium), during, and a long time after the pump for both infinite and finite phonon baths. The horizontal dashed lines indicate the bare phonon frequency. The initial equilibrium temperature is set to $T = 0.01\,eV$, and the pump fluence used to drive the system is $F = 1.0/\alpha_0$. In both cases, the excited populations relax into their corresponding final states by 250 fs delay time (the rightmost panels).

FIG. 6. Comparison of the energy distribution curves (EDC) of (a) the Infinite Bath to those of (b) the Finite Bath. The EDCs at various quasiparticle momenta are put side-by-side to highlight the changes in the electronic spectra due to the excited phonons. The EDCs at the Fermi momentum long after the pump pulse compared to those in equilibrium for (c) the Infinite Bath as well as (d) the Finite Bath. Where the kink is no longer visible and the linewidth is broadened.

The difference in the corresponding spectra reflects how the energy supplied by the pump is redistributed between the electrons and the bath. Although the pump field injects almost the same amount of energy into the electrons in both cases, the amount of energy retained in the system starkly differ. In the case of the Infinite Bath, the excess energy of electrons is entirely dissipated into the phonon bath as if it has an infinite heat capacity (where its name comes from), so the total energy is not conserved. Therefore, the excited electrons essentially relax back to the prepump state. On the other hand, in the case of the Finite Bath, the supplied energy is redistributed between electrons and the phonon bath as the total energy is conserved in the system. This necessitates...
the electrons to settle into a new higher-energy state because of the excess energy retained in the system.

To illustrate these long-time differences, we plot the energy distribution curves (EDC) \(I(k, \omega, t_0)\) as defined in Eq. 11 at various momenta along the zone diagonal in Fig. 6(a/b) for the Infinite/Finite Bath at \(t_0 = 250\) fs when the excited populations relax into almost their corresponding final steady states. Here, we observe clear differences. The ones for the Finite Bath acquire a more smeared form at all momenta. This is associated with the increased phonon population during the electron relaxation because the spectral linewidth is directly related to the electron self-energy (see Fig. 3), which becomes more smeared as the phonon temperature is increased. In the right figure, we compare EDC curves for the initial and final states for both cases. In the case of the Infinite Bath, the EDC at \(k_F\) essentially restores to its pre-pump form, while the kink fades away in the case of the Finite Bath.

Although the notion of temperature is not strictly defined for the nonequilibrium electrons, to understand the features in tr-ARPES we refer back to the equilibrium spectra in Fig. 2 at different temperatures. At delay times long enough for electrons and the phonons to reach thermal equilibrium, the single particle spectra takes a form analogous to the equilibrium spectra at an elevated temperature for the Finite Bath and the initial temperature for the Infinite Bath. However, in the case of the Finite Bath, there is no way to know the final system temperature \textit{a priori}. We note that the transient states can never be obtained from equilibrium calculations even with the knowledge of the respective electron and phonon temperatures (assuming that the population are thermal which does not strictly hold)\cite{4,19} because those two temperatures differ at a given delay time.

It was observed in earlier studies\cite{17,18,21,50} that the decay of electron population inside the phonon-window defined as \(W = [-\Omega_0, \Omega_0]\) is qualitatively different than the decay outside. The phenomenon was associated with phase space restrictions and was dubbed a “phonon window effect”. Here, to study the dynamics of populations inside and outside \(W\), we plot the electron population obtained by summing the spectral weight from tr-ARPES over momenta and energies above \(E_F\) as a function of probe delay time in Fig. 7.

Outside of \(W\), the electrons coupled to the Infinite Bath relax back to the initial state, where the energy injected by the pump has been completely transferred to the Infinite Bath. On the other hand, the electrons coupled to the Finite Bath (solid line) relax toward a new steady state by retaining some of the energy supplied by the pump.

Inside \(W\), the populations behave more peculiarly. Shortly after the pump field, electrons with energies initially below \(\Omega_0\) start to increase their population (Fig. 7(b)). This is true for the Infinite Bath (dashed line) as well as the Finite Bath (solid line) of phonons.

In the presence of interactions, the electron bare band is modified through the real part of self-energy, and thus so is the density of states (DOS). These modifications are strong primarily around ±\(\Omega_0\) and at the band edges. In equilibrium, we have seen that the DOS is effected by the electron temperature (see Fig. 4). In nonequilibrium, one can expect that the pump pulse also can effectively alter the density of states. Since the density of states determines the available states to be occupied, we plot the change in the integrated density of states inside \(W\) compared to that in equilibrium as

\[
\Delta N(t_{\text{delay}}) = \int_0^{\Omega_0} d\omega [N(\omega, t_{\text{delay}}) - N(\omega, -\infty)]
\]  

(12)

where \(N(\omega, t_{\text{delay}}) = -\frac{1}{\pi} \text{Im} G_{\text{loc}}^R(\omega, t_{\text{delay}})\). We plot \(\Delta N\) for the Infinite Bath in the inset of Fig. 7. After the pump field causes \(\Delta N\) to decrease, it slowly restores its equilibrium value resulting in the transiently expanding phase space. Consequently, the number of quasiparticles with \(|\omega| < \Omega\) also increases as a function of delay time. Therefore, the transient changes in the density of states are the cause of the population rise in \(W\). In the case of the Finite Bath, where this effect is more pronounced, the situation is more complex. In addition to the transient changes in the DOS, the distribution functions at energies lesser than \(\Omega_0\) are found to rise (not shown) via the filling from the states below the Fermi level due to
FIG. 8. Energy dynamics for the finite bath of phonons. (a) Temporal changes of the electron energy $\Delta E_{el}$ and the phonon energy $\Delta E_{ph}$ after the pump deposits $\Delta E_{tot} = \Delta E_{el} + E_{ph}$ energy into the system at $F = 0.5$. (b) The change in the ratio of phonon absorption to emission during the population relaxation is plotted in panel (b) for different pump fluences.

When electrons are coupled to the Finite Bath, a bidirectional energy flow between electrons and phonons is enabled. Figure 8(a) shows the energy dynamics of the coupled electron-phonon system. Initially, the electrons and phonons are in thermal equilibrium before being driven out of equilibrium by the pump field. Then the pump imparts some amount of energy to electrons. Once the pump field shuts off, the electron-phonon system evolves due to a mutual transfer of energy. In the figure, we see the changes in electron energy $\Delta E_{el}$, the phonon energy $\Delta E_{ph}$, and the total energy of the system $\Delta E_{tot}$ as functions of the probe delay time.

Just after the pump, electrons rapidly relax by emitting phonons causing the phonon number to increase. An enhanced phonon occupation stimulates electrons to absorb more phonons and scatter upwards in energy which may slow the relaxation process down. In nonequilibrium, we can obtain the phonon number in terms of the increased phonon absorption. Therefore, we expect that the combination of these two changes will cause the population rise as is observed in the case of the Finite Bath. This effect might be observed in the experimental studies of population relaxation as a slowing down of relaxation rates for $|\omega| < \Omega$.

The sum rules established for the retarded objects in the Holstein model provide guidance in the analysis of nonequilibrium results. Here, we demonstrate how these rules apply to the nonequilibrium electron self-energy.

In Fig. 9, we plot the zeroth moment of $\text{Im} \Sigma^R$. The sum rule for the electron self-energy is given by

$$C^{R0}(t_{ave}) = -\frac{1}{\pi} \int d\omega \text{Im} \Sigma^R(t_{ave}, \omega) = g^2[(x(t_{ave}))^2 - \langle x(t_{ave}) \rangle^2],$$

where $x(t)$ is the phonon displacement operator. This quantity has been suggested as the measure of the electron-phonon interactions in and out of equilibrium and has been shown to be independent of time for the phonons with fixed properties, where it is equal to its initial equilibrium value

$$C^{R0}(t_{ave}) = g^2[2n_B(\Omega/T) + 1].$$
Using this formula for the parameters used in our calculation we obtain 20 meV confirmed by the numerical result in Fig. 9. On the other hand, for the Finite Bath, one can not obtain the sum rule analytically because the self-energy is computed from the fully dressed Green’s functions for electrons and phonons. Nonetheless, in general, we expect that $C^{R0}$, which is proportional to the phonon field fluctuations, is modified due to the feedback of interactions on the phonon bath. This can be seen even more clearly in Fig 3 where the area under the curve increases as the temperature of the system is increased and in Fig 9(a) before the pump pulse is active. After the pump pulse, this quantity becomes time-dependent. The magnitude of the phonon field fluctuations increase as a function of delay time (corresponding to the increase in the phonon temperature and consequently the phonon number) and exhibit oscillations with 2Ω frequency.

3. Decay Rates

In this section, we study the decay rates of the relaxing electron populations. Before doing so, we note that for the excited population to relax, the system should be connected to a dissipative bath, which can draw energy away from the system. In one case, the Infinite Bath assumes this role by absorbing all the excess energy from the nonequilibrium electrons. In the other case, the energy infused by the pump is dynamically exchanged between the electrons and the Finite Bath until some steady state is reached. Comparison of the electron relaxation rates in two cases elucidates the role played by the phonons with dynamically modified properties.

Usually, the decay rates are extracted by fitting the time-dependent population curves to single or multiple exponentials resulting in a constant decay rate. This method ignores the time-dependence of the decay rates and causes possibility of ambiguity in the definition of the decay rates. The Kadanoff-Baym equation for the lesser component of the electron Green’s function (population) is causal in nature—its dynamics at time $t$ depends on the history of all interactions until time $t$ causing the decay rates to be time-dependent, so the information about the final state can not be deduced from the initial state. Another issue which arises from fitting the relaxation curves by an exponential with an offset is the ambiguity of the decay rates. Doing so results in obtaining information on how fast the final state is reached, not on how fast a given state decays. To avoid this, we extract instantaneous decay rates by taking the logarithmic derivative of the momentum integrated population curves at each probe delay time for the reasons outlined in detail in Appendix A. We extract the decay rates for various pump fluences to study the excitation density dependence of the relaxation dynamics. The procedure starts approximately 4σ$p$ away from the pump center to avoid the direct influence of pump pulse.

In Fig. 10, we compare the population decay rates of the Finite Bath(right panel) to those of the Infinite Bath(left panel). As shown previously, the pump field can alter the decay rate by modifying the available phase space in the case of the Infinite Bath. However, for the Finite Bath, additionally, an enhanced phonon population(see Fig. 8(b)) affects the decay rates through an increased absorption rate. Both the modification in the phase space as well as in the phonon occupation depend on the excitation density. To illustrate this, we have obtained the decay rates for various pump fluences. The rates are extracted at the probe delay time of approximately 40 fs.

The single-particle scattering rates are obtained from the retarded electron self-energy in equilibrium through $\tau^{-1}_{eq}(\omega) = -2\text{Im}\Sigma^R_{eq}(\omega)$. Although its equality to the nonequilibrium decay rates is often assumed, only some limiting cases have been shown to hold, and its validity has been challenged experimentally.

Though the presence of other types of interactions (e.g., impurity or Coulomb) renders the equality incorrect, the fundamental difference stems from the fact that the self-energy and the populations decay along different time directions: relative and average time. In other words, because the time translational symmetry is broken out of equilibrium, electron populations acquire an average time dependence. On the other hand, the self-energy (encoding the many-body interactions) decay along the relative time $t_{rel}$, which is related to the quasiparticle energy $\omega$ via a Fourier transform.

Figure 10(a) shows that the rates are fluence-dependent with contrasting trends between the energies inside and outside $\mathcal{W}$ – the rates increase inside $\mathcal{W}$ and decrease outside with increasing the pump fluence F. This behavior confirms that the pump induced modifications of the available phase space alter the decay rates.

At low excitation densities, the population decay rates are described well by the equilibrium scattering rates (or $\text{Im}\Sigma^R$) for the Infinite Bath. As the excitation density is increased, they start to deviate from the equilibrium rates. On the other hand, for the Finite Bath even at the low fluence regime, the equilibrium rates overestimate the nonequilibrium decay rates (right panel). Of course, for very low fluence, the decay rates for both baths must approach the equilibrium decay rates. These fluences are too high to see that effect.

From the comparison of the left and right panels of Fig. 10, we observe that instantaneous decay rates are suppressed for the Finite Bath relative to those of the Infinite Bath at all energies. This indicates that the excited phonon populations cause the decay rates to decrease. This is contrary to what happens to the single-particle decay rates i.e. $\text{Im}\Sigma^R$ in equilibrium (see Fig. 3) where the enhanced phonon population causes them to increase. We also observe negative instantaneous decay rates at lower energies which come from the population rise observed in Fig. 7(b). (Note that we are obtaining the rates from a logarithmic derivative as detailed in Appendix A.)
FIG. 10. Instantaneous population decay rates as functions of pump fluence for (a) the Infinite Bath and (b) the Finite Bath at a 40 fs probe delay time. The equilibrium scattering rates are given by $\text{Im} \Sigma_R^\infty$.

FIG. 11. Instantaneous decay rates as functions of probe delay time for (a) the Infinite Bath and (b) the Finite Bath in the vicinity of bare phonon frequency of $\Omega_0$. The pump fluence is $F = 0.5$.

FIG. 12. Pump fluence dependence of the decay rates as functions of probe delay time for (a) the Infinite Bath and (b) the Finite Bath at twice the bare phonon frequency. Right: stronger excitation causes the instantaneous decay rates to decrease faster.
As the instantaneous decay rates are affected by the phonon populations which increases as the function of delay time, one can expect the rates will be time-dependent. This is seen in Fig. 11 where we show the rates as a function of time for the energies around $\Omega_0$ for both the Infinite as well as the Finite Bath. This behavior of the decay rates is in stark contrast to the traditional way of obtaining them where they are assigned a constant number through an exponential fit. We observe from the figures that they decrease as functions of $t_{\text{delay}}$ and approach zero as the final state is reached. Furthermore, the decay rates decrease much faster for the Finite Bath due to the transiently enhanced phonon absorption rate. Because the amount of the phonons produced during the relaxation process depends on the energy supplied by the pump (Fig. 8(b)), we also show the time-dependent instantaneous decay rates at different pump fluences in Fig. 12. While the decrease in the rates for the Infinite Bath is attributed to the phase space restrictions, the additional decrease in the rates for the Finite Bath is due to the enhanced absorption.

The trends observed in the decay rates due to the excited phonon populations can be explained using the schematic in Fig. 13. For the Infinite Bath (fixed low phonon temperatures) decay of the excited electrons is enabled mostly by the emptying and filling processes via phonon emission at a given energy above the Fermi level. For the Finite Bath because the number of phonons increases as a function of the delay time, the phonon absorption processes become significant and partially reverse the relaxation itself leading to a slowed decay.
FIG. 14. Excited state dynamics of Bi$_{1.5}$Sb$_{0.5}$Te$_{1.7}$Se$_{1.3}$: (a) tr-ARPES of the topological surface state and the conduction band at 2 ps probe delay time and (b) the semilog plot of the spectral intensities for the select excitation energies at the topological surface states are shown. The solid and the dashed lines are guides to the eye for the bare surface state and the bare conduction band.

FIG. 15. Measured instantaneous decay rates of the excited surface state of Bi$_2$Se$_3$ as a function of probe delay time.

states. This is reflected in the fact that the position of the kink was shifted upward indicating the softening of the phonon frequency.

In Fig. 16(a), we observe the transient changes in the atomic mean square displacements $\langle XX \rangle$ and its conjugate variable $\langle PP \rangle$. The shaded region demarcates the times when the pump field is on. In addition to the increase in their values, both oscillate at twice the phonon frequency but with a $\pi$ phase shift. The inset shows these oscillations on a larger scale. These oscillations at 2$\Omega$ frequency have also been observed in an interaction quench study of the Holstein model.$^{37}$

The phonon spectral function is given by the imaginary part of the phonon Green’s function

$$B(\omega, t_{\text{delay}}) = -\frac{1}{\pi} \text{Im} \ D^R(\omega, t_{\text{delay}}).$$

(16)

For the coupling strength used, $D^R$ decays on much longer timescales that are not numerically feasible to reach. Thus, we obtain the phonon spectral function via the retarded phonon self-energy $\Pi^R$ (see Eq. 9) after a Wigner rotation and Fourier transform along $t_{\text{rel}}$. In Fig. 16(b), we plot the evolution of the spectral function before and after the pump pulse. To compare the modification in its profile, we compare time snapshots in equilibrium and after the excitation (Fig. 16(c)). The vertical dashed line indicates the value of the bare phonon frequency $\Omega_0$ without interactions taken into account. In equilibrium ($t_{\text{delay}} = -20$ fs), the phonon frequency is softened to $\Omega$ and acquires a finite lifetime $\Gamma$ because of the interactions. After the optical excitation ($t_{\text{delay}} = 20$ fs), the phonon frequency and the lifetime are renormalized transiently which evolve toward the long time steady values ($t_{\text{delay}} = 200$ fs). This shows that the pump field can effectively weaken the changes caused by the strong interactions between electrons and phonons. Fig. 16(d/e) displays the pump induced changes in frequency/linewidth extracted from the spectral function at different pump fluences. Long after the excitation, these quantities evolve toward modified values different from the pre-pump values. These modifications are accentuated when the pump fluence is increased. Recent experimental studies have demonstrated the importance of the pump-induced changes of phonon properties in understanding the nature of charge stripes in complex transition oxides.$^{55}$

IV. CONCLUSIONS

In this work, we have studied the effect of exciting phonon populations on the relaxation dynamics of nonequilibrium electrons after an ultrafast optical excitation. The time-dependent suppression of the relaxation rates caused by the excited phonons is the central result of the paper.

We performed tr-ARPES of the nonequilibrium electrons to investigate their spectral dynamics. Solving the Dyson equation for the phonon properties enabled us to
account for excited phonon populations and to explain how they affect the relaxation dynamics compared to the case where the phonon properties are fixed. In equilibrium, we do not find significant changes in the spectra when the phonon properties are accounted for self-consistently. In contrast, in nonequilibrium, electrons exhibit starkly different single-particle dynamics as well as population dynamics when the phonons are excited. Particularly, the nonequilibrium electrons interacting with the self-consistently modified phonons reach a new final state different from the pre-pumped equilibrium state. Although the final state can be obtained using equilibrium ARPES at an elevated temperature, the transient spectra and their dynamics are nonequilibrium in nature, so they must be treated accordingly. The extracted energy-dependent decay rates display strong suppression when the phonons are excited. This is because the phonons produced during the relaxation process cause the absorption rates to go up and partially undo the relaxation resulting in the suppressed decay rates. We demonstrate that this effect becomes more prominent with the increase of the pump fluence where more energy is pumped into the system causing more phonons to be produced during the relaxation. Because the phonon population increases as a function of the probe delay time, the rates become strongly time-dependent. To support this, we measured the excited state decay rates in the topological surface state of Bi$_{1.5}$Sb$_{0.5}$Te$_{1.7}$Se$_{1.3}$, and we observed time-dependent decay rates in qualitative agreement with our calculations.

Although in this work we consider phonons to be the dissipative bath, we expect that the feedback mechanism observed in the decay of populations to be a generic behaviour of bosons such as magnons, plasmons as long as the dissipative bath is external to the excited populations, otherwise, no decay of populations occurs.

The dynamic changes in the electronic properties due to the excited phonon populations concomitantly affects the phononic properties as well. This is observed in the transiently stiffened phonon frequency and narrowed linewidth after the pump pulse. Tailoring the crystal lattice properties by laser pulses widens the possibilities towards materials by design in ultrafast timescales.

The framework used in this work can be also applied to the ordered states of matter such as superconductivity or the charge density waves in nonequilibrium, which are often understood in the light of a phenomenological Rothwarf-Taylor model, to clarify the role of the phonon bottleneck effect in the dynamics of the quasiparticles and the Cooper pairs. These will be subjects of future studies.
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Appendix A: Exponential Fit vs. Logarithmic Derivative

Typical pump-probe curves consist of a rapid rise in some observable, followed by a slower decrease as the system returns to some new steady state. One example of this is the two-temperature model (TTM) for electrons coupled to phonons, where a rapid increase in the electronic temperature $T_e$ is followed by a steady decay in $T_e$ and a concomitant rise in the phonon temperature $T_p$, which continues until the temperatures are equal. When faced with a such typical pump-probe population relaxation curve, a common analysis method is to resort to exponential fits of the form

$$\Delta y(t) = Ae^{-\gamma t} + B,$$  \hspace{1cm} (A1)

where $A$ and $B$ are constants representing some measure of the time-dependent part of $\Delta y(t)$ and a final-state offset that represents some difference from the pre-pump state, respectively, and $\gamma$ is the corresponding rate (inverse time constant $\tau^{-1}$) of this change. The fits are typically good, and some note is made of the dependence of the rate $\gamma$ on experimental parameters.

It is worth taking a step back and considering the theoretical basis for such modeling. The exponential decay arises from a differential equation

$$\frac{d\Delta y(t)}{dt} = -\gamma \cdot \Delta y(t).$$  \hspace{1cm} (A2)

The solution is indeed an exponentially decaying function, although since it is a first order equation it only has a single constant of integration, nominally $A$. The final-state offset $B$ is introduced because, quite commonly, the final state is different from the pre-pump initial state. However, as we will see, the inclusion of the offset $B$ complicates the analysis of the rates.

Formally, Eq. A2 cannot achieve a different final state than the initial state — it must decay to 0 at long times. A different final state arises because some other process is playing a role. Physically, this is quite sensible; for example in the TTM, $T_p$ is rising, which leads to a different final state. Within the differential equation, this may be modeled through a time-dependent rate:

$$\frac{d\Delta y(t)}{dt} = -\gamma(t) \cdot \Delta y(t).$$  \hspace{1cm} (A3)

At this point, we may already conclude that a simple exponential fit does not capture the correct dynamics since the rate depends on time, although as a fit it often works quite well. However, a more serious problem that arises from exponential fitting with an offset is an ambiguity in the definition of the rate — or to put this another way, which question is being asked. To get an idea about the underlying mechanism of the decay, one may ask the question: “How quickly is the population changing at a particular time?” By performing an exponential fit with a final offset, this question becomes “How quickly does the population reach its new final state?” The answers to these questions may be vastly different, in particular if the final offset $B$ is close to the maximum change in $\Delta y(t)$. Which question is the important one depends on the points one wishes to make. Instead, the decay appears to be faster because the final state is simply closer by, and the exponential fit answers the second question, “How quickly does the population reach its new final state?” Ideally, we would like to know the population decay rate independent of the final state, since this gives a true measure of the interactions that cause the decay. The first question, “How quickly is the population changing at a particular time” can be obtained by reverting to the differential equation, and evaluating

$$\gamma(t) = -\frac{1}{\Delta y(t)} \frac{d\Delta y(t)}{dt} = -\frac{d}{dt} \log [\Delta y(t)].$$  \hspace{1cm} (A4)

By construction, this evaluation returns the expected instantaneous decay rate $\gamma(t)$ from Eq. A3. Analogously, we obtain the decay rates at different quasiparticle energies $\omega$ via the expression

$$\frac{1}{\tau(t_{\text{ave}}, \omega)} = -\frac{\partial}{\partial t_{\text{ave}}} \log \left[ \sum_k \delta I(k, t_{\text{ave}}, \omega) \right].$$  \hspace{1cm} (A5)

Here, $\delta I$ is the change of the tr-ARPES intensity with respect to its equilibrium value. We illustrate this point by comparing the extracted decay rates using both methods for the sample transient population data in Fig. 17. Two curves plotted in Fig. 17(a) represent the time traces of populations coupled to the optical phonons of bare frequency $\Omega_0 = 0.2$ eV at quasiparticle energy $\omega = 0.18$ eV for the Infinite Bath and the Finite Bath. The curves reach very different final states long after the pump field. We extract the decay rates of these populations around the time point shown by the black circles using both methods. In Fig. 17(b), we also show these for the energies around the phonon frequency in a semilog scale, where the magnitude of the decay rates corresponds to the slope of a curve. Here, we observe that the rates for the Finite Bath are much less at all probe delay times, and become independent of time soon after the excitation.

The decay rates obtained for all energies using the logarithmic derivative method mirror the trend observed in Fig. 17(b). Here, the decay rates of the populations coupled to the Finite Bath are slower at all energies. On the other hand, contrary to the latter, using the exponential fits, we obtain faster decay rates for the Finite Bath than...
those for the Infinite Bath at lower energies and similar decay rates at higher energies. In conclusion, depending on the method used to extract the decay rates, one can obtain different results. Because we are interested in addressing the question “How quickly is the population changing at a particular time at a particular energy”, we use the method of logarithmic derivatives to determine instantaneous decay rates in this work.