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We obtain multiple exact results on the entanglement of the exact excited states of non-integrable
models we introduced in arXiv:1708.05021. We first discuss a general formalism to analytically
compute the entanglement spectra of exact excited states using Matrix Product States and Matrix
Product Operators and illustrate the method by reproducing a general result on single-mode excita-
tions. We then apply this technique to analytically obtain the entanglement spectra of the infinite
tower of states of the spin-S AKLT models in the zero and finite energy density limits. We show
that in the zero energy density limit, the entanglement spectra of the tower of states are multiple
shifted copies of the ground state entanglement spectrum in the thermodynamic limit. We show
that such a resemblance is destroyed at any non-zero energy density. Furthermore, the entanglement
entropy S of the states of the tower that are in the bulk of the spectrum is sub-thermal S « log L, as
opposed to a volume-law S « L, thus indicating a violation of the strong Eigenstate Thermalization
Hypothesis (ETH). These states are examples of what are now called many-body scars. Finally, we
analytically study the finite-size effects and symmetry-protected degeneracies in the entanglement

spectra of the excited states, extending the existing theory.

I. INTRODUCTION

Non-integrable translation invariant models have been
of great interest recently. Such models have very few con-
served quantities and show various interesting dynami-
cal phenomena, including thermalization! and, upon the
introduction of disorder or quasiperiodicity, many-body
localization.? # Since dynamics depends on the proper-
ties of all the eigenstates, highly-excited states of non-
integrable models have been extensively studied in vari-
ous models in one and two dimensions.'° 14 Particularly,
the eigenstates in the bulk of the spectrum of several
non-integrable models are expected to satisfy the Eigen-
state Thermalization Hypothesis (ETH),115:16 with the
notable exception of Many-Body Localizalized (MBL)
systems.> 117 While several analytical results on the en-
tanglement structure of highly excited states in generic
models have been obtained,'® 2! exactly solvable exam-
ples are desired.

The entanglement structure of low-energy excitations
in integrable and non-integrable models has been studied
analytically and numerically in detail,??>"2° particularly
using the language of Matrix Product States (MPS).30:31
Similar to the ground states of gapped Hamiltonians,>?
low-energy excited states of gapped Hamiltonians are in
principle also captured by this MPS framework.?? How-
ever, even within single-mode excitations, the lack of ex-
plicit examples has hindered a study of their entangle-
ment in more detail; for example the general nature of

finite-size corrections to the entanglement spectra is un-
known. Beyond low-energy excitations, the structure of
excited states has been studied in the MBL regime, where
all the eigenstates exhibit area-law entanglement,'!” and
consequently have an efficient MPS representation.33 35
In the thermal regime, however, very little is analytically
known about the kind of excited states that can exist
in the bulk of the spectrum of generic non-integrable
models.?64! For example, can certain highly excited
states of thermal non-integrable models have an exact
or approximate matrix product structure with a finite or
low bond dimension in the thermodynamic limit?

Recently, a tower of exact excited states were ana-
lytically obtained by us in a family of non-integrable
models, the spin-S AKLT models.*?> The entanglement
of the ground states of the spin-S AKLT models and
their generalizations has been extensively studied in the
literature.*353 Being the first few known examples of ex-
act eigenstates of non-integrable models, we propose to
use the excited states of these models to test conjectures
on eigenstates that exist in the literature. We recover the
general entanglement spectra of single-mode excitations,
earlier obtained on general grounds.???3 We also derive
the entanglement spectrum of an entire tower of exact
states, thus generalizing the single-mode results to these
set of states. The tower of states have an interesting
entanglement structure in that the zero energy density
states entanglement spectra is composed of shifted copies
of the ground state entanglement spectrum. This struc-



ture generalizes the earlier result obtained on the entan-
glement spectra of SMA excitations. We find that the fi-
nite energy density states in the tower have a sub-thermal
entanglement entropy scaling in spite of the fact that they
appear to be in the bulk of the spectrum.*?> More pre-
cisely, the entanglement entropy S for these states scales
as § « log L where L is the subsystem size. This in-
dicates a violation of the strong ETH,>*% which states
that all the eigenstates in the bulk of the spectrum of a
non-integrable model in a given quantum number sector
are thermal, i.e. their entanglement entropy scales with
the volume of the subsystem (S o L).

This paper is organized as follows. We begin by review-
ing the tools we use to compute the entanglement spec-
trum, i.e. Matrix Product States (MPS) and their prop-
erties in Sec. II, and Matrix Product Operators (MPO)
in Sec. IV. In these sections, we provide some exam-
ples for the AKLT models. Readers familiar with these
approaches can directly proceed to Sec. V, where we dis-
cuss the structure and properties of states that are cre-
ated by the action of an operator (MPO) on the ground
state (MPS). From Sec. VI, we move on to the main
results and derive the entanglement spectra of single-
mode excitations, focusing on the AKLT Arovas states
and spin-2S magnons. In Secs. VII and VIII, we consider
states beyond single-mode excitations. We compute the
entanglement spectrum of the tower of states in spin-$
AKLT models, where we work in the zero energy density
and finite energy density regimes separately. Further, in
Sec. IX, we discuss the violation of the Eigenstate Ther-
malization Hypothesis and then show numerical results
away from the AKLT point. In Secs. X and XI, we review
symmetries and their effects on the entanglement spec-
tra of the ground states, and discuss symmetry-protected
exact degeneracies and finite-size splittings in the entan-
glement spectra of the excited states. We close with con-
clusions and outlook in Sec. XII.

II. MATRIX PRODUCT STATES

In this section we provide a basic introduction to the
Matrix Product States (MPS) and their properties. We
invite readers not familiar with MPS to read numerous
reviews and lecture notes in the literature.30:31:56:57

A. Definition and properties

We consider a spin-S chain with L sites. A simple
many-body basis for the system is made of the product
states [myms ... mp) where m; = -5, —S+1,...,5-1,8
is the projection along the z-axis of the spin at site 1.
Any wavefunction of the many-body Hilbert space can
be decomposed as

= >

{mi,ma,....,mp}

Crmyma..my, |MAMe ... ML). (1)

In all generality, the coefficients ¢y, ms,...m, can always
be written as an MPS,3? i.e,
T . [m m m r
Cmmacmy, = By ATHAL AT (2)

The state |¢) then reads

= >

{mlmg...mL}

T m mrls o
bl Al Al el iy o).

3)
In Egs. (2) and (3), A[lml],...,A[L"iLl‘l] and A" are
X X x matrices over an auxiliary space. x is the bond-
dimension of the MPS and the corresponding indices are
the ancilla. bl, and b", are y-dimensional left and right
boundary vectors that determine the boundary condi-
tions for the wavefunction. The {[m;]} are called the
physical indices and can take d = 2S5 + 1 values (d is the
physical dimension, i.e. the dimension of the local phys-
ical Hilbert space on site 7). In a compact notation, we
can think of the A;’s as d X x X x tensors.

An MPS representation is particularly powerful if the
matrices AE"”] are site-independent, i.e. AE"”] = Almil,
Typically, translation invariant systems admit such a
site independent MPS. Many computations involving an
MPS can then be simplified once we introduce the trans-
fer matrix

E= ZA[m]* @ Alm] (4)

where * denotes complex conjugation and the ® is over
the ancilla. The transfer matrix is thus a x Xy x x X x ten-
sor that can also be viewed as x? x x? matrix by grouping
the left and right ancilla of the two MPS copies together.
The simplification provided by the MPS description can
be illustrated by computing the norm (1|9)) of the state

[¥),

(W) = b BV by, (5)

where bk, and b}, are the left and right boundary vectors
of the transfer matrix defined as

by = (b @ bly)
b= (04" © ). (6)

An MPS representation is said to be in a left (right)
canonical form if the largest left (right) eigenvalue of the
transfer matrix F is unique, is equal to 1 (this can always
be obtained by rescaling the B’s) and most importantly
the corresponding left (right) eigenvector is the identity
X x x matrix.?” Thus, for a right canonical MPS,

ZEaﬁﬁe(S%e = 5@/3 (7)
vY,€

where § denotes the Kronecker delta function. However,
in general, an MPS cannot be in both a left and right
canonical form simultaneously.



Another useful construction with an MPS is the gen-
eralized transfer matrix Ep

Eo =Y A" ® Oy A, (8)

HereAOA is any single-site operator with matrix elements

(m| O |n) = Omn. Epy is useful when computing the ex-

pectation value of an operator O acting on a site ¢, where
~ T . .

(] 0; [0 = by B B BE by, (9)

Similarly, assuming ¢ < j, the two point function associ-
ated with O reads

(W] 0:0; |¥) = by B Eg B B, EE I, (10)

Using Eqs. (9) and (10) for large L, the correlation length
& of the MPS defined using

(0:05) — (0)(0;) ~ exp(— ! - h W

is given by
1

= Tlogla]

(12)

where €5 is the second largest eigenvalue of the trans-
fer matrix.3? Note that —1/log|es| is an upper bound
for ¢ that is saturated unless O has a special structure.
Thus, if the spectrum of the transfer matrix is gapless,
the state has an infinite correlation length. Note that a
finite correlation length for an MPS in a canonical form
guarantees that the wavefunction is normalized in the
thermodynamic limit.

B. Entanglement spectrum and MPS

The MPS representation of any wavefunction encodes
the entanglement structure of the wavefunction. For any
state 1) with a number L of spin-S’, a bipartition into
two contiguous regions A and B with an L4 number of
spins in region A and an Lg number of spins in region B
(La+ L = L) is defined as

) = [¥a)y ® 1¥8), (13)

where [1.4),, and [¢g),, are many-body states belonging
to the physical Hilbert spaces of subsystems A and B re-
spectively. Using the MPS representation of |¢) Eq. (3),
if the region A is defined as the set of sites {1,2,..., L4}
and the region B as {La+1,L4+2,...,L}, the bipar-
tition can be written using

Wa)e= > [ TTA™ o l{mi})

{m;},icA leA

Wshe = > [JJA™ 00 {md).  (14)

{m;},icB leB

Note that {|v4),} and {|¢5),} form complete but not
necessarily orthonormal bases on the subsystems A and
B respectively. The reduced density matrix with respect
to such a bipartition is constructed as p4 = Trg [¢) (P].
The eigenvalue spectrum of — log p 4 is the entanglement
spectrum and S = —Tr 4 (p.alog p4) is the von Neumann
entanglement entropy. An alternate way to obtain p4
that is useful for MPS is through the definition of Gram
matrices £ and R,

La,@ et <w.A|¢.A>ﬁa Raﬂ e <¢B|¢B>ﬁ . (15)

Up to a overall normalization factor, the reduced density

matrix can be expressed in terms of these Gram matrices
58

as

pPA= VLRTVL, (16)

where /L is well-defined since Gram matrices are posi-
tive semi-definite. The Gram matrices £ and R can be
expressed in terms of the the MPS transfer matrix E of
Eq. (4) as

L= (ET)Eapt, R = ELsby,. (17)

In Eq. (17), E is viewed as a x X x X x X x tensor, bﬁg
and b, as x x x matrices. Consequently, £ and R are
X X x matrices. Note that p4 in Eq. (16) has the same
spectrum as the matrix

pred = LRY. (18)

Since we are only interested in the spectrum of py4 in
this article, we refer to ppq to be the reduced density
matrix of the system even though it is not guaranteed
to be Hermitian. Assuming that the eigenvalue of unit
magnitude of the transfer matrix is non-degenerate (i.e.
log |ea| # 0), if L4 and Ly are large, (ET)"* and EL»
project onto er and eg, the left and right eigenvectors
corresponding to the largest eigenvalue of E. Thus,

L=-cp(efbh) R =er(ekby). (19)

The density matrix thus reads, up to an overall constant
(equal to (¢Fbl) (b)),

Pred = 6L€£. (20)

One should note that the construction of an MPS for
a given state is not unique. Indeed, MPS matrices and
boundary vectors redefined as

Alml = GAmGL

— T — .
vy, =G, by, = Gy, (21)
represent the same wavefunction. When constructed in
a canonical form, the bipartition Eq. (13) is the same as

a Schmidt decomposition®” of the state |t)) with respect
to subregions A4 and B, defined as

)= 3 Aa [0 [08). (22)

a=1



where {[¢)%)_} and {|[¢)} are sets of orthonormal vec-
tors on the subsystems A and B respectively and {\, } are
referred to as the Schmidt values and x is the number of
non-zero Schmidt values (Schmidt rank). The bond di-
mension x of the MPS constructed in the canonical form
is the Schmidt rank y, of the wavefunction |¢). Thus we
refer to xs as the optimum bond dimension for an MPS
representation of state [1)). The entanglement entropy
then satisfies

Xs
S-S Nlg\ <logxs  (23)

a=1

The entanglement entropy of an MPS about a given cut is
thus upper-bounded by log x . Since the Schmidt decom-
position is the optimal bipartition of the system, x > x5
and hence S < log x.

III. MPS AND THE AKLT MODELS

In this section, we provide a few examples of MPS
based on the AKLT models.

A. Ground state of the spin-1 AKLT model

DA T A e T LA L ae Sasd)

FIG. 1. Ground State of the spin-1 AKLT model with Open
Boundary Conditions. Big and small circles represent physical
spin-1 and spin-1/2 Schwinger bosons respectively. The lines
repesent singlets between spin-1/2. The two edge spin-1/2’s
are free.

We first focus on the ground state of the spin-1 AKLT
model with Open Boundary Conditions (OBC),*® one of
the first examples of an MPS.5° The state with L spin-1’s
can be thought to be composed of two spin-1/2 Schwinger
bosons, each in a singlet configuration with the spin-1/2
Schwinger boson of the left and right nearest neighbor
spin-1s. Thus there are dangling spin-1/2’s on each edge
of the chain. A cartoon picture of this state is shown in
Fig. 1. For a more detailed discussion of the model, we
refer the reader to Ref. [42].

The two spin-1/2 Schwinger bosons within a spin-1 (see
Fig. 1) form a virtual Hilbert space that corresponds to
the auxillary space of the MPS. The normalized wave-
function can be written as a matrix product state with
physical dimension d = 3 (the Hilbert space dimension
of the physical spin-1) and a bond dimension x = 2
(the Hilbert space dimension of the spin-1/2 Schwinger
boson).?? The derivation of the MPS representation for
this state is shown in App. A. The d normalized y X x

4

matrices for the AKLT ground state are (see Eq. (A17))

01 ~10
m_,/2 o = L
A 3(00>A ﬁ(o 1>

0 0

] /2

AU = \/;<_1 0) (24)
corresponding to S, = 1,0,-1 of the physical spin-1 re-
spectively.

Using the matrices of Eq. (24), the AKLT ground state
transfer matrix can be computed to be

0

W=
o O

(25)

Wl
W= O Owln

W O Owl-

0
0

o

where the left and right indices of the transfer matrix
are grouped together. The eigenvalues of this transfer
matrix are (1, —%, —%, —%) Since the largest eigenvalue
is non-degenerate, using Eq. (12) the AKLT groundstate
is a finitely-correlated state with correlation length & =
1/1og(3). The boundary vectors of Eq. (3) for the AKLT
ground state correspond to the free spin-1/2’s on the left
and right edges of an open spin-1 chain, shown in Fig. 1.
With both edge spins set to S, = +1/2 the boundary
vectors are (see Eq. (A17))

i@ u-() e

The Gram matrices £ and R for the AKLT ground state
are the left and right eigenvectors of E corresponding

to eigenvalue 1, £L = R = %]lgxg. Using Eq. (18) the

reduced density matrix is preq = %]lgxg and the entan-
glement entropy is & = log2, corresponding to a free
spin-1/2 dangling spin.

B. Ground state of the spin-S AKLT model

FIG. 2. Spin-2 AKLT model ground state with 2 singlets
between nearest neighbors. The four edge spin-1/2s are free.
Spin-S AKLT has S singlets.

In a spin-S chain, each of the physical spin-S can be
thought of as composed of 25 spin-1/2 Schwinger bosons,
or equivalently, two spin-(S/2) bosons.*?> The ground
state of the spin-S AKLT model then has S singlets be-
tween the 2S5 Schwinger bosons (S on each site) on neigh-
boring sites, as shown for S = 2 in Fig. 2. It can also
be interpreted as having a “spin-(5/2) singlet” between
the spin-(S/2)’s of neighboring sites. Here, a spin-(5/2)
singlet is the state formed by two spin-(S5/2) with a total
spin J = 0, J, = 0. In the case of S = 1, this coincides
with a usual spin-1/2 singlet. Consequently, with OBC,



there are two free spin-(5/2)’s that set the boundary con-
ditions of the wavefunction (see Fig. 2).12

An MPS representation for the spin-S AKLT ground
state can be developed in close analogy to the spin-1
AKLT ground state (see App. A). Here as well, the vir-
tual Hilbert space of the spin-S/2 bosons corresponds to
the auxiliary space. Thus, the MPS physical dimension
is d =25 + 1 (because of spin-S physical spins) and the
bond dimension is x = S + 1 (because of the spin-S/2
virtual spins). Using Eq. (A17), the x x x MPS matrices
of the spin-S AKLT ground states have the form

AZ,;?] = Iimagfsa_,g’m (27)

where Kmap is a constant given in Egs. (A17) and (A19).

Analogous to Eq. (26), the boundary vectors of the
MPS corresponding to boundary conditions with both
the edge spin-(S/2)’s with S, = +5/2 are x-dimensional
vectors with components

(b%)a = 5a,1 (brA>a = 5a,x- (28)

Indeed one can verify that the spin-S AKLT ground state
of Eq. (27) is finitely correlated, and the left and right
eigenvectors corresponding to the largest eigenvalue 1 are
both £ = R = 1,xy. Thus the reduced density matrix
reads

1
Pred = mﬂ(SH)x(SH) (29)

and the entanglement entropy is S = log(S + 1).

C. Ferromagnetic states

As discussed in detail in Ref. [42], the ferromagnetic
state is one of the highest excited states of all of the
spin-S AKLT models. Because of the SU(2) symmetry
of the AKLT models, these states appear in multiplets
of 25 4+ 1, of different S,. In the highest weight state
of the multiplet, all the physical spin-S have S, = 5.42
Since this is a product wavefunction, an injective MPS
has a bond dimension y = 1 and the matrices are scalars
satisfying

A =5, . (30)

The boundary vectors are just 1 and this trivial MPS
leads to a trivial transfer matrix, which is a scalar 1.
Thus p=1and § =0.

IV. MATRIX PRODUCT OPERATORS

In this section, we briefly review Matrix Product Op-
erators (MPO) and provide some examples relevant to
the AKLT models. A comprehensive discussion of MPOs
can be found in existing literature.30:26,61-63

A. Definition and properties

Since the exact excited states derived in Ref. [42] are
expressed in terms of operators on the ground state or
the highest excited state, it is crucial to understand how
to apply these operators on an MPS. An MPO represen-
tation of an operator O is defined as

o= X
{Sn}v{tn}

ot Ml pgleete] o ppleetelye

{sn}) ({tn}] (31)

In Eq. (31), the operator O is written in terms of L
Xm X Xm Mmatrices with elements expressed as d x d ma-
trices acting on the physical indices. x, is referred to as
the bond dimension of the MPO and the corresponding
vector space is the auxiliary space. O can compactly be
represented as a X, X Xm X d X d tensor M; with two phys-
ical indices ({[s:], [t;]} and two auxiliary indices. b}, and
b}, are the boundary vectors of the MPO in the operator
auxiliary space.

Similar to an MPS, the construction of an MPO for a
given operator is not unique. We now describe a method
to construct an MPO for an operator @. The particular
MPO construction we describe here relies on a general-
ized version of a Finite State Automation (FSA).30:64.65
An FSA is a system with a finite set of “states” and a
set of rules for transition between the states at each iter-
ation. In such a setup, each state maps to a unique state
after an iteration. When the states of the FSA are viewed
as basis elements of a vector space, each state is denoted
as a vector and the transition between the states is de-
scribed by a square matrix. For example, we consider an
FSA with two states |R) and |F), that are denoted as

m=(5) m=(9). (32

If at each iteration, |R) and |F) are interchanged, the
transition matrix 7' is

T = (g é) : (33)

In principle, these transition matrices could vary from an
iteration to the next.

To exemplify the construction of an MPO, we start
with a simple example:

L
O=> €M, (34)
j=1

where e?*J C'j can be written in the physical Hilbert space
as
ehiCi =t e-- el el o1, (35)
—_—— N ——
j—1times

L—jtimes

such that the index j does not explicitly appear in any
of the operators. Consider an FSA that iterates L times



and constructs the operator o by appending a physical
operator (either 1 or C) at each iteration to a string of
operators. If | S,,) is the state of the FSA at the n-th iter-
ation, the appended physical operator is the matrix ele-
ment (S,| Ty, |Sn+1) where T, is the transition matrix at
the n-th iteration. For example, an FSA that constructs
eI C; of Eq. (35) starts in a state |R). It remains in the
state |R) for j — 1 iterations with a transition matrix

Tp = ("’Zgl 8) (36)

appending an 1 at each step. At the j-th iteration, the
FSA transitions to |F') (different from |R)) with a tran-
sition matrix T}

(0 ekC
7= (5 ). (37)

thus appending the operator C on site j and remains in
|F) in the rest of L — j iterations with transition matrix

Ty — (8 g) . (38)

O is then the sum of operators obtained using an FSA
for all j. The sum over operators can be efficiently repre-
sented by generalizing an FSA to allow for superpositions
of FSA states with operators as coefficients. For exam-
ple, we allow for FSA states such as e?*1 |R) + ¢**C | F).
The transition matrix in such a generalized FSA is an ar-
bitrary square matrix with operators as matrix elements.
Indeed, fixing the initial and final states of the FSA to
be |R) and |F), we can construct the operator O with a
transition matrix M; on site j with elements:

ik ik
M, = (eO]l e ]10) ' (39)

Writing the entire process of the generalized FSA,
(F| H§:1 M; |R), we obtain exactly the representation of

O as an MPO of the form Eq. (31), where the auxiliary
space is the vector space spanned by states of the gen-
eralized FSA. Note that since M; does not depend on
the site index j, we can omit this index. The left and
right boundary vectors b}, and b}, are the vector rep-
resentations of the FSA states |R) and |F') respectively

(Eq. (32)),
W) @)

The MPO representations of more general operators
can be computed similarly with the introduction of in-
termediate states of the generalized FSA. For example,
in the construction of the MPO for the operator

O = ¢itd (Wjj(ﬂl), (41)
-

one introduces an intermediate state |I;) of the gener-
alized FSA, such that the transition matrix elements at
any step read (R| T |I1) = e¢*W and (I;| T |F) = X. The
MPO for @ in the auxiliary dimension thus reads

et 1 etk 0
M = 0 0o X|. (42)
0 0 1

The bond dimension of the MPO y,, is the number
of states of the generalized FSA generating it. Since the
initial state of the FSA is |R) and the final state is |F),
the components of the left and right boundary vectors of
an MPO are always

(bhr)a = bt (Bhr)a = da.n (43)

Since the flow of an FSA is uni-directional, the MPO
is always an upper triangular matrix in the auxiliary in-
dices. For a translation invariant MPO, any element on
the MPO diagonal appears in the operator as multiple
direct products of the same operator. For example, the
MPO

o= () <) (44)

represents an operator O defined on a lattice of length L
that reads

L—1 L

which is not a strict local operator unless W and X are
proportional to 1. Thus, for an operator that is a sum of
strictly local terms, the only diagonal element that can
appear in the MPO is 1, up to an overall constant (such
as e'*). Moreover, if the diagonal element in an MPO
corresponding to an intermediate state is 1, the operator
O includes a non-local term, i.e. a long range coupling
between sites. For example, for the MPO

1 W 0
Msy=1(0 1 X, (46)
0 0 1
the operator O reads
L-1 L
0=> WX, (47)
i=1 j=i+1

Thus, for operators that are the sum of non-trivial oper-
ators with a finite support, the only non-vanishing diag-
onal elements correspond to the auxiliary states |R) and
).



B. The AKLT model and MPOs

We now introduce the MPOs for some of the opera-
tors required to build exact excited states of the AKLT
model. These will be useful for the study of the entan-
glement of these excited states, introduced in Refs. [66]
and [42]. Whereas the Arovas A and Arovas B states
discussed therein were for exact eigenstates only for pe-
riodic boundary conditions, here we assume open bound-
ary conditions. The motivation for this assumption is
twofold. First, analytic calculations using MPS and
MPOs are greatly simplified with open boundaries. Sec-
ond, we are interested in the thermodynamic limit or
large systems where the properties of the system are es-
sentially independent of boundary conditions.

We start with the spin-1 AKLT model. The Arovas
A state was introduced in Ref. [66]. The closed-form
expression for the state, up to an overall normalization
factor, reads

L-1

D (=18 - Sin | 1G) (48)

Jj=1

[A) =

where |G) is the ground state of the spin-1 AKLT model
and we have assumed open boundary conditions. The op-
erator that appears in the Arovas A state can be written
as

—

A — _1Vig..d.
- J
Ou §:( 198, - 8,1

—2(

By analogy to the MPO of Eq. (42) corresponding to the
operator Eq. (41), the MPO for O4 (in the case of open
boundary conditions) reads (also see Eq. (B4))

STS7+ S8,
( “2 s ;+1>(49)

_st _ 5 ~S% 0

N 2
o 0 0 o0 5
Ve
My = st 1, 50
A 0 0 0 0 5 (50)
o 0 0 o0 5
o 0 0 o0 1

where the negative signs appear due to the (—1)7 in
Eq. (49).

Similarly, the Arovas B state, introduced in Ref. [66]
is another exact excited state of the AKLT model.#? As
mentioned in Ref. [42], its closed-form expression, up to
an overall normalization factor, can be written as

|B) = 03|G) (51)

with
1+ 85,85+ Sj11}

(52)

where we have assumed open boundary conditions. As
shown in Eq. (B7) in App. B, the MPO for Op can be
compactly expressed as

-1 -S 0 0
o o ToO
Ms=1¢9 o 0 s (53)
0 0 01
where
<_ (st s- z
5=(% % )
T
_ (s st q=
5=(% % )
— + — z
{s 2»5 } (S—)2 {s 25 }
_ {st,s"} {st,s*}
o {(Sf—?f} {5225*} V2 . (54)
\’/5 \’/5 25% 5%

The bond dimension of the MPO Mg is thus x.,, = 8.

Another set of excited states for spin-S AKLT models
was obtained in Ref. [42], i.e. the spin-2S magnons. The
closed-form expression for the spin-25 magnon state in
the spin-S AKLT models, up to an overall normalization
factor, reads

L

552 =3 (-

Jj=1

P91sa), (55)

where |SG) is the ground state of the spin-S AKLT
model. Unlike the two previous states, |SS2) is an exact
excited state irrespective of the boundary conditions.*?
The spin-25 magnon creation operator thus reads

> (=1Y(sH)%. (56)

J

Oss, =

Since (5552 is a sum of single-site operators, by analogy
to Egs. (35) and (39), its MPO has x,, = 2 and reads

Mss, = <—011 _(S{ )25> (57)

Following the spin-2S magnon in Eq. (56), a tower of
states from the ground state to a highest excited state
was introduced for spin-S AKLT models in Ref. [42].
The states in the tower are comprised of multiple spin-
2S5 magnons, and are all exact excited states for open
and periodic boundary conditions. The closed-form ex-
pression for the N-th state of the tower of states for the
spin-S AKLT model reads

1SSon) = (Oss,)™ |SG) . (58)

When written naively, the MPO for the operator
(Oss,)Y has a bond dimension 2V, since it is a direct
product of N copies of the MPO Mgg, on the auxiliary
space. However, a more efficient MPO can be constructed
for (OSSZ)N



For example, consider N = 2. (@552)2 can be written
as (up to an overall factor)

(Oss.)* =Y (=1)"H(57)*5(5)> (59)
i<j
Since (S] )4 =0, Eq. (59) can be written as
(0ss,)* =D (=D (S1)*5 > (=1)(S])*. (60)

% i<j

From Eq. (60) it is evident that the MPO Mgg, for
(Ogs,)? can be viewed as two copies of the generalized
FSA generating Mgs,, where the final state of the first

generalized FSA is the initial state for the second gener-
alized FSA. The MPO thus reads

—1 —(5+)2S 0

Mgs, = | 0 1
0 0

(61)

The appearance of three =1 on the diagonal of Mgg,
reflects the non-locality of the operator (Ogsg, )?.

The same strategy can be applied to construct the
MPO Msg,, corresponding to the operator (Ogg,)™
For general N, the MPO reads

-1 —(ST)? 0 0
0 1 (§+)28 :
Msg,, = : 0
: . .. (_1)N]1 (_1)N(S+)2S
0 0 (-1)N+11
(62)

The bond dimension of the MPO Mgg,, is thus x,, =
N+ 1.

V. MPO x MPS

The exact states that we are interested in are obtained
by acting local operators on the ground states.*? In this
section we study some of the properties of an MPS formed
by acting an MPO (operator) on an MPS with a finite
correlation length (ground state). Similar approaches
(e.g. tangent space methods) have been used to study low
energy excitations of gapped Hamiltonians.??-24:25,27,67,68

A. Definition and properties

A state defined by the action of an MPO on an MPS
(we assume both to be site-independent) has a natural
MPS description,

Blml — ZM[mn] ® Aln] (63)

where the tensor product ® acts on the ancilla. We refer
to B as an MPOxMPS to distinguish it from the MPS
A, which we assume to have a finite correlation length.
B has a bond dimension of

T= XmXs (64)
where x,, and x are the bond dimensions of the MPO and
MPS respectively. Note that T need not be the optimum
bond dimension of B (i.e. Schmidt rank of the state B
represents), though it is typically the case when M and
A have optimum bond dimensions. The transfer matrix
of B reads

F:ZBW
= ZA

m,n,l

® BI™M

® MM g MM @ AN (65)

where ® acts on the ancilla. F'isthusa T x T x T x T
tensor that can also be viewed as Y2 x Y2 matrix by
grouping both the left and right ancilla. F' can also be

written as
F =" A" g mimil g Al (66)
m,l
where
M[ml] = ZM[nm]* ® M[nl]
=S it a (67)

where t acts on the physical indices on the MPO.
From Egs. (63) and (65), the boundary vectors of an
MPOxMPS and its transfer matrix are given by

by = bhy @by b = by @b

b = (b @bl p) bh =050 ). (68)

Since M is always upper triangular in the auxiliary
indices (as discussed in Sec. IV), M is a x2, x x2, matrix
with a nested upper triangular structure in the ancilla,
with elements as d X d matrices, where d is the physical
Hilbert space dimension. For example, if we consider the

MPO of Eq. (39), M reads
1 ¢ ¢t ot
0 e k1 0 e ikCT
M= : oo 69
0 0 e*1 ekC (69)
0 O 0 1

In Eq. (65), the matrix elements of F' can also be viewed
as a x2, X x2, matrix with matrix elements

F,, = ZA[M]* ® M,[I';”A[”.

m,l

(70)

F,., is indeed the generalized transfer matrix (see Eq. (8)
in Sec. ITA) of the operator M,,. Thus, F is also a



nested upper triangular matrix with elements y? x x?
generalized transfer matrices of the elements of M with
the original MPS A. For M of Eq. (69), we obtain

E-Es  Eor Eog
0 e FE 0 eTFE, 1)
0 0 ¢e*E ElkEé

0 0 0 E

where E is the transfer matrix of the MPS A and Eg,
Egy and Epv s are the genera}izeAd transAferAmatrices (de-
fined in Eq. (8)) of operators C', CT and CTC respectively.
Furthermore, since the MPO boundary conditions are al-
ways of the form of Eq. (43), using Eq. (68) the boundary
vectors for the transfer matrix F' read

0 bl

r 0 0

be= 1| b = o |- (72)
b 0

As illustrated in the previous section using Egs. (44)
and (46), non-vanishing diagonal elements of the MPO
can only be of the form e1. Consequently, the diago-
nal elements of F are always of the form e”’FE, as can
be observed in the example in Eq. (71). The generalized
eigenvalues and structure of the Jordan normal form of
block upper triangular matrices such as F' is discussed
in App. D. As evident from Egs. (D3) and (D1), the
block upper triangular structure of F' dictates that its
generalized eigenvalues are those of ¢ E blocks on the
diagonal. The eigenvalue of unit magnitude of the trans-
fer matrix F' is thus not unique in general, and an MPO
x MPS typically does not have exponentially decaying
correlations even if the MPS has.

Moreover, the transfer matrix F' need not be diagonal-
izable. In general, it would have a Jordan normal form
consisting of Jordan blocks corresponding to various de-
generate generalized eigenvalues. The Jordan decompo-
sition of F' reads

F=PJjpP! (73)

where J is the Jordan normal form of F', the columns of
P are the right generalized eigenvectors of I’ and the rows
of P! are the left generalized eigenvectors of F' (same as
right generalized eigenvectors of FT). J is composed of
several Jordan blocks of various sizes, and has the form

J=J (74)

i€EA

where A is a set of indices that label the Jordan blocks,
Ji is a Jordan block of size |.J;| of an eigenvalue A; and
>iealdil = Y2 That is, up to a shuffling of rows and

columns,
Ao 10 0
0 N\ 1
Ji = (75)
0
D Y |
0o ... ... ... Ai

[Ji] x| J3]

For a diagonalizable matrix, |J;| = 1 for all i € A.

B. Entanglement spectra of MPO x MPS

In this section, we outline the computation of the en-
tanglement spectrum for an MPO x MPS state, i.e., for
an MPS with a non-diagonalizable transfer matrix. Since
the MPO x MPS is also an MPS, Egs. (13) to (18) of
Sec. IIB are valid here as well. Analogous to Eq. (17),
here we obtain

L= (FT)Lapl, R = FLspr. (76)

In the following, we will mostly be interested in the
limit n = Ly = Ly — oo, i.e. the thermodynamic
limit with an equal bipartition. Since F™ = PJ"P!,
"= @jep Ji', and

N () DV (S PV
0 AP (DAt

(\JiT*l)/\?_lJi‘-i_l

=1 . . : : S
! : - & T (5)Ar 2
Co e

all the Jordan blocks J; corresponding to |\;| < 1, van-
ish in the thermodynamic (n — o0) limit. We can thus
truncate J to a subspace with generalized eigenvalues of
magnitude 1, by including a projector @) onto that sub-
space. This subspace could involve several Jordan blocks,
each of possibly different dimension. We define

Junit = QJQ

= 7 (78)

1€ Aunit

where Ayunit is a set defined such that |A;] = 1 for ¢ €
Aunit, and the dimension of Jypis i |Junit|, where

|Junit|: Z |Jz‘ (79)
1€ Aunit

Since we are interested in the limit n — oo, instead of F',
we use a truncated transfer matrix Fl,;; defined as

Funit = PJunitP_17 (80)

[Ji] x| Ji]



such that

mn
Fum

. =F" asn— oo (81)

Since Q? = @, using Eq. (78), the expression for Fypi
can be written as

Funit = PQ(QJQ)QP_l
= VrJunit VL, (82)

where we have used Eq. (78) and have defined

VR = PQ
Vi =Pt (83)

Since Vg consists of the columns of P (right general-
ized eigenvectors of F') corresponding to the generalized
eigenvalues in J and VI consists of the rows of P! (left
generalized eigenvectors of F'), Vi and Vi, have the forms

7" Junit |)
U il (84)

where {r;} (resp. {l;}) are the Y2-dimensional right
(resp. left) generalized eigenvectors of F' corresponding
the generalized eigenvalues of magnitude 1.

Using Egs. (82) and (83), the truncated Gram matrices
read

VR:(rl Ty ...
VLz(h lo ...

Runit = VR(Junlt)nVEb%
Lunic = Vo (JL )" VEbL. (85)

unit

We split Eq. (85) into two parts. We first define the
| Junit |-dimensional “modified” boundary vectors that are
independent of n as

=V
= VI, (86)

The n-dependent parts of Lynit and Ryunie are then en-
coded in the (1)2 X |Junit| dimensional matrices

WR = VR(Junlt)n
Wy =V (JL. )" (87)

Since £ and R are viewed as T x T matrices in Eq. (18),
it is natural to view the columns of £ and R as ¥ x T
matrices in Eq. (87). Consequently, we can directly view
the columns of Vi, and Vi (defined in Eq. (84)) as T x T
matrices.

To obtain a direct relation between the generalized
eigenvectors of F' and the projected Gram matrices Lunit
and Runit (defined in Eq. (85)), we need to determine
how Wy and Wg depend on the generalized eigenvec-
tors. Suppose the components of Wr and Wy, have the
following forms

WRE(R1 Rg
WLE(Ll L2

R‘Junit‘)
Ly guuel) » (88)
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where {R;} and {L;} are T x T matrices. Runit and
Lunit are n-independent superpositions of the matrices
{R;} and {L;}. Their expressions read

|Junit|
Runit = »_ Ri(Bp)i
i=1
|Junit|
Eunit = Z Ll(ﬁ%)l (89)
i=1

To relate {R;} and {L;} to {r;} and {l;}, we need to
consider the Jordan block structure of Jypni¢. If Junis con-
sists of a single Jordan block of generalized eigenvalue
A, dimension |Jynit|, and of the form of Eq. (75); using

Egs. (77) and (87), we directly obtain
i1

08 (e
[ Junit| —i

(’?) Ly A, (90)
0 J

where {r;} and {l;} are viewed as T x T matrices.

For Jyunit composed of several Jordan blocks, {J;}, (e.g.
in Eq. (78)), Eq. (90) holds for each Jordan block sepa-
rately. We first consider a subset of right and left gener-
alized eigenvectors of Fyyit, {rZ(J’“)} C {ri} and {lg‘]’“)} C
{l;} that are associated with the Jordan block Jj of di-
mension |Ji| and generalized eigenvalue Ay, |Ax| = 1.

Here, we assume that r:(LJ’“)

(resp. l§’j"')) is the right (resp.
left) eigenvector and rl(J’“) (resp. lEJ’“)) is the (i — 1)-th
right (resp. left) generalized eigenvector. We then define
{RZ(»J’“)} C {R;} and {Lng)} C {L;} that are related to
{r(/)} and {1/F)} as

(2

i—1
J n—j
=X ()

7=0
[Je| =

<

k

(Je) _ (Jx) yn—
LYW = (J)zzgjx 7 (91)
=0

<.

90) for a single Jordan block

This is the analogue of Eq. (
d (91), Runit and Ly are of the

Ji. Using Egs. (89) an

form
‘Junit‘
Runie = Y, frli,n, Bp)r;
i=1
[ Junit |
Eunit = Z fL(Z7n7ﬂlF‘)lz (92)
i=1

where {fgr(i,n,85%)} and {fL(i,n, 8%)} are scalar coef-
ficients that depend on n through Eq. (91) and on the
boundary condition dependent vectors 57 and B% respec-
tively.

Since Lunit and Runit are the same as £ and R in the
thermodynamic limit, using Eq. (92), the unnormalized



and usually non-Hermitian matrix pyeq of Eq. (18) that
has the same spectrum as the reduced density matrix
reads

|Junit|

Pred = Z fL(iana 6%)fR(]7n76;‘)lzrf (93)

ij=1

This calculation has been illustrated in App. C with an
example from the AKLT model. In the limit of large n,
Pred can be computed using Eq. (93) order by order in n.
Such a calculation will be discussed with concrete exam-
ples from the AKLT models in the next three sections.

VI. SINGLE-MODE EXCITATIONS

As an example, to illustrate the results of the pre-
vious section, we first consider single-mode excitations.
A single-mode excitation is defined as an excited eigen-
state created by a local operator acting on the ground
state. It is known that such wavefunctions are ef-
ficient variational ansatzes for low energy excitations
of gapped Hamiltonians.?? Such excitations, dubbed as
Single-Mode Approximation (SMA) or the Feynman-Bijl
ansatz, have also been used as trial wavefunctions for low
energy excitations in a variety of models.?2:24,66,69-72

A. Structure of the transfer matrix

The SMA state obtained by a local operator O can be
written as

[0k) = _™0;1G)

where Oj denotes the operator O in the vicinity of site j
of the spin chain (if not purely onsite), |G) is the ground
state of the system and k is the momentum of the SMA
state. In the spin-1 AKLT model, the three low-lying ex-
act states shown in Eqgs. (48), (51) and (55) have the form
of Eq. (94) with k = 7, i.e., the SMA generates an exact
eigenstate.*?:% In the language of matrix product states,
SMA states can be represented as an MPOxMPS, where
the MPO represents the operator Oy, and the MPS is
the matrix product representation of the ground state
|G)Y. As discussed in Sec. IV, the MPO of a translation
invariant local operator Oy, defined in Eq. (94) can be
constructed such that it is upper triangular with only
two non-vanishing diagonal elements, e’*1 and 1. This
structure can also be observed in the MPOs of the cre-
ation operators of the excited states of the AKLT model,
shown in Egs. (50), (53) and (57). For the single-mode
approximation, the transfer matrix F' of |5k> thus has
four non-vanishing blocks on the diagonal and its gen-
eralized eigenvalues are those of the submatrices on the
diagonal (see App. D1). Since all the SMA states of the

11

AKLT model are at momentum 7, we set k = 7 in the
following. The same analysis holds for any k # 0.

We illustrate the entanglement spectrum calculation
for the simplest case, where F' has the form of Eq. (71),
corresponding to an MPO with bond dimension x,, = 2,
the one in Eq. (39) and k =,

E Eg Eer Egre
0 -E 0

F= et | 95
0 0 B K ()
0 0 0 E

The transfer matrix boundary vectors then have the form
of Eq. (72)

bl 0
0 r 0

Vo= o V=1, (96)
0 b

B. Derivation of pred

The structure of generalized eigenvalues and general-
ized eigenvectors of block upper triangular matrices of
the form of F in Eq. (95) is explained in App. D, and
the Jordan normal form of the generalized eigenvalues
of unit magnitude is in derived in App. F1. The gen-
eralized eigenvalues of F' of Eq. (95) with a unit mag-
nitude are {+1,—1,—1,+1}, the largest eigenvalues of
the submatrices E (the transfer matrices of the ground
state MPS). The +1 generalized eigenvalues in F form
a Jordan block as long as a certain condition holds (see
Eq. (F9)), which is satisfied for a typical operator Oy.
Since the off-diagonal block between the subspaces of the
two —E blocks is 0 (as seen in Eq. (95)), the two —1 gen-
eralized eigenvalues in F' do not form a Jordan block.

Thus, for a typical operator Oy, the Jordan normal
form Jypit of the truncated transfer matrix Fy it (defined
in Eq. (82)) is the one in Eq. (F11). It can be decomposed
into three Jordan blocks as

Junit = Jo @ J1 @ Ji, (97)

where the blocks read
11
Jo = (0 1) J1=(-1) 1 =(-1). (98)

Following the convention of Eq. (84), we assume that Vg
and V7, have the forms

Vr = (r1 72 73 T4)
Vi =112 15 ly) (99)

Since the +1 generalized eigenvalues are due to the top
and bottom blocks of F', r1 (resp. 1) and 74 (resp. ly)
are the right (resp. left) generalized eigenvectors corre-
sponding to Js. Similarly, ro (resp. l2) and r3 (resp.



I3) correspond to the right (resp. left) generalized eigen-
vectors of J.; and Jp respectively. Thus, the generalized
eigenvectors associated with the Jordan blocks can be
defined as

T%JO) = Té]o) =y T§J,1) =1y rng)

= ’[“3
79 =15 (100)

Equivalently, we could also write the truncated Jordan
normal form of F' as

W =1 1§ =1 1 =1,

10 01
0-1 00

Junit = 00 -10 (101)
00 01

Since the columns of Vi and Vi, are right and left gen-
eralized eigenvectors of F' corresponding to generalized
eigenvalues of unit magnitude, they read (see Eqs. (F12)
and (F13))

C1eR * * *
0 * *
"= 0 2= 02(‘)9R s = C3€R "= *
0 0 0 C4€R
(102)
and
i—f 0 0 0
L 0 0
L= "11= clls=fa|ll=1],
C3 er
* * o
(103)

where er and ey, are the y2-dimensional left and right
eigenvectors of the F corresponding to the eigenvalue 1
and the c;’s are some constants. The constant c¢; can be
set freely if r; and [; are eigenvectors (not generalized
eigenvectors) of F.

However, in the calculation of Wgr and W, (defined in
Eq. (87)), the generalized eigenvectors {r;} and {l;} of
Egs. (102) and (103) are viewed as T x T matrices. They

read
ciegr 0 x 0
ne ( 0 o> 2= (chR o)
* C3€ * %
rs = (* 30R> T4y = <* C4€R> (104)
and
L (eLicl I) I = (eL(}CQ I)
0 0 O
l3 = (O eLﬂ{C?)) l4 = (0 €L/C4> (105)

where er and ey, are the right and left eigenvectors of the
transfer matrix £, now viewed as x X x matrices.

Using Eqgs. (100) and (91) (or directly Eqgs. (101) and
(99)), Wgr and Wy, (whose components are defined in
Eq. (90)) read

Wg=(r1 (-1)"ry (-1)"r3 nri+r4)

Wr=(i+nly (-1)"lz (-1)"s lg).  (106)
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Using Eq. (89), we know that Runit and Lyni; read

Runit = 7"16;71 + (_1)nr2522 + (_1)nr3ﬂ;‘3
+(nry 4 1r4) By

»Cunit = (ll + Tll4)ﬁé«“1 =+ (_1)nl2ﬂé~“2 + (—1)"l35%3
+laBpy (107)

where {r;} (resp. {l;}) are T x T matrices defined in
Eq. (104) (resp. Eq. (105)) respectively, and (5, (resp.
f3%..) is the i-th component of the right (resp. left) mod-
ified boundary vector.

Since we are mainly interested in the n — oo limit, we
obtain pyeq order by order in n. Using Eq. (93), to order
n?, the p,eq Which has the same spectrum as the reduced
density matrix (up to a global normalization factor), is
given by the product of O(n) terms from both Ly, and
Runit in Eq. (107):

Pred = n2ﬁlF15;7'4l47n:1F + O(ﬂ) (108)

However, from Eqs. (104) and (105), since l477 = 0, prea
is a zero matrix at order n?. If we define b; ; = ﬁ},lﬂ}j,
to the next order n, proq reads

Pred = n(b1,4(117’1T +lar]) + 51,1147"1T + baalar? +
+ b4 (-1)"lord + b3 4(-1)"37T + by o(-1)" 14 +
+ b13(-1)"lurd ) + O(1). (109)

Computing preq in Eq. (109) using Egs. (104) and (105),
we obtain

(110)

erel 0
Pred = Nb14 ( L* R 6L6£ +0(1)

Using Eq. (20), we know that ezek is nothing but the

reduced density matrix of the ground state. Since the
Prea in Eq. (110) is block lower triangular, its eigenval-
ues are those of its diagonal blocks. Thus, the entan-
glement spectrum, given by the spectrum of p.q, of an
MPOxMPS for a single-mode excitation is two degen-
erate copies of the MPS entanglement spectrum, in the
thermodynamic limit (as n — 00). We then immediately
deduce that the entanglement entropy is given by

S =S8¢ +log2 (111)
The extra log 2 entropy has an alternate interpretation as
the Shannon entropy due to the SMA quasiparticle being
either in part A or part B of the system. Thus, we have
provided a proof that in the thermodynamic limit, single-
mode excitations have an entanglement spectrum that is
two copies of the ground state entanglement spectrum.
Alternate derivations of the same result were obtained in
Refs. [23] and [22].

We now move to exact examples obtained in the AKLT
models.*> The Arovas A and B states, and the spin-
2 magnon of the spin-1 AKLT model, the Arovas B
states and the spin-2S magnon of the spin-S AKLT
model are all examples of single-mode excitations. While



the Arovas states are exact eigenstates only for periodic
boundary conditions, it is reasonable to believe that they
are exact eigenstates for open boundary conditions too in
the thermodynamic limit. Thus, we expect their entan-
glement spectra to be two degenerate copies of the ground
state entanglement spectra in the thermodynamic limit.
While the entanglement spectra in the thermodynamic
limit are the same for all the single-mode excitations
of the AKLT models, they differ in the nature of their
finite-size corrections. We will discuss these differences
in Sec. XI.

VII. BEYOND SINGLE-MODE EXCITATIONS

We now move on to the computation of the entan-
glement entropy of states that are obtained by the ap-
plication of multiple local operators on the ground state.
Unlike the single-mode approximation, the number of op-
erators acted on the ground state does not uniquely spec-

J
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ify entanglement spectrum. We thus focus on a concrete
example in the 1D AKLT models, the tower of states of
Eq. (58).42 We first focus on the state with two magnons
(N = 2) and then generalize the result to arbitrary N in
the next section.

A. Jordan decomposition of the transfer matrix
For N = 2, the MPO Mgg, in Eq. (62) has a bond
dimension y,, = 3 and it reads

—1 —(SH)2% 0
Mss, = | 0 1 (81)%
0 0 -1

(112)

Consequently, using Eq. (65) and shorthand notations for
the generalized transfer matrices as

E+ = E(S+)QS FE_= E(Sf)zs E_+ = E(S—)QS(S+)2S’
(113)
the transfer matrix F' can be written as a 9 x 9 matrix:

EE. 0 E_E., 0 0 0 0
0O-E-E, 0 -E_E__. 0 0 0
o0 E O 0O E. 0 0 0
0o 0 0 -E E, 0 E_FE_, 0
Fr=|lo o o o0 E E, 0 -E_ E_, (114)
o0 0 0O 0O —-E 0 0 E_
o0 0 0 0O 0 E E. 0
o0 0 0 0O 0 0 —-E —E,
o0 0 0O 0O 0 0 0 E

The generalized eigenvalues of F' that have magnitude
1 are due to the £F blocks on the diagonals of F'. Thus,
F has nine generalized eigenvalues of magnitude 1, five
(+1)’s and four (—1)’s.

In App. F2, we have derived the Jordan block struc-
ture of F of Eq. (114). There, we used the property (see
Eq. (E4))

Eier=F_ep=0 e]Ey=elE_ =0 elE_,er #0

(115)
where e;, and er are the left and right eigenvectors of
FE corresponding to the eigenvalue +1, to show that the
largest generalized eigenvalues of any two diagonal blocks
in F' belong to the same Jordan block if they are related
by an off-diagonal block E_, in F. Thus, for F, the
truncated Jordan normal form J,n;; of the generalized

(

eigenvalues of largest magnitude reads (see Eq. (F38))

100010000
0-1000 1000
001000000
000-100010

Jamic=]0 0 0 0 1 0 0 0 1 (116)
0000O0-100 0
000000100
0000O0GO0O0-10
0000O00O0O0O0 1

The forms of the right and left generalized eigenvectors
corresponding to the generalized eigenvalues in Jyn;t are
determined by Eqs. (D67) in App. D. For example, the
left and right generalized eigenvectors corresponding to
the fourth eigenvalue (—1) on the diagonal of Jyuni in



Eq. (116) read

* 0
* 0
* 0
C1,2€R s
=1 0 | =" (117)
0 *
0 *
0 *
0 *

where er and ey, are the left and right generalized eigen-
vectors of E and c; 2 is some constant. When viewed as
3 X 3 matrices, these read

* croep 0 0 cefz *
2,1 =T4 = * 0 0 l2)1 = l4 =10 =x *
0 0 0 * =
(118)
where we have defined
To,8 = T3(a-1)48 lop = l3(a—1)+8 (119)

to be the generalized eigenvectors of F' corresponding to
the generalized eigenvalue of magnitude 1 and er and
er, are viewed as y X x matrices. Thus, in general, the
expression for the 3 x 3 74, (resp. I ) is obtained
by filling in irrelevant elements “x”’s column-wise from
top-to-bottom (resp. bottom-to-top) starting from the
top-left (resp. bottom-right) corner until the («, 3)-th
element, which is set to cq ger (resp. er/cqg). Using
the structure of Jynis in Eq. (116), we observe that five
Jordan blocks J,,,, —2 < m < 2 are formed, that have
generalized eigenvalues (—1)™ and consist of generalized
eigenvectors 7o q4+m and lyatm with 1 — min(0,m) <
a < 3 —max(0,m).

B. General properties of Runit and Lunit

We now proceed to derive some general properties of
Runit and Lynit that are helpful in the calculation of pyeq
(see Eq. (93)). Since preq is a sum products of the form
lap72 5 (see Eq. (93)), using the forms of the generalized
eigenvectors lo g and ro g (for example Eq. (118)), we
note the following properties:

lagrls=0 if B>, (120)
N\ if a >

logrl . = 721

BT, { N+ Ala,erel) if a=x (121)

where \ represents a strictly lower-triangular matrix
and A(a, x) is a diagonal matrix with the a-th element on
the diagonal equal to z. As we will see in the next section,
these properties are valid for any number of magnons V.

To compute ppoq order by order in the length of the
subsystem n, we need to determine the factor of n that
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appears in front of the product laﬁrﬂ 5 i prea. We first
obtain the factors of n that accompany each of 7, g and
lo,p In Rynit and Lyni, respectively. Using Egs. (91) and
(89), when N = 2 the expression for Rt reads

Runit = ((5)r1,1 + nro2 +7133) Brg + (nr11 +72,2) Bhs + 11,185,

+ (=1)"[(nr1,2 + 72,3) Bpg + 71,285,
+ (=1)"[(nre1 +732) BEg + 72,185,]
+ Tl,Sﬁ;W
+73,18F5,
where terms on the same line come from the same Jordan

block J,,. Similarly, the expression for L,z for N = 2
reads

(122)

Lonit = ((5)l3.3 + nla2 +l11) By + (nlsz + l22) By + 13,385

+ (=1)"[(nla3 + 11,2) By + 12,3854]
+ (=1)"[(nls2 + 121) 85y + 13,285¢]
+ 11,385,

+ 13,1 8%,

The structure of Eqgs. (122) and (123) exemplify proper-
ties of R and L that are valid for any value of N:

1. The largest combinatorial factors CJ, and CL 4
that multiply the right and left generalized eigen-
vectors ro g and ly g in Rynit and Lypis respectively
read (as a consequence of Egs. (89) and (91))

Cals = (N — max(w, 8) + 1) (124)

n
ck,= 125
@p <min(a,6) - 1) (125)
For example, the largest combinatorial factors to
multiply 7,1 and I3 3 in Egs. (122) and (123) are

Cfy = (5) and Cf5 = () respectively.

2. The dominant term (with the largest factor of n)
involving generalized eigenvectors of any given Jor-
dan block are all multiplied by the same boundary
vector component in the expression for L,z and
Runit- This is derived using Eqgs. (89) and (91).
For example, 711, 722 and r3 3 (resp. li 1, la2 and
l3,3) are all associated with the same Jordan block
(Jo), and the largest factors of n that multiply them
are (5) By, nBpy and Bhy (vesp. By, nBk,, and
(5)B%,). That is, the dominant terms involving
these generalized eigenvectors are all multiplied by
the same boundary vector component %, (resp.

BlFl) in 7?'unit (reSp- ‘cunit)-

3. All the terms in Eq. (121) associated with a given
Jordan block are multiplied by A", where X is the
eigenvalue associated with the Jordan block in-
volved (here either (4+1) or (—1)). This is seen in
Eq. (91).

(123)



Using C} 5 and Cf 5 of Eqs. (125) and (124) respec-
tively, one can directly compute pyeq (defined in Eq. (18))
order by order in n. Note that
(126)

C([;’Bcﬁé ~O (nN+min(a,ﬁ)—max('y,6)) )
Using Eq. (126), we note that any term of order strictly
greater than n® requires min(«, 8) > max(vy,d), which
necessarily implies 8 > §. Since all products I, 57“5’ 5 van-
ish (using Eq. (120)), the dominant non-vanishing terms
appear at order n" or smaller. Directly from Eq. (126),
it B <6,B <7, a<yora<d,the product 057[3056
necessarily has a smaller order than n~. Thus, at or-
der n"V, we obtain products that satisfy a > v, a > 6,
6 > § and 8 > . The products with 5 > § vanish
(using Eq. (120)) and products with o > + give rise to
lower triangular terms (using Eq. (121)); and they do
not contribute to the eigenvalues of p,.q when no upper
triangular terms are present. We thus deduce that the
products that determine the spectrum of preq (and hence
the entanglement spectrum) at leading order in n satisfy
8 =6 a=~v a>4§and § > v; and consequently,
o = 3 = v = 4. Furthermore, since all the r, s and
la,a’s belong to the largest Jordan block with eigenvalue
+1, all the products layargva are multiplied with the same
modified boundary vector components.

Indeed, these arguments can be verified using the ex-
act form of preq at order n? using Lunit and Runje in
Egs. (122) and (123):

pred = ((5)liar] ) +nPlaardy + (5)lss7 5) bro +
n[l3 071 ob2 s + (—=1)"(I3,273 2b2,0 + l2,277 501 ,8)]
+ (5)[(I3,3rT 5b1,7 + I3 17T 1 b3,

+ (=1)"(I3 373 3b1,8 + lo,17] 1 b20)], (127)

where b; ; = ,6’%2.,6};].. Thus, at order n?, using Egs. (127)
and (121), preq reads

ek 0 0
Pred = 1,9 * n2ereh 0 +O(n)
* * (g)eLeﬁ
%6[,6% 0 0
~ n?by g x* ereh 0 + O(n), (128)
* * %6[16%

where we have used (}) =~ %2, an approximation that
is exact as n — oo. The entanglement spectrum of two
magnons on the ground state is thus three copies of the
ground state entanglement spectrum. The three copies
are however, separated into one non-degenerate and two
degenerate copies.

VIII. TOWER OF STATES

We now move on to the calculation of the entangle-
ment spectra for the AKLT tower of states with N > 2
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magnons on the ground state. The expression for the
MPO Msgs,, for the tower of states operator has a bond
dimension x,,, = N + 1 and is shown in Eq. (62). Several
results in this section are a straightforward generalization
of results in the previous section.

A. Jordan decomposition of the transfer matrix

Analogous to Eq. (114), the transfer matrix F for ar-
bitrary N can be written as a (IV + 1) x (N + 1) block
upper triangular matrix, with x x x blocks. Thus, the
generalized eigenvectors of I’ for a general N have in-
herited a structure as those in Eq. (118). The right and
left generalized eigenvectors ro 5 = r(N41)(a—1)+ and
la,g = l(N+1)(a—1)+s have the forms (when viewed as
(N +1) x (N + 1) matrices),

* * 0 0
Tag=|* - * caper 0 0
0 el 0
* * 0 0
0 0 * *
0 -~ 0
Za,ﬂ =10 - 0 ci?/; *1, (129)
* . *
0 0 * *

where the (o, §)-th element in r, g and l, g are propor-
tional to er and ey, respectively. Since the off-diagonal
blocks of F' have the same structure as those in Eq. (114)
(because the structures of the MPOs Mggs, and Mgs,,
are the same), the Jordan normal form is similar to the
N = 2 case. That is, we obtain (2N + 1) Jordan blocks
Im, —N < m < N, that correspond to an eigenvalue
(—1)™ and consist of generalized eigenvectors 4 q+m and
lo,atm With 1 —min(0,m) < a < N + 1 —max(0,m).

As pointed out in Sec. VIIB, the properties observed
there are valid for all N. Thus, using C(ﬁﬁ and 05757
Pred can be constructed order by order in n. However, for
arbitrary N, we can study two types of limits (i) n — oo,
N finite, and (ii) n — oo, N — oo, N/n — const. >
0. Since n = L/2, N is the number of magnons in the
state |[SS2x), and the state has an energy E = 2N,12
the energy density of the state we are studying is F/L =
N/n. The limits (i) and (ii) thus correspond to zero and
finite energy density excitations respectively.



B. Zero density excitations

In the limit where N is finite as n — oo, we can use
the approximation
ny\ _ nN
N) T NI

which is asymptotically exact. Thus, the product of com-
binatorial factors can be classified by order in n. Since
the structure of the generalized eigenvectors [, g and
ra,3 in Eq. (129) are the same as the N = 2 case in
the previous section, properties Egs. (120) and (121) are
valid here. Using the arguments following Eq. (126) in
Sec. VII B, the first non-vanishing term appears at order

n®, and the expression for ppeq reads

(130)

N
n n
Pred = bl,(N+1)2 Z (Oé> <N “

a=0

N 1

~ anl,(N-'rl)Q Z mla,arz;a + B + O(anl)

a=0

(131)

where 0\ represents strictly lower triangular matrices.
Using Eq. (121), to leading order in m, we obtain the
unnormalized density matrix:

T
S 0. ... 0
T
er e
* (Nill)%‘l'

Pred = anl,(N+1)2 T
1|(eszeR1)r OT
* .. .. * %L‘;’f

(132)

where e Leg is the ground state reduced density matrix.

Since epek for the spin-S AKLT model has (S + 1)
degenerate levels (see Eq. (29)), after normalizing pred,
the entanglement spectrum has (N + 1) copies of (S +1)
degenerate levels, and each (S + 1)-multiplet reads

1 N
_ < a<N.
2N(S+1)(a> Osasn

The trace of preq is indeed 1,

Ao = (133)

T [preal = (S +1) )" Ao

(134)

>la,ar§,a +\ 0w
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The entanglement entropy is thus

S=-Tr [pred IOg pred]

N
—(S+1) Z Ao log Ay

a=0

:SG+N10g2—Z( >1og< ) (135)

a=0

~Sa+ %log <7Tév> for large N (136)
where Sg = log(S + 1), the entanglement entropy of the
spin-S AKLT ground state. Eq. (136) is derived from
Eq. (135) in App. G using a saddle point approxima-
tion. For N = 1, using Eq. (135), we recover the Single-
Mode Approximation result of Eq. (111). Furthermore,
note that O(nN _1) and lower order corrections to preq
in Eq. (132) are typically not lower triangular matrices.
Thus, the replica structure of p,eq breaks at any finite n,
giving a particular structure to the finite-size corrections.
We discuss the nature of these finite-size corrections in
Sec. XI.

C. Finite density excitations

We now proceed to the case where the excited state has
a finite energy density, corresponding to a finite density
of magnons on the ground state. That is,

E/L = N/n> 0. (137)

For a large enough N, approximation Eq. (130) breaks
down. Nevertheless, since the MPO for |SS2y) and the
MPS for the ground state of the spin-S AKLT model
have bond dimensions of x,, = (N +1) and x = (S + 1)
respectively, the MPO x MPS for [SS2n) has a bond
dimension xxm = (S + 1)(N + 1), i.e. it grows linearly
in N. Consequently, using Eq. (23), the entanglement
entropy of |SSan) is bounded by

S <log(xxm) = log[(S + 1)(N +1)]. (138)

Using Egs. (136) and (138), we would be tempted to find
a stronger bound or an asymptotic expression for the
entanglement entropy in the finite density limit. Indeed,
we expect this entanglement entropy to have the form

S ~ Plog N (139)

where P is some constant. Without the approximation
of Eq. (130), terms that are weighted by the combinato-
rial factor (Z) ( kfa) do not necessarily suppress the terms

that appear with a factor ()(, " _,), where k, a and b
are some positive integers. This invalidates an expansion
in orders of n such as Eq. (131). Consequently the lower
triangular structure of preq (see Eq. (132)) breaks down.
Hence, it is not clear if the expression for the entangle-
ment entropy of Eq. (136) survives in the finite density
regime. A detailed discussion of this is given in App. H.
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FIG. 3. The normalized entanglement entropy S/((L/2)log3) for the eigenstates of the Hamiltonian with energy E Eq. (141)
in the quantum number sector (s, S.,k,I, P.) = (6,0,7,—1,+1), where the quantum numbers respectively correspond to the
total spin, the projection of the total spin along the z direction, momentum, inversion and spin-flip symmetries.*?> Panels (a)
and (b) show the entropy at the AKLT point. This sector has a single exact state |Ses) that belongs to the tower of states,
which exhibits a sharp dip at £ = 6. Panels (c) and (d) show the entropy for a = —0.025, where remnants of the low entropy
states are seen. Panels (e) and (f) show the entropy in the same sector for a = —0.05.

IX. IMPLICATIONS FOR THE EIGENSTATE
THERMALIZATION HYPOTHESIS (ETH)

In Ref. [42] we conjectured and provided numerical evi-
dence that in the thermodynamic limit some states of the
tower of states are in the bulk of the spectrum, i.e. in
a region of finite density of states of their own quantum
number sector. Furthermore, we showed that the AKLT
model is non-integrable, i.e. it exhibits Gaussian Or-
thogonal Ensemble (GOE) level statistics. According to
the Eigenstate Thermalization Hypothesis (ETH), typi-
cal states in the bulk of the spectrum look thermal.!»16:73
That is, the entanglement entropy of any such states ex-
hibits a volume law scaling, S o< L. A strong form of the
ETH conjuctures that all states in a region of finite den-
sity of states of the same quantum number sector look
thermal.54:5%

In the spin-S AKLT tower of states, for a state with a

finite density of magnons, using Eq. (138),
S xlogL. (140)

The logL scaling of the entanglement entropy in
Eq. (138) is thus a clear violation of the strong ETH.

The atypical behavior of the tower of states is illustrated
in Fig. 3. In Figs. 3a and 3b, we plot the entanglement
entropy of all the states in a given quantum number sec-
tor for two system sizes L = 14 and L = 16 at the AKLT
point. The dip of the entanglement entropy at energy
E = 6 corresponds to the state |Sg), which clearly vio-
lates the trends of entanglement entropy within its own
quantum number sector. The dip persists for L = 16,
the largest system size accessible to exact diagonaliza-
tion. These states are thus the first examples of what are
now known as “quantum many-body scars”.39:49,74,75

One might wonder if such a violation of ETH is generic
in nature, i.e., if these states have a sub-thermal entan-
glement entropy even when the Hamiltonian is perturbed
away from the AKLT point. We explore this using the
Hamiltonian

L
1 15 = 1 a\ = =
Hy = -+ 355 -+ = i Sit1)?
;<3+25 S+1+(6+ 2)(5 Si1) >
(141)
where a = 0 corresponds to the Hamiltonian of the

AKLT model. We find that the dip in the entanglement
entropy is stable up to a value of & = —0.025, as shown
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FIG. 4. Apparent atypical eigenstates in the spin-1 pure Heisenberg model (i.e. @ = —1/3 in Eq. (141)) in the quantum number

sector (s, Sz, k, I, P.;) =(0,0,0,+1,41) for system sizes (a) L =

14 and (b) L = 16. We use the same conventions as Fig. 3 for

the axis labels. Looking at the evolution between L = 14 and L = 16 might suggest that those atypical states are finite-size

artifacts.

in Figs. 3c and 3d. However, we cannot exclude that the
range of a where we observe this low entanglement in the
bulk of spectrum, will go to zero in the thermodynamic
limit (as observed for o = —0.05 in Figs. 3e and 3f). Fi-
nally, we draw attention to the existence of apparently
atypical states in the (non-integrable) spin-1 Heisenberg
model, shown in Figs. 4a and 4b that could be an artifact
of the finite system size.

Since the number of states that belong to the tower of
states grows only polynomially in L, the set of ETH vio-
lating states has a measure zero. Thus, the existence of
these sub-thermal states do not preclude the weak ETH,
which states almost all eigenstates in a region of finite
density of states look thermal.

X. DEGENERACIES IN THE ENTANGLEMENT
SPECTRA OF EXCITED STATES

We now move on to describe the constraints that
the AKLT Hamiltonian symmetries on the entanglement
spectra of the exact excited states.

A. Symmetries of MPS and symmetry protected
topological phases

We first briefly review the action of symmetries on an
MPS, the concept of Symmetry Protected Topological
(SPT) phases in 1D, and their connections to degenera-
cies in the entanglement spectrum.”®™ A state |¢)) that
is invariant under any symmetry (that has a local action
on an MPS) admits an MPS representation that trans-
forms under the particular symmetry ag®8:76:78:80

u(AlM) = Py ATy, (142)

where v is the symmetry operator that transforms the
MPS, U is a unitary matrix that acts on the ancilla, and
e is an arbitrary phase. We now discuss various useful
symmetries that are relevant to the AKLT models.
Since the inversion symmetry flips the chain of length
L (and hence the MPS representation of the state) by in-
terchanging sites ¢ and L — i, the site-independent MPS

of the transformed state is the same as the MPS of the
original state read from right to left in Eq. (3). Con-
sequently, the site-independent MPS transforms under
inversion as’®
ur (A = (AT = 1T Almlg, (143)
In Ref. [76], it was shown that for an MPS A in the
canonical form, the U; matrices should satisfy U;U; =
+1. As shown in App. J, each level of the entanglement
spectrum has a degeneracy that should be a multiple of
two. The origin of the degeneracy can be traced back to
the existence of symmetry protected edge modes at the
ends of the chain and the SPT phase.
Time-reversal, by virtue of being an anti-unitary oper-
ation, acts on the MPS as

up(AM) =" T, A = UL AU (144)

where Ty, = (ein}j) K, where K is the complex con-

jugation operator andngg acts on the physical index. The
two classes of Ur matrices are again UrUj = £1, with
UrUj = —1 indicating an SPT phase.”®

In the case of Zs x Zsy spin-rotation symmetries (7-
rotations about « and z axes), the MPS transforms under
the symmetries as

ug(A) = "Ry, A = Ui ANy, (145)

. go
where Rypn = (e”sp) , 0 = x,z and S; acts on

the physical index. The two classes of U, are the ones
that satisfy UEUZU;U;L = +1, where U, U} = U, U} =
1. Thus the classes of matrices can be written as
(UU,) (U U,)* = £1.

In each of the cases above, we refer to the transfor-
mations with positive and negative signs as linear and
projective transformations respectively. Since the condi-
tions of SPT order for the symmetry groups are of the
form UU* = —1, where U is unitary, U should be x X x
anti-symmetric matrix. If x is odd, 0 is an eigenvalue of



U, contradicting the fact that U is unitary. Thus, pro-
tected degeneracies cannot exist due to the symmetries
we have discussed if the bond dimension of the MPS rep-
resentation in the canonical form is odd.

The spin-1 AKLT ground state MPS Eq. (24) satisfies
Eqgs. (143), (144) and (145) with Uy = Ur = ioy, Uy = 04
and U, = o,. Thus the entanglement spectrum of the
spin-1 AKLT ground state is degenerate. This analysis
can be extended straight forwardly to a spin-S AKLT
model groundstate. Since even S AKLT ground states
have an odd bond dimension, they do not have SPT order
nor a doubly degenerate entanglement spectrum. For
odd S, the operators U; = Up = e™5e, U, = "™ and
U, = ™5 where S7 (0 = z,v, ) are spin-S/2 operators
that act on the ancilla, satisfy Eqgs. (143), (144) and (145)
respectively. Since these matrices satisfy

U U7 =UrUz = (U,U,)(U,U,)" = (_I)S]la (146)
all odd-S AKLT chains have SPT order and a doubly de-
generate entanglement spectrum whereas even-S chains
do not.

B. Symmetries of MPO

For any Hamiltonian that is invariant under certain
symmetries, each of eigenstates are labelled by quan-
tum numbers corresponding to a maximal set of com-
muting symmetries. As shown in the previous section,
the AKLT ground states are invariant under inversion,
time-reversal, and Zy X Z5 rotation symmetries. However,
some of the excited states we consider are not invariant
under the said symmetries. For example, the tower of
states we have consider have S, # 0, and are not invari-
ant under time-reversal or Zy X Zo symmetries but they
are invariant under inversion symmetry.

When an excited state is invariant under a certain sym-
metry, it can trivially be expressed in terms of an oper-
ator invariant under the same symmetry acting on the
ground state. Thus, analogous to Eq. (142), under a
symmetry u, the MPO of such an operator should trans-
form as

u(My = st primnly, (147)
where u acts on the physical indices of the MPO and X
on the ancilla.

We first discuss the symmetries that we discussed with
regard to MPS in Sec. X A, i.e., inversion, time-reversal
and Zs X Zs rotation. The actions of these symmetries on
an MPO are similar to the actions on the MPS. Inversion
symmetry interchanges the operators acting on sites ¢ and
L — 4. Thus, similar to Eq. (143), we obtain

uI(M[mn]) —

(M[mn])T — eiGIE}M["m]EI (148)

Time-reversal and Zy X Zo rotation symmetries act on
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the physical indices of the MPO via conjugation as

= Z TmlM[lk],Ejn =
I,k

uT(M[mn]) eiGT Z;M[mn]ET
(149)
and

mn] Z R M[lk o = ei@,, ZZ.M[MH]ZU

(150)

(ems;{> ’C, Ramn — (emsg) Lo =
xr,z act on the physicalﬁ index of the MPO. In each of

these cases, the auxiliary indices of the MPO transform
under the ¥j, Y7, ¥,, ¥, matrices under the various
symmetries respectively. Similar to the case of an MPS,
we could have MPOs that transform in two distinct ways
Y = 41, 3p%5 = £1 and (2,%,)(2,2,)* = £1.
We refer to the transformation with the positive and
negative signs as linear and projective MPO transfor-
mations respectively. Thus, under physical symmetries,
if an MPS transforms on the ancilla under U, and an
MPO transforms under 3, the MPO x MPS transforms
on the ancilla under U ® . As a consequence, if an
MPO transforms projectively (resp. linearly), the MPO
x MPS transforms in a different (resp. the same) way as
the MPS.

For example, the MPO corresponding to the Arovas
A operator (see Eq. (48)) transforms linearly under in-
version, time-reversal and Zy X Zy rotation symmetries,
and the transformation matrices are shown in Egs. (I3),
(I11) and (I16) respectively. The Arovas B operator (see
Eq. (53)) transforms projectively under inversion, lin-
early under time-reversal and rotation symmetries, and
the transformation matrices are shown in Egs. (I5), (I13)
and (I17) respectively. The tower of states operator
transforms projectively and linearly under inversion sym-
metry for odd and even N respectively, with the transfor-
mation matrices shown in Eq. (I7). The transformation
matrices are shown in App. I. Note that we do not claim
any topological protection of these states. Indeed, they
have a degenerate largest eigenvalue of the transfer ma-
trix, leading to long-range correlations that do not decay
exponentially.

We discuss the implications of these transformations
to the excited state entanglement spectrum in the next
section using concrete examples from the AKLT models.

where Tpp =

XI. FINITE-SIZE EFFECTS IN THE
ENTANGLEMENT SPECTRA OF EXCITED
STATES

We proceed to describe the finite-size effects and
symmetry-protected degeneracies in the entanglement
spectra of the exact excited states of the AKLT mod-
els. Since the exact entanglement spectra depend on the
configuration of the free boundary spins, we freeze them



to their highest weight states. Such a boundary configu-
ration is inversion symmetric, although it violates time-
reversal and Zs X Zs rotation symmetries (on the edges
only).

A. Spin-S AKLT ground states

As described in Sec. X A, the entanglement spectrum
of the spin-S AKLT ground state consists of (S + 1)
degenerate levels in the thermodynamic limit. Generi-
cally, such a degeneracy between (S + 1) levels is bro-
ken for a finite system. However, as shown in the ther-
modynamic limit in Ref. [76] and for a finite system in
App. J, the entanglement spectrum is always doubly de-
generate when symmetries act projectively. Thus, for
odd S, since inversion, time-reversal and Zos X Zg act
projectively (see Eq. (146)), the entanglement spectrum
consists of (S + 1)/2 exactly degenerate doublets. For
even-S, the entanglement spectrum need not consist of
degenerate levels for generic configurations of boundary
spins, though some levels can be degenerate for particu-
lar choices of the boundary spins. While the exact form
of the splitting between the entanglement spectrum lev-
els depends on the configuration of the boundary spins,
we find that it is exponentially small in the system size.

B. Spin-1 AKLT tower of states

We first describe the entanglement spectrum of the
spin-2 magnon state of spin-1 AKLT model, |S). In
Sec. VI, we have seen that the entanglement spectrum of
such a state consists of two copies of the ground state
entanglement spectrum. For a finite n, using an ex-
plicit computation of p..q using the methods described
in Sec. VB and illustrated in App. C, with MPS bound-
ary vectors of Eq. (26), the four normalized eigenvalues
of prea read (see Eq. (C14))

n 3—2n
2X | —, — |,

in—3 6 —8n
where 2x indicates two copies. In Eq. (151), we have
ignored exponentially small finite-size splitting to obtain
a closed form expression. The two degenerate copies of
the entanglement spectrum thus split into two doublets

that have an O(1/n) (power-law) splitting. Similarly, the
six eigenvalues of pyeq for |Sy) read

(151)

. 4n? — 22n + 27 2n2 — 5n 4n? — 6n
32n2 — 88n + 54’ 16n2 — 44n + 27’ 16n2 — 44n + 27
(152)

This is consistent with the n — oo behavior calculated in
Sec. VIII B, i.e. the entanglement spectrum is composed
of three copies of the ground state split into three dou-
blets, two of which are degenerate in the thermodynamic
limit at half the entanglement energy of the other. The

)
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doublets that are degenerate in the thermodynamic limit
have an O(1/n) finite-size splitting between them.

More generically, we observe the following pattern in
the entanglement spectrum of |San). The (N 1) copies
of the ground state split into (N 4 1) doublets, some of
which are separated by O(1/N) in the thermodynamic
limit. The pairs of doublets that are degenerate in the
thermodynamic limit have a power-law finite size split-
ting of O(1/n). A schematic plot of the entanglement
spectra of the tower of states is shown in Fig. 5.

We now distinguish between exact degeneracies and
exponential finite-size splittings. As shown in Sec. X B,
the MPO for the tower of states transforms projectively
(resp. linearly) under inversion symmetry if N is odd
(resp. even). Since the spin-1 AKLT ground state trans-
forms projectively under inversion, the MPO x MPS
transforms projectively (resp. linearly) under inversion
symmetry if N is even (resp. odd). While the proof for
double degeneracy due to projective representations in
Ref. [76] relied on the uniqueness of the largest eigen-
value of the transfer matrix of the MPS, in App. J we
show the existence of the degeneracy in the mid-cut en-
tanglement spectrum for a finite system irrespective of
the structure of the transfer matrix. Consequently, we
observe exact degeneracies of the doublets for even N
and exponential finite-size splittings within the doublets
for odd N. This effect is schematically shown in Fig. 5.
The exponential splitting happens for generic symmetry-
preserving configurations of the boundary spins, though
certain configurations of boundary spins lead to “acci-
dental” degeneracies in the entanglement spectrum.

C. Spin-S AKLT tower of states

Similar to the spin-1 AKLT tower of states, we com-
pute the exact entanglement spectra for the spin-S tower
of states of Ref. [42]. We start with S = 2. The spec-
trum of pyoq for the state |2S3) (obtained via a direct
computation similar to the one described in App. C) has
six eigenvalues that read

In+28 In+4 In+10

2 . 1
8 (84+54n’84+54n’84+54n> (153)

Similar to the spin-1 case, we note that the two copies of
the ground state entanglement spectrum split into three
doublets that are separated by an O(1/n) finite-size split-
ting. For the state |2S5;), the eigenvalues of peq read
(ignoring exponentially small splitting)

9 % 27n%4117n—80 27n%—27n—104
6(54n2+117n—40) 6(54n2+117n—40)

Y 27n249n—128 (9n+28)(9n410)
6(54n2+117n—40) * 9(54n2+117n—40)

(9n+4)2
1 (9(54n2+117n—40) )

(154)

Thus, we find that the nine levels due to the three copies
of the ground state entanglement spectrum split into four
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FIG. 5. (Color online) Schematic depiction of the entanglement spectra of spin-1 AKLT tower of states {|Sa2n)} (left) and spin-2
AKLT tower of states {|252n)} (right). The almost-degenerate levels shown in red have an exponential finite-size splitting
whereas the black doublets are exactly degenerate. Power-law finite-size splittings are depicted by black two-headed arrows

and constants by blue two-headed arrows.

doublets and one singlet. Two of the copies of the ground
state entanglement spectrum are degenerate in the ther-
modynamic limit, and at a finite size, these six entangle-
ment levels split into three doublets that have an O(1/n)
splitting.

We numerically observe that a similar pattern holds
true for arbitrary S. For the state |SS2n), the (VN + 1)
copies of the ground state entanglement spectrum (that
consists of (S + 1) levels) splits into doublets and sin-
glets. If S is odd, we obtain (S + 1)/2 doublets and if
S is even, we obtain S/2 doublets and one singlet. The
doublets and singlets that are degenerate in the thermo-
dynamic limit have an O(1/n) finite-size splitting. Fur-
thermore, as shown in Sec. X B, the MPO for the tower
of states transforms projectively (resp. linearly) under
inversion symmetry if N is odd (resp. even). Conse-
quently, using Eqgs. (146) and (I8), the MPO x MPS
transforms projectively (resp. linearly) under inversion
symmetry if (N + 5) is odd (resp. even). Indeed, simi-
lar to the spin-1 AKLT tower of states, we find exactly
degenerate doublets in the entanglement spectrum for ar-
bitrary symmetry-preserving boundary conditions when
the MPO x MPS transforms projectively (i.e. when
(N+S)isodd). If (N+S) is even, we find that for generic
symmetry-preserving boundary conditions, we obtain an
exponential finite-size splitting between the doublets that
are degenerate in the thermodynamic limit.

D. Spin-1 Arovas states

For the spin-1 Arovas A state, via a direct computation
similar to the example in App. C, we find that the eight

eigenvalues of p,eq read

9 % <n+3+2\/2(1+n) n+32\/2(1+n))

4n+14 ’ 4n+14

1 (ks )
Thus, similar to the spin-2 magnon, we obtain two copies
of the ground state entanglement spectrum that splits
into two doublets that have an O(1/y/n) splitting be-
tween them. In addition, we obtain 4 entanglement lev-
els that are of O(1/n). As mentioned in Sec. X B, the
Arovas A MPO transforms linearly under inversion, time-
reversal and Zs X Zy symmetries. Consequently, the MPO
x MPS transforms projectively and all the doublets are
exactly degenerate for a finite system.

While we were not able to obtain a closed-form ex-
pression for the entanglement spectra of the spin-1 and
spin-2 Arovas B states,*? we numerically observe sim-
ilar phenomenology as the Arovas A and the spin-25
magnon entanglement spectra, although the magnitude
of the finite-size splittings (O(1/+/n) versus O(1/n)) are
not clear.

(155)

XII. CONCLUSION

We have computed the entanglement spectra of the ex-
act excited states of the AKLT models that were derived
in Ref. [42]. To achieve this, we expressed the states as
MPO x MPS’ and developed a general formalism to com-
pute the entanglement spectra of states using the Jordan
normal form of the MPO x MPS transfer matrix. We
first exemplified our method by reproducing existing re-
sults on single-mode excitations: we show that their en-
tanglement spectra in the thermodynamic limit consist of



two copies of the ground state entanglement spectrum.
The low-lying exact excited states of the AKLT model
such as the Arovas states and the spin-2S magnon states
for the spin-S AKLT chain fall into this category. For
single-mode excitations, our method is exactly equiva-
lent to the tangent-space and related methods developed
to numerically as well as analytically probe low-energy
excited states in the MPS formalism.22-24 27.67.81,82 \e
note that our method can be applied to obtain results
on the entanglement spectra of single-mode excitations
in the Fractional Quantum Hall Effect.?%:83

We then generalized our method to states with mul-
tiple magnons, that are beyond single-mode excitations
(“double tangent space”®* and beyond). This allowed us
to obtain the exact expression for the entanglement spec-
tra for the spin-S AKLT tower of states for a zero density
of magnons in the thermodynamic limit. We showed that
the entanglement spectrum of the N-th state of the tower
consists of (N + 1) copies of the ground state entangle-
ment spectrum, not all degenerate. Apart from the spe-
cific Jordan block structure derived for the special AKLT
tower of states, our method to obtain the entanglement
spectrum was completely general. In particular, it ap-
plies to states of the form OV [}, where O is any trans-
lation invariant operator and [¢) is a state that admits
a site-independent MPS representation. Moreover, since
the entanglement entropy of the AKLT tower of states
in Eq. (135) has a similar form as the entanglement en-
tropy in equal-momentum quasiparticle excited states of
free-field theories and certain integrable models,®> 88 it is
likely that our formulae for the entanglement spectrum
and entropy holds in more general integrable and non-
integrable models for equal-momentum quasiparticle ex-
cited states in the zero density limit. We defer the explo-
ration of equal and unequal momentum quasiparticle ex-
cited states using our formalism in a generic setting to fu-
ture work. For the AKLT tower of states, we also showed
that the replica structure of the entanglement spectra of
the tower of states persists in the thermodynamic limit
only for states at a zero energy density, conforming with
folklore that only low energy excitations resemble the
ground state. An interesting problem is to prove this on
general grounds for excited states in integrable and/or
non-integrable models. Moreover, since the exact excited
states of the AKLT model have non-injective matrix-
product expressions with finite bond dimensions, perhaps
one could obtain a class of non-injective matrix-product
states that describe excited states, similar to a classifica-
tion of matrix-product ground states.?%:90

We also studied finite-size effects in the entanglement
spectra of these states and showed a universal power-law
splitting between the different copies of the ground state.
We identified exact degeneracies and exponential split-
tings based on projective versus linear transformations
of the MPO x MPS at a finite size. While protected
exact degeneracies in the entanglement spectrum of ex-
cited states are reminiscent of SPT phases for the ground
states, it is unclear if these have a topological origin in
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the excited states, given that excited states do not have
a protecting gap.

We emphasized that the states of the tower have an
entanglement entropy that scales as § « log L, which
is incompatible with strong ETH, if these states indeed
exist in the bulk of the energy spectrum.*? Further, we
showed that the violation of ETH seems to persist for
SU(2) symmetric spin-1 Hamiltonians slightly away from
the AKLT point, and we pointed out numerically appar-
ent low-entropy states in the pure Heisenberg model, far
away from the AKLT point. However, a systematic nu-
merical study of these low-entropy states away from the
AKLT point is necessitated, with and without breaking
the SU(2) symmetry. These special states, first obtained
in Ref. [42], provide analytically tractable examples of
“quantum many-body scars”, described in Refs. [39] and
[74]. While such anomalous eigenstates are known to ex-
ist in single-particle chaotic systems, very few examples
are known in many-body quantum systems.”’ An inter-
esting problem is to determine if these anomalous states
play any interesting role in the dynamics of the AKLT
models.39-40:75

ACKNOWLEDGEMENTS

We thank Yang-Le Wu for an initial collaboration,
Stephan Rachel for collaboration on related work and
David Huse, Shivaji Sondhi and Michael Zaletel for use-
ful discussions. BAB wishes to thank Ecole Normale
Superieure, UPMC Paris, and Donostia International
Physics Center for their generous sabbatical hosting dur-
ing some of the stages of this work. BAB acknowledges
support for the analytic work Department of Energy
de-sc0016239, Simons Investigator Award, the Packard
Foundation, and the Schmidt Fund for Innovative Re-
search. The computational part of the Princeton work
was performed under NSF EAGER grant DMR-1643312,
ONR-N00014-14-1-0330, NSF-MRSEC DMR-1420541.

Appendix A: Matrix Product States for spin-S
AKLT ground states

In this section, we derive the Matrix Product State
(MPS) representations and the structure of the transfer
matrix for the spin-S AKLT ground states with Open
Boundary Conditions (OBC). We follow the derivation
in Ref. [30]. Similar expressions can be obtained by al-
ternate methods in the literature.6%:92796

1. MPS

As mentioned in Sec. III, each spin-S can be viewed
as two symmetrized spin-S/2 bosons. The AKLT ground
state is then a product of spin-S/2 singlets, i.e. the J =0
state formed by two spin-S/2 on nearest neighbor spin-S



Ui Vg Ui+1 Vit+1

FIG. 6. Labelling in the MPS construction of the spin-S
AKLT ground state. Big and small circles represent physical
spin-S and virtual spin-S/2 degrees of freedom respectively.

(see Fig. 2). We use the labels u; and v; to denote the S,
values of the left and right spin-S/2 on site i respectively
(see Fig. 6). Thus, the spin-S/2 singlet state | 0 0 )z it

formed between the spin-5/2’s v; and u; 1 can be written
in the S, basis of spin-S/2 (denoted by |v;, ui+1>%) as

S
2
S
0073 = > s{a,—al00)]a,—a),,;
o=—%
S
= Z @3i7ui+1 |vi7ui+1>g (Al)

Vi Uit 1

where 4 (s1,89| J J,) is the Clebsch-Gordan coefficient
for two spin-s with S, = s; and S, = s to form a state
with total spin J and S, = J, = s1 + s2. The matrix ©
thus assumes the form

S
0%, = 5 (2,800 )b, (A2)

where the indices —S5/2 < «, 8 < S/2. For example, for
S =1 (the spin-1 AKLT ground state), we know that

1
vi,uiy1 =T,) and the singlet | 00 )7, ; can be written
as

‘ 00 >1%1 |U1 T? Ui+1 ¢>ﬂlvl :ia Uj+1 :T> ) (A3)
For S =1, the matrix ©% thus reads
1 0 =+
©2=( {f . (A4)
V2

In terms of these matrices, the spin-S AKLT ground
state |SG>% in the spin-2 basis with OBC and the edge
spins both having S, = S/2 (denoted by |S/2); and

|S/2), ) reads

L—1 s

15G)s =15/2), [T100)2..15/2),

i=1
s s
= Z 5u1,%®1121u2 "'@UzL—luL(S'UL,% |{u2’vl}>%
{uq,v;i}

(A5)
where |{uz,vz}>% = |u1,v1,...,uL,vL>g The ground

state can be written in the onsite spin-S basis using a

s
projector PZ-(S’ 2) to symmetrize the two spin-S/2 on each
site, where the projector reads

,2) Z Z Mu“m

m; U;V;4

(A6)

mi)g s (ui, vi
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where |m;) ¢ denotes the spin-S state on site i with S, =
m;. The tensor M assumes the form

MU = (S mla, B) s 6mass. (A7)

3)

For example, for S = 1, the projector PZ-(L2 reads

Pi(l’%) = |mi =1); 1 {u; =1, v; =1
S el
V2

+|mi = 0),

+lmi = =1); 1 (ui =L, v =|]. (A8)
The matrices M for S = 1 thus read
1
Al — (1 O) A0 — (? \/§>
00 7 0
: 00
M — (0 1). (A9)

s
The projector on the full state, PS5 = IL PZ-(S’ 2) s

then
PED = 3 N Ml M fmad) g s Qui v
{mz} {uzvz}

(A10)
where [{m;})g = |m1,ma,...,mr)g. The ground state
in the spin-S basis [SG)g =P |SG) 5 reads

NOFEID DS
{mi}{wi,vi}

s m
"91)2L—1ULM'¢[¢L5L UL,S/Q) ‘{mz}>

( U1, S/2M u1v1 61)21712M7LT2”7122] cee

=z }blAulAL’?aL.. AL, [{maid)g (A1)
where
g
A’[U,T7]J,i+1 = Z MU1U1®5LUL+1
’Uizfg
(bfA)ul = 63/2,u1
S
r - s\-1 s\l
(O%)ur = Z (©2) 4,000,572 = (02),, 5/0-(A12)
’L)szg

Eq. (Al1) is the MPS representation of Eq. (3) for the
AKLT ground state. The matrices and boundary vectors
of the MPS are defined in Eq. (A12). The MPS tensors
A can be brought to a canonical form by ensuring that
the largest eigenvalue of the transfer matrix Eq. (8) is 1.
For example, using Eqgs. (A4) and (A9), the spin-1 AKLT
matrices after normalization read

01 ~10
o /2 o = L
A \ﬁ(()o)A 3(0 1>

(A13)



The boundary vectors, up to an overall factor, read

<) -0)

To further study the structure of the matrix A, it
is convenient to re-label the indices of ©3 and M in
Egs. (A2) and (A7) respectively to matrix indices as

(A14)

—
©2:a=0s1_¢541-4a

A = pgl

S+1—c,8+1-d (A15)

such that/t\h/e matrix indices satisfy 1 < ¢,d < S+1. The
matrices ©3 and M then read

@%cd:5<g+1—c, §+17d|00>

Mgl =(Sml§+1-c §+1-d)s. (AL6)

From Egs. (A12) and (A16), the MPS tensor A"l and
the boundary vectors by and b"; can be computed to be

AEE} = <Sm|§~6—1—c7 m—(§+1—d)>% (A17)
(5+1—c,~(§+1=d)|[00)6c—am
(biax)c = 51,0» (bTA)c = 6S+1,C~ (A18)

where ¢ and d are matrix indices. Thus there are (25+1)
(S +1) x (S+ 1) MPS matrices for the spin-S AKLT
model.

X

oty

2. Transfer matrix

We now derive the structure of the spin-S AKLT
transfer matrix. Denoting the expression for the MPS
Eq. (A17) (after rescaling the matrices such that the MPS
is canonical, i.e. the transfer matrix has a largest eigen-
value 1) as

ALZL] = ’imcd(sc—d,ma (Alg)

the corresponding transfer matrix (Eq. (25)) reads

S
Ecd,ef: Z H:(ncdﬁmeféc—d,m(se—f,m-

m=—S5

(A20)

We can group the indices ¢, e (left ancilla) into a single
index = and the indices d, f (right ancilla) into y, as
p=(c—1)(S+1)+e, y=(d—1)(S+1)+f (A21)

where 1 < x,y < (S + 1)2
transfer matrix reads

In terms of x and y, the

S
Eyy = Z YmayOz,y+m(S+2)

m=—5

(A22)
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where Ymzy = K5 cgfimef. Using Eq. (A17), Kmed = Emde,
and thus A[™ is symmetric under the exchange of ancilla.
Hence the transfer matrix I, is also symmetric. For ex-
ample, the spin-1 AKLT transfer matrix (after grouping
the ancilla) reads

|C>
o o

W

(A23)

W=
W= O Owin

W O Owl-
o O

Moreover, since E,, is non-zero in Eq. (A22) only when
z mod (S +2)=y mod (S + 2), the transfer matrix is
block-diagonal with blocks E, formed by the following
set of indices:

{z,y |z mod (S+2)=y mod (S+2)=p—+1}.
(A24)
That is, the transfer matrix E in Eq. (A22) has a direct
sum structure

E=E®E1® D Esyr,
S%425—
TQPJ + 1
Consequently, Ej is the largest block, with a dimension

(S+1). For example, in the transfer matrix of Eq. (A23),
the blocks Fy, E; and Fs read

(A25)

where E, is a block with dimension L

3 3

Eo— (§ ?), Bi= (1), Ba=(-1). (A2)

This block-diagonal structure of the transfer matrix
imposes a constraint on the structure of its generalized
eigenvectors. In particular, for the largest block Ej, the
eigenvalue equation for the transfer matrix (without the
ancilla combined) of Eq. (A20) reads

Z Ecd,efvadf(sdf = Aa'Uozce(Sce-
df

(A27)

Thus, the eigenvectors of the E corresponding to the
block Ey are diagonal when viewed as x X x matrices.
In particular, since the MPS is in the canonical form,
1, xy is an eigenvector of E' corresponding to the eigen-
value of unit magnitude. Thus, the largest eigenvalue
belongs to the block Ey with eigenvalue 1.

Appendix B: MPO of the Arovas operators

To represent the Arovas A and B MPOs compactly, we
first define the notation

S_ (St S° ¢
5=(% % )
T
_ (s= s* z
s=(% & s°) (B1)
Using Eq. (B1), we first obtain

— —

Si-Sit1=28;8;. (B2)



Consequently, the MPO for the Arovas A operator of
Eq. (49),

L—1
O4 = Z(_l) SJSJ+1 <B3)
j=1
reads
-1 -S 0
My=|0 0 S (B4)
0 0 1,

where 0 denotes zero matrices of appropriate dimensions.

Using Eq. (B2), the Arovas B operator of Eq. (52) can
be written as

o _
Op = Y (-1){8;-15;,8;S;11}

- j:2(—1)j{§j_1Tij+1}, (B5)
where
T=SR8+8S®S8
{s7.5%} -y2 {5757}
_ (Si)z {gés)-} {sf,ZSZ} (B6)

2
{5%,5"} {5%.57} 2 Q2
75 7 2578

Using Eq. (B5), the MPO for the Arovas B operator
reads

-1 -S 00
1o o ToO

Mp 0 0 08|’ (B7)
0 0 0 1

where 0 denotes zero matrices of appropriate dimensions.
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Appendix C: Exact entanglement spectrum for the
spin-2 magnon of the spin-1 AKLT model

In this section, we explicitly work out the exact expres-
sion for the entanglement spectrum of the spin-2 magnon
in the spin-1 model, the simplest excited state. The MPS
bond dimension y, the MPO bond dimension Yy, and the
MPO x MPS bond dimension T are

X=2, xm=2 YT=4 (C1)
Substituting ¢ = (S7)? and k¥ = 7 in Eq. (71), the
transfer matrix F' reads

E E, E. E_,
0 -E 0 —E_
F=1lo0 o -E -E. |’

0 0 O E

(C2)

where

E+ = E(S+)2 E_ = E(S—)Q: E_+ = E(S—)Q(S+)2,
(C3)
shown in Eq. (E3). We refer to the blocks of F' as the
MPS blocks.
The Jordan decomposition of F' reads
F=PJP?, (C4)

where J (obtained using symbolic calculations) reads

o O OO

1
—
O O O OO0 OO

O Oy OO0 © O O O O OO +—OoO
O O OO OO Ol o0 ool OO

Oy @ OO O O OO0 O O OO0+ OO

O O O OO O OO0 O O OO0 oo
O O O RO O O OO0 o oo o

O O O O|Qwrr O OO O O oo oo

0o oo o ok~ro © olooco o
o o o oloo o L
0 o0 ol cwo|lo o o ojloococ o

O O O OO O O OO0 Quwrr oo o oo
S OO OO OO O|QwO OO0 oo

<

I
O O O OO O O o000 oocjooc o
S OO OO OO OO OO OOk
O O O OO OO OO0 OO OoOCu~RSo o
S O O OO O OO0 OO OSSO o

O O O OO0 oo O oo o o
I

W=

~—~
Q
A
=

and P, P! read
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i 16-

(0 )i

i1,

(bp)s

Eq. (C10), Runit and Lyt in Eq. (85) (when viewed as

Vg and V7, from Eq. (C8) and the boundary vectors from
T2-dimensional vectors) read

16-dimensional boundary vectors of the transfer matrix

whose components read

Consequently, using Eqs. (68) and (43), we obtain the

Using

(C7)

o O -l

O O O OO0 O O O|gleo
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Using P and P! in Eq. (C6), V and Vg define in

where in J, P and P! the lines demarcate the MPS
Eq. (83) read

blocks. Using Eq. (C5), the truncated Jordan block Jypit

(defined in Eq. (78))) reads

(C12)

Runit and

)

n

6

+

where the lines demarcate the MPS blocks.

_1
1

unit —

N O O —HN

unit —
Lunit can be viewed as T x T matrices, where the MPS

(C9)

000

000 3
For simplicity, we assume that the boundary spin-1/2

are in the S, = +1/2 configuration. Consequently, the

boundary vectors read (see Eq. (26))



blocks are reshaped separately. That is, the reshaped
T x T matrices Rynit and Lynit read

0
Runit = 0 »Cunit =
0 _
(C13)
The (normalized) density matrix preq (defined in
Eq. (18)) then reads
2n—3
= 0 0 0
0 /2= 0 0
Pred = £unitR{nit = 4n—3 n
0 0 35 0
0o 0 o om
(C14)

We now illustrate the same derivation of L, and
Runit using the procedure shown in Egs. (86) to (92).
The columns of Vi and Vj, (after reshaping the MPS
and MPO spaces separately) are T x T matrices that
read:

_= O
o
o

S =
an)
o

To =

o o O O
o o O O
o o O o
o o O O

’]"3: 7’4:

S
= o R O
o o O O
oo © O
o
I

L

o O O O
o O O O
o O O O
S O w= O

(C15)

\
~
=

\

l3 =

Qoo O o oo v~

O I
o

= O
o
o O

The components of Wg and W, (defined in Egs. (87) and
(88)) are computed using Eq. (91). Junit can be written
as

Junit = Jo ® J1 @ Ji, (C16)
where the blocks read
11
o= <0 1) Ji= (1) Ji=(-1). (C17)

The sizes {|Jx|} and generalized eigenvalues { A} associ-
ated with the Jordan blocks {J;} are
|[J1|=1 |Jol=2 || =1

Ai=-1 A=1 A\ =-1, (C18)
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and the corresponding generalized eigenvectors associ-
ated with the Jordan blocks are

T‘EJO) =7 ?"éJO) =7y rgJ'l) =79 ri‘h) =73
1o =1 50 =1 1 =1, 1Y =1 (C19)
Using Egs. (91), (C18) and (C19), we obtain
R1 =T L1 le —|—’I’Ll4
RQ = (-1)“7‘2 L2 = (—1)”[2
R3 = (—1)”7"3 Lg = (—1)”13
Ry=nri+ry Ly=14. (CQO)

Using Egs. (C20) and (C15), we obtain

10[00
01/00
R: R:
! 0o0loo | 7
00/00
0 0 |oo
R |0 0 oo
)" 0 |00
0 (1)"|0 o0
0 0
0 0
Ll_ 1 n
Tyng
0 %
0 0 |oo
0 0 100
Ls= - Ly =
TS o oo |
(_1)n
0 Lo o

Using Egs. (C15), (C10) and (86), the modified boundary
vectors read

(C22)

Consequently, using Egs. (C21), (C22) and (89), Runit
and Lyni; read

Runit = R1(BF)1 + Ro(BF)2 + R3(BE)s + Ra(BF)a

_ R4
T 6
Lunit = L1(B%)1 + La(B%)2 + Ls(8%)3 + La(Bh)a

which are precisely the matrices in Eq. (C13). Note that
in all our examples in the text, the form of the 5 and
BL do not matter to the entanglement spectrum in the
limit n — oo.



Appendix D: Jordan normal form of block upper
triangular matrices

In this section we describe a procedure to determine
the structure of generalized eigenvalues, eigenvectors and
Jordan normal forms of particular block upper triangular
matrices that arise in the analysis of the MPO x MPS
states in the text. The systematic construction of Jordan
normal forms for general matrices has been discussed in
existing literature.?”-98 In this section we consider a block
upper triangular matrix of the form

My Mia Mg Mp
0 M22 M23 MQD
M= - (D1)
: Mp_1,p-1 Mp_1,p
0 e N 0 MDD

where diagonal submatrices M;;’s are x x x diagonaliz-
able matrices that have at most a single non-degenerate
eigenvalue of magnitude 1. We assume d of the diagonal
submatrices have an eigenvalue of magnitude 1, and they
are written as { M, ;) »(:), 1 < < d}, where

o:{l,....d} = {1,...,D}
o(i)=j = M,; is the i’th block with

eigenvalue of magnitude 1. (D2)
Furthermore, we restrict ourselves to determining the
Jordan block structure of generalized eigenvalues of unit
magnitude and the structure of the corresponding gener-
alized eigenvectors.

1. Generalized eigenvalues

We first derive the generalized eigenvalues of M using
its characteristic equation. Note that for any A,

D
det(M — M py) = [ ] det(M;; — ALy). (D3)
1=1

Thus, the generalized eigenvalues of M are the eigenval-
ues of its submatrices on the diagonal. However, as we
will see, an eigenvector of M corresponding to an eigen-
value A, need not exist, particularly due to the upper
triangular structure of M. In such a case, M is not di-
agonalizable, A, is called a generalized eigenvalue, and
corresponding generalized eigenvector exists. In general,
a Jordan decomposition of M of the form

M = PJP! (D4)
always exists, where J is the Jordan normal form of M,
the columns of P are the right generalized eigenvectors
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of M and the rows of P! are its left generalized eigen-
vectors. Since P'P = 1p,, the conventional form for
the generalized eigenvectors of M is
lz;’l',@ = (5(1,3 (D5)
where I, and rg are left and right generalized eigenvec-
tors of M, the rows and columns of P! and P respec-
tively. We now derive the form of I, and rg when M
has the form of Eq. (D1).
The Jordan normal form J of M is related to M by
means of a similarity transformation, that is,

J=P'MP. (D6)

Thus, we can construct J, P and P! by sequentially
performing similarity transformations on M to reduce it
to a Jordan normal form. A similarity transformation on
a matrix B using a matrix A is defined as the transfor-
mation

B — A'BA. (D7)

Before we show the explicit construction of the Jordan
normal form, we summarize the three main steps that we
use to proceed:

(I) A similarity transformation of M using a block-

diagonal matrix A. The resultant matrix is A(12),
A2 = ATMA. (D8)
A1) has the form
An A ALY ALY
0 Ax ALY ALY
A(l,?) — . . )
: Ap_1p-1 A(Dl’_QLD
0 .. . 0 App
(DY)

where A;; is the eigenvalue matrix of M;;.

(IT1) A similarity transformation is then applied to
A(12) using a carefully chosen block-upper trian-
gular matrix O, such that

A=0"'A%20, (D10)
where A can be written as
A1 Ao Ags Aip
0 Agp Ao Aap
A= - : ‘ : (D11)
: Ap_1.p-1 Ap-1p
0o ... ... 0 App
where
(ANij)os 70 = (M) = (Njjlgg, i<j. (DI12)



O in Eq. (D10) has the form

D 1
o=1I| II 04| (D13)
=2 \i=j—1
where O;; and O;} respectively read
1 0 -« -« --- 0
0 i rows
0
0 0 1
[ ——
j columns
1 0 -+ --v -0
0 i rows
~0;j
1
O;; = (D14)
0
0 01
[ —

J columns

(IIT) A similarity transformation S of the form is ap-
plied to A to obtain the Jordan normal form J,
such that

J=81AS. (D15)

2. Step (I)

We first transform M to an upper triangular matrix
(from a block upper triangular matrix) by a similarity
transformation using the block-diagonal matrix A, de-
fined as

Ay 0 - . 0
0 AQQ 0
A= - . . ’ (D16)
0 Ap_ip-1 O
0 0 App
where
Mjj; = AjAjA7, 1< <D, (D17)
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where A;;’s are diagonal matrices consisting of the eigen-
values of M;;’s. Consequently, the upper triangular ma-
trix A(?) is of the form of Eq. (D9), where

AP = AIM;Ay, 1<i<j<D. (D18)

Since the Aj;’s are diagonal matrices, A(12) is an upper
triangular matrix.

3. Step (II)

We first prove a useful lemma.
Lemma D.1. An equation of the form
Y:C+@1X—X@2, (D].g)

where ©1 and Oy are diagonal matrices with (01),,, =

01a and (©2),,, = b2q, admits solutions to X andY that

read
Cy )
Y

0 7If 91@ = 92ﬁ

Vog=4 0 W0a#bap (D20)
CozB Zf Gla = 925
Proof. Writing the components of Eq. (D19),
elaXaB + Cocﬁ = Yaﬁ + Xa592ﬁ
(D21)

where 61, and 05, are the diagonal entries of ©; and ©2
(here eigenvalues of My, and Mas respectively). As long
as Oap # 614, a solution of Eq. (D21) is obtained using

Cup

025 - 0104
Yap = 0. (D22)
While Eq. (D22) is not the unique solution to Eq. (D21),
as we illustrate later in this section, this particular solu-
tion chosen so that the A matrix we obtain in step (II)
satisfies Eq. (D12). However, if 61, = 623, again using
Eq. (D21), we obtain as a solution

Xoap=0
Yaﬁ ES Caﬁ-

Xop =

(D23)
O

a. D = 2 case

We first illustrate the similarity transformation of
A2 to A when D = 2. Here the matrix A2 reads

(1.2)
ALY = ATMA = (A“ Az ) : (D24)

0 A



where
ALY = AL Mip Ay, (D25)

To obtain the Jordan normal form, we further apply a
similarity transformation using O:5 defined as

10
Oy, = (O 1”) . (D26)
The resulting matrix A reads
A =05A020,
_ <A11 A12> | (027)
0 A
where
App = A%’” + A11012 — O12A90. (D28)

Eq. (D28) is of the form of Eq. (D19) with

C= A§12’2) = AP Mi2Ags, ©1 =Aq1, Oy = Ao,
X =012, Y =AM, (D29)
where we need to solve for X and Y. Thus, using

Lemma D.1 and Eq. (D20) we obtain a solution to Ajs
that satisfies
(Alz)aﬁ 7é 0 OIlly if (All)aa = (Agg)ﬁﬁ . (D?)O)

Thus, A satisfies the property of Eq. (D12).

b. General D case

To make our derivation simpler, we first define the ma-
trices

Aip A - Ay Agij’j) Agi’Dj)
0 Ao ' : :
AGD) — v
A]] .
: S . AS
0o ... ... ... 0 App
(D31)

where A,,,’s are matrices that satisfy the property
of Eq. (D12). To show that a A of the form of
Eq. (D11) whose off-diagonal blocks satisfy the property
of Eq. (D12), we proceed via induction on D and assume
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that an intermediate matrix has the form

A A2 -+ Aips Aﬁg_l’D)
0 Mg Asg AD=LD)
A(D*l,D) — .
(D—1,D)
Ap—1p-1 Ap_ 1 p
0 ... ... 0 App
(D32)

where A;j, 1 < i < j < D — 1 satisfy the property
of Eq. (D12). We apply a similarity transformation to
AP-LD) using Op_1,p that has the structure shown in
Eq. (D14):

1 0 0 0
0 1
ODfl,D = (D33)
: 1 Op-1,p
0O ... ... 0 1
The resulting matrix A(P=2D) reads
A(D72,D) = 03_1 Dlx(Dfl,D)OD_1 D
Ay Aps Aipor AP
0 Aoy Ags
=1 : - - - D-2.D
o apEp | o
: . Ap_1,p-1 Ap-p
0 ... ... 0 App
where
Ap_1p= A(DD_E}};D) +Ap_1,p-10p-1,0 —Op_1,pADD,
(D35)

and Al(rlzfz’D)’s are matrices irrelevant to the current dis-
cussion. Note that this similarity transformation using
Op_1,p only affects the blocks in the D-th column (i.e.
the A;;’s are not modified). Eq. (D35) is of the form of
Eq. (D19) where

C=AD"Y @1 =Ap.1p-1, ©:=App,

X = OD—l,Da Y = AD—I,D~ (D36)

Thus, using Lemma D.1 and Eq. (D20), Eq. (D35) has
a solution for Ap_; p that satisfies the property of
Eq. (D12).

We then apply another induction hypothesis on the last
column and assume that an intermediate matrix AGD)



has the structure

A(lvD)

A1 Aqo Aip 1D

S . 1,D
ALY

AGD) — 1.D
Ap”

Ao

: . Ap_1p-1
0 ... ... ... 0

App

(D37)
where A;;’s satisfy the property of Eq. (D12). Apply-
ing a similarity transformation using O;p, we obtain a
resulting matrix A("t1 that reads

A=LD) = O AP Oy

Mg Ay oo Aipa Al
0 Aoy Ass :
Lo ALY
=\ - Ap (D38)
Aip1p
: . Ap_1,p-1 :
0 ... ... ... 0 App
where
Ap = Al(lD’D) + AuOip — O1pApp, (D39)
and A,(Cl; LD)ss are irrelevant matrices. Once again the

similarity transformation using O;p only changes the
first [ blocks on the D-th column, leaving the rest of the
blocks unchanged. Eq. (D39) has the form of Eq. (D19)
and thus, using Eq. (D20), A;p satisfies the property of
Eq. (D12).

c. Summary

In summary, to obtain A of Eq. (D32) from Eq. (D9),
a sequence of D(D —1)/2 — 1 similarity transformations
is applied to A2 where each one transforms a single
off-diagonal block into an off-diagonal block of A that
satisfies the property of Eq. (D12). This operation is
applied column-wise starting from second column, and
row-wise in each column starting from the off-diagonal
block closest to the diagonal. Thus, the sequence of sim-
ilarity transformations that leads to A reads:

A1L2) Q12 £ (2.3) O3, 5(1,3) O13, A(3.4) Oaa,

L Qu, . O A(D) Oy £ (D40)
where we have used the notation
AL, ¢ = C=B"'4B, (D41)
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Thus the similarity transformation from A2 to A has
the form of Eq. (D10), where Eq. (D13) holds. At each
step the matrix O,,, and A,,, are determined as solu-
tions to Eq. (D19) of the form Eq. (D20), where

C:A;Tﬁn)7 @1:Amm7 @2:Anna

X = Opn, Y = Ay (D42)
Thus,
0 if (Amm)aa = (Ann)ps
(Omn)aﬂ = (A%i"’)w .
B) g~ B e if (Amm)aa # (Ann)gﬁ
ATEY i (M) = (A
by = { ) 1 (B = (hun)sy
0 if (Anzm)aa 7é (Ann)lgg
(D43)

For future convenience, the second line in Eq. (D43) can
be written as

A =T [Agg;;"), — Am} , (D44)

where we have defined a function T[4, B, C] that acts on
matrices A, B, C:

Agp if Bao = Cpg

: . (D45)
0 if Aaa 7é B@g

(T[A, B,C)), 5 = {

We now discuss a few properties of A, that will be
useful later in the paper. To determine the structure of
A in Eq. (D43), it is thus useful to study the depen-

dence of A%’;{") on the blocks of A2 In Eq. (D40), if
AGD) 28, AT (AT = O1AGD0,;) | then using
Egs. (D31) and (D14), we obtain

AGD L ASDO, it s <, t=j
Ay’

A(:t V) —

otherwise

where, by abuse of notation, Ag’ﬂ ) is the block on the
s-th row and ¢-th column of A7), When the blocks of
A3 are written in terms of the blocks of A9, we
observe the following properties from Eq. (D46):

(P1) O;; appears only in the expressions for the blocks

-/

Agz/’j/)’s for t > j and A(:J Vs for i > s.

(P2) Ag’j ) depends only on the blocks Agi’j ) and A%’j )
of AH9),

As a consequence of property (P1), the similarity trans-
formations O;; modify Aﬁ,{;f) only when i = m,j < n
ori>m,j =mn,ie when (i,j) is directly below or di-
rectly to the left of (m,n). Thus, using the sequence of
similarity transformations of Eq. (D40) and the structure



0

of A9 in Eq. (D31), the expression for Als™ can be
written as follows:

Agrvz@ n A(l 2)

mn

n—1
+ 3 AiOrn — ZOmtA(’”t). (DAT)
t=m

As a consequence of Eq. (D47) and property (P2), when
the blocks of A™™) are written in terms of the blocks of
A2 and {0;;} using the sequence of similarity trans-
formations of Eq. (D40), ASE™ s of the form

AT = AGD + AP b {Aw)),

m<i<ji<n,m<k<n, (i,j)# (m,n), (D48)

where f is a function of matrices that depends on the

blocks within the following boxed region of A(1:2):
A ALY - ALY
1,2 1,2
Am Afn n2+1 A
. 1,2
Ann
. 1,2
: A(D 1
0 App
(D49)

Note that we could expect the function f in Eq. (D48)
to depend on O;;’s involved in the sequence of similarity
transformations in Eq. (D40). However, every O;; is de-
termined using Eq. (D43), and thus it depends on AE;’J ),
A;; and Ajj, that are already included in {AS’Q)} and
{Akk'} in Eq. (D48)

We now derive a useful property of the function f in
Eq. (D48). For simplicity, we refer to the resulting ma-
trix as f, i.e. f({AE;’m};{Akk}) = f. As evident from
Eq. (D43), the block structure of Ag;’j) is preserved in Oj;

and A;;. Thus, by repeated applications of Eqgs. (D47)
and (D48) we deduce the following:

(f1) If every off-diagonal block AZ(-;-’Q) that appears in the
argument of f can be written as Ag;,z) = 0D Ly,
where 0 is the zero matrix and L;;’s are some non-
zero matrices with identical dimensions, then f can
be written as f = 0 @ g where g has the same
dimension as the L;;’s.

For example, if all the off-diagonal blocks within the
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boxed region in Eq. (D49) are of the form

(1,2) 0 * . o
Aij = , m<i<j<m, (27.7)7&(”7'7”)7
*
0 % --- %

(D50)
then f A2 i {Agr} ) of Eq. (D48) has the same struc-
ij

ture as the AZ(-;’Q)’S in Eq. (D50) irrespective of the Agy’s.
Thus, using Eq. (D44), the block A,,, of A is related to
the blocks of A5,1m2 ) as

Apn =T [A%;?

m<i<j<n, m<k<n,

£ (G Y {Ak}) A A

(,4) # (m,n),
(D51)

where the function T' is defined in Eq. (D45) and the
function f satisfies property (f1).

4. Step (III)

We now proceed to the final step of similarity transfor-
mations to obtain the Jordan normal form J. Note that
Eq. (D12) imposes a direct sum structure on A, which

we write as:
A=
k

where Ag is an upper triangular matrix with all its diag-
onal entries \g, an eigenvalue of M. Consequently, sim-
ilarity transformations can be applied separately to each
of the Ay’s to obtain the Jordan normal form. That is,
one can apply a similarity transformation on A using

(D52)

S = sk (D53)
k
such that the Jordan normal form J of M reads
J=S8"'AS =P . (D54)
k
where
J = S; AgSk. (D55)

Jy is a Jordan block of M corresponding to eigenvalue
Ak. Combining Egs. (D8), (D10) and (D15), M can be

written as

M =PJP!, (D56)
where
D 1
P=qQs, @=A[]| I] o4 (D57)
j=2 \i=j—1



Using Eqgs. (D8), (D16), (D14) and (D57), Q and Q™
read

33

@unit) and Qrest (resp. @rest) act on the subspaces of
Aunis and A respectively.

VANTREEE * Since A has the structure shown in Eq. (D11) and only
the blocks M)+ (and consequently Ag() o)), 1 <
D 1 0 Az * 1 < d contain eigenvalues of magnitude 1, using Eq. (D58)
Q=A H ' H O;; = Qunit and Qunit have d rows and columns respectively and
j=2i=j-1 ) are of the forms
. 0 AD—I,D—l *
0 0 App
-1
A o= * Qunit = (%(1) do(2) *° QG(d)>
0 A * -
PR = S 2 do(1)
Q - 1:[ l:[ OZJA - ’ ~ QU(Q)
j=Di=1 Qunit = . ) (D62)
. 0 Ap_1p1 * :
0 o0 ... 0 AR, Qo (d)
(D58)
where *’s are matrices whose structure we will not need b
for the discussion in the main text. where
5. Structure of generalized eigenvectors %
We now study the columns (resp. rows) of P (resp. o(i) — 1
P1) that are the generalized eigenvectors corresponding *
to the generalized eigenvalues of unit magnitude. For Qo(i) = | To(2)
A, S,J, it is convenient to write Egs. (D52), (D53) and 0
(D54) as .
A= Aunit ¥ Arestv 0
S = Sunit S2) Srest7 B T
J = Junit @ Jres‘w Qi) = (O 0 l"'(i) o *) ’ (D63)
d—o(i)+1
where
Aunit = @ Ak:a Arest = @ Ak . .
(k| e =1} (K| 2e |£1} where {r;} (resp. {/;}) are right (resp. left) generalized
eigenvectors of {M;;} corresponding to the generalized
Sunit = @ Sky  Srest = @ Sk eigenvalues of unit magnitude. Further, using Eq. (D55),
{k:[ Ak |=1} {k:[ Ak |#£1} Eq. (D61) can be written as
Junit = @ Jk7 Jrest = @ Jk
{k:[ 2 |=1} {k:[ Ak |#1} ~ ~
(D60) M = PunitJunitPunit + PrestJrestPrest; <D64)
Indeed, only the generalized eigenvalues of magnitude
one are relevant in our case and we have assumed that where
each M;; has at most one such eigenvalue (note that this
does not mean that these eigenvalues are identical). Since
A has a direct sum structure shown in Eq (D59), M can ~ 4~
be written as Punit = QunitSunita Punit = SunitQuni‘m
Prest = QrestSresty Prest = S;ésthest- (D65)

M = QunitAunitéunit + QrestArestérest (D61)

where Qunita éunita Qrcsta and ércst are rectangular ma-
trices such that the columns (resp. rows) of Qunit (resp.

Since Qunis and @unit have the forms shown in Eq. (D62)



and (D63), using Eq. (D65), we obtain that

Punie = (80(1)%(1) 50(2)00(2) " Sa(d)QG(d))

Go(1)
So(1)
ds(2)

_ So(2)
Punit - . )

9o (d)
So(d)

if Sunit is upper triangular and has the form

SO’(l) * e “ee *

0 Sq(2) . . *
Sunit = 5 (D66)
. 0 So’(dfl) *
0 ce- .- 0 So(d)

where the s;’s are non-zero constants. Thus, when Sy,
is upper triangular with all non-zero diagonal en-
tries on its diagonal the left and right generalized
eigenvectors corresponding to generalized eigenvalues of
unit magnitude have the following forms:

* 0
* 0
’I"j = erj B lj - % B (D67>
0 *
0 *

where r; and [; are the left and right eigenvectors of
M;; corresponding to eigenvalue of unit magnitude, and
c¢;j is a non-zero constant that need not be the same as
s; since [; and r; can be rescaled freely in a way that
lerj = 1. In App. F, we show that for the examples we
work with in the text, Sunit is indeed a diagonal matrix,
thus imposing the forms of Eq. (D67) on the left and
right generalized eigenvectors of those transfer matrices.
For the construction of the matrix S in general, we refer
to discussions in Ref. [98].

6. Exact example with D =2

We now illustrate the above results with the help of an
example. We consider the following block-upper triangu-
lar matrix:

4-1 4 3

Mo |61 2 6 (D68)
0 0 46 -30
00 63 -41
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where the diagonal blocks are

4 -1 46 -30
My, = Moy = , D69
H (6 -1) 2 (63 -41> (D69)
and the off-diagonal block M5 is
4 3
My = . D70
. (2 6) (o70)

The eigenvalue decompositions of M7 and Mo read

M11 = AllAllAill, M22 = AQQAQQA_Qle (D71)
where
10 10
A = A -
11 <0 2)) 22 <O 4>7
11 45
A = A ==
11 <3 2) ) 22 <6 7)
(D72)

Since both M;j; and My, have eigenvalues 1, we have
o(i1) =i and d = D in Eq. (D2). Consequently, applying
the similarity transformation of Eq. (D8) using

1100
A_|3200] (O73)
0045
0067
we obtain
10 —-24 —-30
AGD —aipa— |02 58 T (D74)
00 1 0
00 O 4

Using Egs. (D26), (D29) and (D20), O of Eq. (D13) reads

10 0 —10
_ 71

o_ |01 -8 3 (D7)
00 1 0
00 0 1

Then, using the similarity transformation of Eq. (D27),
we obtain

A=0"'AMP0 = (D76)

O O O =
O O N O
S = O

= O O O

A in Eq. (D76) has the direct sum structure of Eq. (D59),
where

1 —24 20
Aunit = <0 1 > ’ Arest = (O 4> .

(D77)



To obtain the Jordan normal form, similarity transfor-
mation of the form of Eq. (D54) is applied to A, where

—24 000
g_| 0 100 (D78)
0 010
0 001

The matrix S acts on Aypit and Aresy separately, S =
Sunit P Srest, Where

Sunit = (24 0) ’ Srest = <1 0) .
0 1 01

Thus, the Jordan normal form J = Jyunit D Jrest, Where

11 20
Juni = s Jr st — ;

J =

(D79)

(D80)

o O O
S O N O
O = O =
_ o O O

To write J in the conventional form with the Jordan
blocks consisting of 1’s on the superdiagonal, the gener-
alized eigenvalues can always be rearranged by a unitary
transformation. However, for our purposes, it is easier to
work with J of the form of Eq. (D80). Using Egs. (D66),
P reads

-24 1 —58 3
p_|-722-16 4
00 4 5
00 6 7
1l 1 5 3
12 24 64119 6
pi_|3 -1 -3 2;6
00 -3 3
0 0 3 -2

(D81)

Note that the generalized eigenvectors corresponding to
the eigenvalue 1 have the structure of Eq. (D67). This is
a direct consequence of the fact that Suuit in Eq. (D79)
is a diagonal (and hence upper triangular) matrix.

Appendix E: Structure of generalized transfer
Matrices of operators in the AKLT MPS

To compute the entanglement spectra of the spin-25
magnon and the tower of states, we need the structure of
the generalized transfer matrices Eq. (8) for the operators
(S7)29, (8T)2% and (S7)?9(S1)%S. In the spin-S basis
these operators have the following representations (up to

E+:
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overall constants):

(S+2S)mn ~ 5m,85n,7s

(S~ )mun ~ Oun, 5005
((S_)2S(S+)Zs)mn ~ 5m,—S6n,—Sa (El)

where —S5 < m,n < S. Using the expression of the spin-
S AKLT ground state MPS (x = S + 1) of Eq. (A19),
the x? x x? generalized transfer matrices B, E_, E_
corresponding to the operators (S7)%% (S7)%9 and
(S7)29(8%)29 read

(EJr)ij ~ 5i,x5j,x2+l—x
(E-)ij ~ 6ix2+1-x0jx
(E_4)ij ~ 0i 2051, (E2)

where 1 < 4,j < x2. For example, for the spin-1 AKLT
MPS of Eq. (24), the form of these generalized transfer
matrices read

00 0 0 0000 0000

_2
00 30E7:0(2) 0l _|0000
00 0 0 02 0000
00 0 0 0000 2000
(E3)

As mentioned in Eq. (A25), the AKLT ground state
transfer matrix can be written as a direct sum of (S + 2)
blocks {E,}, where the block E, is the submatrix of F
consists sets of rows and columns in Eq. (A24). Using
Eq. (E2) and the fact that the left eigenvector ey, corre-
sponding to the largest eigenvalue is located in block Ey,
we directly obtain

Eiep=FE ep=0, elE, =etFE_=0, efE_,ep #0,
(E4)

where 0 denotes the zero vector of appropriate dimen-
sions. For example, the eigenvectors for the spin-1 AKLT
transfer matrix of Eq. (25) have the forms

ef:e§:<% 00 %) (E5)
and Eq. (E4) is directly verified using Eq. (E3). As we

will show in App. F2, the properties of Eq. (E4) deter-
mine the Jordan normal form of the transfer matrix for
the tower of states in Sec. VIII.

Appendix F: Examples of Jordan norm form of
block upper triangular matrices

In this section, we show examples of determining the
Jordan normal forms of block upper triangular matrices.



1. Single-mode excitation Transfer matrix

Our first example is the transfer matrix of Eq. (95) for
a single-mode excitation with a generic operator:

E Eg Epi Eeie
M=r=|9"F 0 —Feu (F1)
0 0 —-FE —-Eg4
0 0 0 E
If E has the eigenvalue decomposition
E = PgApPy, (F2)
where Ag, Pg and Pbl read
1 0 --- 0
A= T <
0 oo o A
€L,
*
PE—(eR * *)a PE}: . ’ (FS)

where *’s are left and right eigenvectors of E correspond-
ing to the eigenvalues of magnitude less than 1. Using
Egs. (D8) and (D16), we obtain

(1,2) (1,2) (1,2)
Ap Ay A Apis

At [ 0 he 0 ‘Agii . (7Y
0 0 —AE —AC’
0 0 0 Ag
where

AC? = Pl B Py, ALY = PREq Pp, ALY = PlEq o Pp.

(F5)
Using the procedure described in App. D 3, since A; # 1
we obtain the matrix A that reads

A=| 0 TAe 0 At (F6)
0 0 —Ap —Ag

0 0 0 Ag
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where
0 -0
Ap = . ,
0 = *
0 -0
* e *
AC‘T_ . )
0 = *
s 0 - 0
0 % --- %
Agre = SRS I (F7)
0 % -+ %

where the *’s are irrelevant. The forms of As, Aai, Apia
in Eq. (F7) are a consequence of condition of Eq. (D12)
applied to A in Eq. (F6). In Eq. (F7), the matrix element
s in Agin involves components of Epai, Ea, Eayn and
Pg, and it does not have a simple expression in general.
Using Eqgs. (F6) and (F7), Aynit (defined in Eq. (D59))
reads

1 0 0 s
0-100
Auni: P F8
oo -10 (F8)
0001

where s in general does not have a simple expression in
terms of the generalized transfer matrices. Thus, a Jor-
dan block is formed between the generalized eigenvalues
+1 iff

s # 0. (F9)
Eq. (F9) holds for general operators C , in which case one

can rescale s to 1 by means of a similarity transformation
Sunit that reads

s000
0100

Snit = , F10

“loo1o0 (F10)
0001

such that the Jordan block of the generalized eigenvalues
of unit magnitude reads

-1
Junit = Sunit Aunit Sunit

1001

_10-100 (F11)
00-10
00 01
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Furthermore, since Syt is an upper triangular matrix, Using the properties of Eq. (E4) and the structures of Pg
the right and left generalized eigenvectors of M corre-  and Py in Eq. (F3), the matrices of Eq. (F16) read
sponding to generalized eigenvalues of unit magnitude

have the forms given by Eq. (D67) 00 ---0
C1eRr * * * Ay = 0 % . %
—_— 0 - Co€R * - *
0 0 C3€R * 0 = *
0 0 0 C4€R
(F12) 0 0 0
and A 0 % . o«
L 0 0 0
L 0 0 0 = *
h=|"l=|]1= Iy =
1 . 2 " 3 ep | U4 0
Cc3 S * *
. (F13) Ap=|" " —*, (F17)
respectively. o e
* e e *

2. Spin-S Tower of states transfer matrix with

N — o9 where *’s are irrelevant values and the matrix element s

is given by

Our second example is the tower of states transfer ma- s = egE_+eR £0, (F18)
trix shown in Eq. (114),
where e;, and eg are the left and right eigenvectors of
EE. 0 E._ E . O 0 0 0 corresponding to the eigenvalue 1. A matrix A that sat-
0O -F-E, 0 -E_ E_ 4 0 O 0 isfies Eq. (D12) can be obtained from A2 of Eq. (F15)
0 0

0 0 E 0 0 E_ 0 using the procedure described in App. D 3. We obtain the
0 0 0 -E E, 0 E_. E_. 0 form of the blocks of A using its dependence on {Al(;fz)}
M=F=1]0 0 0 0 E E. 0 —-E_ E_, |.3s shown in Egs. (D51) and (D49), and the forms of
Ay, A- and A_; of Eq. (F17). An important result
0 O 0 0 0 —-FE 0 0 E_ . . . .
is that the function f in Eq. (D51) preserves the direct
0 0 0 0 0 0 E EY 0 sum structure, any A,,, that only depends on Ay and
0 0 0 0 0 0 0 —E —FEi | A_ keeps the same form as the ones of A, and A_ in
0 0 0 0 0 0 0 0 E Eq. (F17). We first define three matrix types, and then

(F14)  show that the off-diagonal blocks of A that we obtain
The eigenvalue decomposition of E for the spin-S AKLT from A2 of Eq. (F15) fall into one of these types:
ground state transfer matrix given by Eq. (F2) and the
diagonal matrix Ag has the structure shown in Eq. (F3). 00--0
Consequently, we obtain (using Egs. (D8) and (D16)) 0 % -+ %

Ap Ar 0 A 0 0 0 0 5
0 —Ag —Ay 0 —A_ 0 0 0 0 x *
0 0 Ag O 0 A0 0 0 50 -0
0 0 0 —-Ag Ay, 0 A 0 0 % -
A(l,z) _ B=|. .
=lo 0o 0 0 Ag A, 0 -—A_ ; Do
0 0 0 0 0 —Ag 0 0 A_ 0 x *
0o 0 0 0 0 0 Ag Ay 0 « 0 - 0
0 0 0 0 0 0 0 —Ap —A; 0 % - - %
0o 0 0 0 0 0 0 0 Ag c=1.. . .| (F19)
(F15) S
where 0 % --v %
A, =PyE,Pp, A_=PjE_Py, A_, =P} E_,Pg. where, as we will show, the *’s are not relevant to the Jor-

(F16)  dan normal form of the eigenvalues of unit magnitude. In



Eq. (F15), note that the blocks A_4 all lie on a single
diagonal of A(1?) which we call D. As we will show,
these blocks determine the Jordan normal form of M.
We now consider the structure of various blocks of A(1:2)
of Eq. (F15) and obtain the structure of the correspond-
ing block in A using the properties of f in property (f1)
in Sec. D 3, the definition of T" in Eq. (D45), the forms of
the blocks A} and A_ in Eq. (F17), and the form of Ag
in Eq. (F3):

(c1) Blocks to the left of the diagonal D, and the blocks
on D that are not A_, in A(?): According to
Egs. (D51), (D49) and (F15), the expressions for
these blocks can be written in one of the following
forms:

TIf ({A+, AV {As)) , £Ap, FAL] ~ A
~ A

T[f ({A+,A_}; {AE}) 7iAE7iAE] ’ (FQO)
where we have used the fact that
fHA A} {AR}) ~ A (F21)

as a consequence of the structures of A, and A_ in
Eq. (F17) and property (f1) in Sec. D 3.

(c2) Blocks on the diagonal D that are A_, in A(12):
These blocks of A are of the form

T [A—+ +f ({A+v A—}; {AE}) AR, iAE] ~ B, (F22)

where we have used Eq. (F21) and the struc-
ture of A_; in Eq. (F17) to deduce that A_, +
F{ A+, A_};{Ag}) has the same structure as A_
in Eq. (F17), and subsequently used the definition
of T in Eq. (F32).

(c3) Blocks to the right of D on rows that have a A_
in A(1:2): Here, the blocks are one of two forms:

T [f ({A+, A, A*Jr}; {AE}) AR, :FAE] ~ A
Tf (A, A Ay 1 {AR}), AR, £AE] ~ C(F23)

which is true irrespective of the structure of

FHA- AL, A1} {AE}) due to the definition of T
in Eq. (F32) and the structure of Ag in Eq. (F3).

(c4) Blocks to the right of D on rows that do not have
a A_; in Ab?): We first show via induction on n
that any A,,, in such a row (that does not have
a A, in A1?) is always of the form of A in
Eq. (F19). We start with the induction hypothesis
that

00 ---
0 x -
7Ath Lo . )

A(m¢)7 Omt ~

mt

Vi, m+1<t<n-—1, (F24)
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which is true for n = m + 2 due to the case (c1).
Using Eq. (DA7), (F24) and the fact that A'%?2 is
either 0, Ay or A_, we directly obtain that A%n)
is of the form of Aggz’t) shown in Eq. (F24), irre-
spective of the structures of O, and A,EZZ D As a
consequence of Eq. (D43), O, and A,y have the
forms of O,,; and A,,; shown in Eq. (F24). Thus,

all the blocks on such a row A,,,, are of the form of
A in Eq. (F19).

Thus, as a consequence of the cases (cl) through (c4),
A obtained from A2 of Eq. (F15) has the following
structure:

Ag A A A B A C A C

0 -Ag A A A B A C A

0 0 Ag A A A A A A

0 0 0 -Ap A A A B C
A~]l0 0 0 0 Ag A A A B,

0 0 0 0 0 —Ag A A A

0 0 0 0 0 0 Agp A A

0 0 0 0 0 0 0 —Ap A

0O 0 0 0 0 0 0 0 Ag
(F25)

where the structures of A, B and C matrix types are
shown in Egs. (F19). In Eq. (F25), A, B, and C denote
only the structures of the matrices (shown in Eq. (F19))
and not the matrices themselves. That is, the *’s in dif-
ferent copies of A’s are not guaranteed to be identical,
and similarly for the B’s and the C’s. As we will show,
only the element s in matrix B is relevant to the Jor-
dan normal form. This element originates from the A_
block in Eq. (F15) due to the dependencies of blocks of
A on the blocks of A1) shown in Eqs. (D51) and (D49).
Consequently, Ayt reads

1000 s 0 % 0 %
0-1000 s 0 %0
001000000
000-1000s0
Awit=100001000 s (F26)
00000-1000
000000100
0000000O0-10
0000000O00O01

As we now show, the * values are not relevant to the
Jordan normal form (and are in general not identical).
To show that and transform A,,;; to the Jordan normal
form, we first prove a useful Lemma.

Lemma F.1. Consider an upper triangular matric R
that satisfies the following conditions:

(C1) The diagonal entries R;;’s are all equal.



(C2) For any i < j such that R;; # 0 and R;, =
0 VEk, i< k < j, the entries of R satisfy
Ryj=0Vm,i<m<j.

Condition (C2) translates to the following: the leftmost
non-zero off-diagonal element on any row of R should
also be the bottommost non-zero off-diagonal element of
its column. For example, this condition is satisfied by
Aunit of Eq. (F26). The Jordan decomposition of R sat-
isfying these conditions reads R = SJS™' where S is an
upper triangular matriz with all its diagonal entries non-
zero, and J is the Jordan normal form of R that has the
property:

(P1) Jij =1 for some i < j only if Ri; # 0 and R, =
0Vi<k<jy.

The property of Jordan mormal form J translates to the
following: the non-zero off-diagonal elements of J are in
the same positions as the leftmost non-zero off-diagonal
elements in any row of R. Thus, for R satisfying con-
ditions (C1) and (C2), the Jordan normal form is ob-
tained by replacing the first non-zero off-diagonal element
in each row by 1.

Proof. We proceed via induction on the matrix dimen-
sion d. We assume that Lemma F.1 holds for (d — 1)-
dimensional matrices and show that it holds for d-
dimensional matrices. That is, for a d-dimensional ma-
trix R, we assume that the (d — 1)-dimensional subma-
trix formed by the first (d — 1) rows and (d — 1) columns
is a Jordan normal form (i.e. the only off-diagonal ele-
ments are 1). We then focus on the last column of the
d-dimensional matrix R and focus on one element at a
time starting from Rq_; 4 and working up the column to
Ry4. At any step, if Rjpg =t # 0 for some 1 < m < d,
there are two possible cases:

1.Rypj=0Vjim<j<d-1
In this case, we know that R, =0 Vm <n <d—1
because of condition 2 in Lemma F.1. We apply
a similarity transformation to R using a diagonal
matrix A whose components read

1 oses
Ag=q T Tmd (F27)
1 ifi#d
The resulting matrix
R = A'RA (F28)

has the property that (R'), , = 1. For example, we
consider R reads (d = 4)

: (F29)

O O O
S O > =
o > O O
> O N Ot
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and focus on m = 2. Thus, Ryy # 0 and Ry; =
0 Vj, 2<j<3. Using A that reads

1000

S A
000 3

we obtain R’ of Eq. (F28) reads

A1o0 3
0ANO01

R = 00 X0 (F31)
000 A

2. Rpypn=1foronen, m<n<d-—1.

We never obtain the case R,,,, = 1 for more than
one n, m < n < d— 1 because the submatrix con-
sisting of the first (d — 1) rows and first (d — 1)
columns is a Jordan normal form due to the in-
duction hypothesis. Here we apply a similarity
transformation using an upper triangular matrix T’
whose components read

T’ij = (5”' — téméjd. (F32)

The resulting matrix
R =T'RT (F33)

has the property R/ , = 0. For example, we con-
sider R that reads (d = 4)

; (F34)

O O O >
o O > =
S > = O
> = O Ot

and we focus on m = 1. Thus, R4 # 0 and Ri3 =
1. The corresponding 7T is

0
-5

. (F35)
1

o O O =
o O = O
S = O O

We then obtain the following expression for R’ of
Eq. (F33):

(F36)

O O O >
S O > =
S > = O
> = o O

Thus, by sequentially applying similarity transformations
Egs. (F28) and (F33), we transform the entries of the
last column of R to either 1 or 0, resulting in a matrix



J that satisfies property (P1) of Lemma F.1. Since the
full similarity transformation S is a product of diago-
nal matrices with only non-zero elements on its diagonal
(A’s of Eq. (F27)) and upper triangular matrices (T”s of
Eq. (F32)) with only non-zero elements on its diagonal,
we obtain

R=S5J5", (F37)

where S is an upper triangular matrix with only non-zero
elements along its diagonal and J is the Jordan normal
form of M. This shows that O

Aunit of Eq. (F26) is a direct sum of two matrices (one
for the generalized eigenvalues +1, one for the general-
ized eigenvalues -1), both of which satisfy the conditions
of the Lemma F.1. This validates that only the off-
diagonal matrix elements s (first non-zero off-diagonal
elements in each row) in Ayni; are relevant when find-
ing the non-zero upper-diagonal element in the Jordan
normal form. Moreover, Sy, of Eq. (D60) is an upper
triangular matrix with non-zero elements on its diagonal
as a consequence of Lemma F.1. Thus, Pu,;; and Pyt
have the forms of Eq. (D66), and the left and right gen-
eralized eigenvectors of M of Eq. (F14) have the forms
of Eq. (D67). Furthermore, applying Lemma F.1, Jyupis
reads

100010000
0-1000 1000
001 0000O0TO00
000-100010

Jumit=]0 0 0 0 1 0 0 0 1|. (F38)
0000O0-=1000
0000O00O0T1O00
000O0O0GO0O0-=10
0000O0GO0GOO 01

Appendix G: Asymptotic behavior of the tower of
states entanglement entropy

To obtain the large-N behavior of Eq. (135), we first
use Stirling approximation to obtain

(@) ="

where H(z) = —zlogz— (1—x)log(1—2) is the Shannon
entropy function. The sum in Eq. (135) can then be
written as

(G1)

(VH () - b1og (270 (1= §))

0 W = (NH(p) = 5 log(2rNp(1 - p))),
(G2)

40

[0}

where p = £. To evaluate Eq. (G2) for large N, we can
use a saddle point approximation:

b b
[ o a1 [ glaeN s e
N (o) 2

NIf"(zo)|’

where f’(z¢) = 0 such that a < ¢ < b and f"(z9) < 0.
Thus, we obtain

= g(wo)e (G3)

eNH(po)

_ 27
o N\/Qan(,(l—po) \ NIH" (po)]
x (NH(po) — & log(2mNpo(1 — po))) (G4)

where pg is defined by H'(pg) = 0. Substituting po = 1/2,
H(po) =log2 and H"(py) = —4, Eq. (G4) simplifies to

1 N
I=2N <N10g2210g (WQ))

Substituting I into Eq. (135), we obtain Eq. (136).

I

(G3)

Appendix H: Breakdown of Eq. (132) in the finite
density limit

In Sec. VIIIC, we mentioned that terms weighted by
(") ( kfa) do not suppress the terms that appear with the

a
factor (Z) (kfsz)' To see that this is indeed the case, we
write N = pn, where p > 0, and use the asymptotic form

n ~ enH(p)
pn

where H(z) = —zlogx — (1 — z) log(1 — x), the Shannon
entropy function. Expansions in orders of n breaks down
if, for some finite b,

s ()05 (D))

In terms of the H-function, condition Eq. (H2) translates
to

(H1)

b
dp1,p2 3 H(p1)+H(p—p1) <H(p2)+H(P—P2—E)7
(H3)
where p1 = k1/n, p2 = ko/n and p = k/n. However, by

using p; — 0 and po — 2 — 2 the condition Eq. (H3)

2 2n)
reduces to
P b
H 2H(= — —). H4
v <21t - ) (H4)

Since H(z) is a strictly concave function for z € [0, 1],
we know that

T+y
2

H(z) + H(y)
2

< HEDY, (H5)



Using « = p and y = 0, for any non-zero p we obtain

H(p) < 2H(3). (HG)
which is the same as Eq. (H4) in the limit n — oo and
b finite. Thus, the replica structure of the ground state
and excited state entanglement spectra breaks down at
any non-zero energy density.

For small densities p, we expect the prefactor in
Eq. (139) to be P = 1/2, the same as the one in the
zero density limit. The entropy contribution in Eq. (136)
is due to the copies of the ground state with o ~ N/2 in
Eq. (135). Using Egs. (129), (124) and (125), the dom-
inant corrections to those eigenvalues of p.oq are due to
products of the form

la,sr) 5, where a,3,7,0 ~ N/2 —en. (HT)

However, using Eq. (H1), such terms are suppressed by
a factor of

n 22
bvpten) | an(z-9-n(s))
(N/2)

~

6_4H/(p/2)6n. (HS)

Thus we do not expect the saddle point form of the en-
tropy in Eq. (136) to change for small p.

Appendix I: Transformation of MPOs corresponding
to the AKLT excited states under various
symmetries

In this section, we describe the transformation of the
MPOs corresponding to the AKLT excited states under
inversion, time-reversal and Zs X Zo rotation symmetries.

1. Inversion symmetry

Under Inversion symmetry, all the physical operators
are mapped to themselves.

T: (S*,Sf,Sz) — (S*,Sf,Sz) (I1)

The MPOs transform under inversion as described in

Eq. (148). The Arovas A MPO M4 of Eq. (48) satis-
fies

SpMangt = MY, (12)

where by brute force we obtain

00 001
00 -100

»d=10-1 0 00 (13)
00 010
10 000
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Since 24%4" = 41, the Arovas A MPO transforms lin-
early under inversion. Similarly, the Arovas B MPO Mp
of Eq. (53) satisfies

SEMpsP = M, (14)
where
00 0 O0O0OO0DO-1
000 O0O0O-100
00001000
EIB: 000 O0O0OOT1TO (15)
00-100O0O0TPO
0-10 00O0O0TO
00 O0-1000TDO0
10 0000O0O

Since RPRE" = 1, the Arovas B MPO tranforms pro-
jectively under inversion. The tower of states MPO
Mgs,, of Eq. (62) transforms as

St Mss, B4 = —MLg, (16)
where
nt = ™S (I7)

where SY is the spin-/N/2 operator that acts on the (N +
1)-dimensional ancilla. For N =1, ¥} = io,. Since

s = ()N, (I8)

the tower of states MPO transforms linearly for even IV
and projectively for odd N.

2. Time-reversal symmetry

Under time-reversal, the physical integer spin opera-

tors transform as
T: (St,87,8%) — (=S7,-S1,-5%). (19)
Thus the Arovas A MPO M4 transforms as
SAM4 AT = T(M.), (110)

where 7 transforms the physical operator in the MPO
under Eq. (19), and

100 00
00-100
#=]0-10 00 (I11)
000-10
00000

Since 2‘7412‘741* = —+1, this is a linear transformation. The
Arovas B MPO Mp transforms linearly as well with

SEMpRET = T(Mp), (112)



where

o O
)
o O

1
—_
o O O O

(113)

o
o O O O o
1
—
o O O o o o

1
—_

O O O OO o O =
o O O O O

O O O O o O
o O O O

o O

o O O

o N

_ O O O O O O O

The spin-S AKLT tower of states we have considered
have S, # 0 and thus explicitly break time-reversal sym-
metry.

3. Rotation symmetry

Under m-rotations about the z and z axes, the physical
integer spin operators transform as

Re: (ST,57,8%) — (S7,87,-5%)
R.: (ST,57,5%) — (=8%,-87,9%)

(114)
Consequently, the Arovas A MPO transforms as
(EMMASAT =R My 0 =2, 2. (115)
where
10000
00100
24=10100 0
000-10
00001
10000
0-1 000
2=100-100 (116)
00 010
00 001

This is a linear transformation since LAXA(TAYNA)* =
+1. The Arovas B MPO also transforms similar to
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Eq. (I15) where

10000000
00100000
01000000
EJ9:000—10000
’ 0000O01O0O0
00001000
0000O0O0-10
0000O0O0O0T1
10 000 00O
0-1 000 0O0O
00-10000O0O0
2,3:00010000 (117)
? 00 0O0-100O0O0
00 0O0O0O-100
00 00O0OTO0OT1O0
00 00O0OTO0OOT1

Since XB2B(2B%B)* = 41, this is a linear transforma-
tion.

Since the tower of states does not have S, = 0, the
states are not invariant under the Zs x Zs rotation sym-
metry.

Appendix J: Symmetry-protected degeneracies in
the entanglement spectrum for a finite system

In this section, we show that under certain conditions,
degeneracies in the entanglement spectrum are protected
(i.e. without any finite-size splitting, not even exponen-
tial) due to symmetries. For example, if the system is
inversion symmetric, we consider the case where the left
and right boundary vectors of the MPS are related by

Uiy, = by. (J1)

Here U; is the action of inversion symmetry on the an-

cilla, defined in Eq. (143). Using Eqgs. (17) and (143), we
obtain the following property for the transfer matrix,

ET = (U] @ U E(U; 2 UY). (J2)

Consequently, using Eqs. (J1) and (17), if the left and
right subsystems have an equal size, we obtain

L =URU,. (J3)
Using the definition of p,eq in Eq. (18), we obtain
prea = LRT = UIRU U LTUT . (J4)

Since U;U; = +1, and consequently U} = +U;, we ob-
tain

UIpred = pZ;dUI' (J5)



Suppose r), is the right eigenvector of p..q corresponding
to an eigenvalue A, using Eq. (J5), we obtain

PreaUrrs = Urprears = AUIT ). (J6)

Thus, 1, = U;r, is a right eigenvector of pz;d, and hence
a left eigenvector of p,.q corresponding to the eigenvalue
M. If UF' = —U;, we show that

Lry =riUflr)y
= —I'%:U[I')\

Thus, we obtain lfrx = 0, which is impossible if X is
non-degenerate. Consequently, all the eigenvalues of preq
are doubly degenerate.

For other unitary symmetries we have considered, such
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as time-reversal and Zsy X Zs rotation, the boundary con-
ditions satisfy

Ub,, = b’ and Ubl, =0bY. (J8)
Consequently, using Eq. (142) and (17), we obtain
R=U'RU and L =UTLU. (J9)

Since [£,U] = 0 and [R,U] = 0, we obtain [pyeqd, U] =
0. U can thus be block-diagonalized into blocks U (of
dimension D)) labelled by the eigenvalues A of p,eq. Since
U, is antisymmetic, it satisfies

det(Uy) = det(UY) = (=1)P> det(Uy) (J10)
However, Uy is also unitary and thus det(Uy) # 0, re-
quiring D)y to be even.
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