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Abstract

Optical charge state switching was previously observed in photoluminescence experiments for the divacancy defect in 4H-SiC. The participating dark charge state could not be identified with certainty. We use constrained DFT to investigate the mechanism of charge state conversion from the bright neutral charge state of the divacancy defect to the positive and negative charge states including corresponding recovery of the neutral charge state. While we can confirm that the positive charge state is dark, we do not find evidence that the negative charge state is dark. We compute similar absorption energies required for conversion of the neutral defect to both charge states. However, the formation of the positive charge state requires a series of excitations involving a 2-photon excitation, while the creation of the negative charge state is achieved through a single 2-photon process. Calculated absorption energies for the recovery of the neutral defect from the positive charge state fit the experimental value better than from the negative charge state. Defect formation energies as a function of the Fermi energy show a very small Fermi energy range in which the negative charge state is most stable, while the positive charge state exhibits a wide stability range. Overall, our computational results give more support to the identification of the dark charge state as the positive over the negative charge state in the mechanism of optical charge state switching.
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1. Introduction

The development of qubit materials that form the foundation for future quantum computing and sensing devices is an area of great potential but also of considerable difficulty. A qubit is a unit of quantum information analogous to a bit, which is a unit of classical information. While a bit can only be in one of two states, a qubit can be in a superposition of quantum states, permitting a qubit to store more information than a classical bit. Qubits have been realized in a variety of materials, such as electrons floating on liquid helium [1, 2], nuclear spin states of liquids [3], spin states of quantum dots coupled to superconductors [4, 5], and rare-earth doped solids [6, 7]. A qubit needs to be individually addressable, maintaining its quantum state long enough for information processing. That requires the qubit states to be isolated from their environment to avoid interference and relaxation. Isolated atoms with well-defined quantum states are a natural choice for a qubit material and have been used in a general purpose five-qubit quantum computer [8]. However, device fabrication necessitates the use of ion-traps or optical lattices. In contrast, point defects in semiconductors and insulators such as vacancies, antisites, or substitutional defects are introduced in materials during production and can be controlled by applying various techniques [9, 10]. Point defects can exhibit similar electronic behavior to isolated atoms and have been shown to be suitable for quantum computing applications [11, 12]. Characteristic of deep defect centers is the appearance of localized defect states within the band gap. The nitrogen-vacancy (NV) in diamond is an example of a deep defect center that has been explored as a candidate qubit material [13-15]. While the electronic properties of the NV center are desirable, the production of diamond devices is difficult. Alternatively, silicon carbide (SiC) is a wide band gap semi-conductor [16] that can be grown in large single crystals. A variety of stable defects such as monovacancies, divacancies, antisites, NV centers, and defect combinations have been identified in SiC [17-19] and considered as potential qubit materials [11, 12, 20].

In this work, we focus on the neutral divacancy in 4H-SiC that has been shown to be individually addressable in the near infrared [21]. The localized triplet ground state of the divacancy can be optically spin-polarized similarly to the diamond NV center [12]. After initialization, the qubit states can be coherently manipulated with pulsed microwaves and their spin states can be read out by spin dependent measurement of the photoluminescence intensity.
after electronic excitation [22]. The measured zero-phonon lines (ZPLs) correspond to the transitions between the \(^3\)A ground state and the structurally relaxed \(^3\)E first excited state for the four distinct neutral divacancy defects in 4H-SiC. While the neutral divacancy possesses the required electronic properties to function as a qubit material, depending on the Fermi level, other charge states of the divacancy are stable as well [20]. In fact, the divacancy naturally exists in a dark charge state for which a ZPL cannot be measured [23]. This dark charge state, however, can be converted to the bright, neutral state through optical excitation resulting in a greatly increased photoluminescence intensity [24-26]. Different mechanisms of charge state conversion have been proposed involving either the positive charge state [26] or the negative charge state [24, 25] of the divacancy. Since the experimental evidence is not sufficient to determine the charge of the dark state with certainty, computational results were utilized to assess the proposed mechanisms. Golter et al. [26] used single particle states of the neutral defect as determined by density functional theory (DFT). They hypothesized a shift of the \(a_1\) level of the minority spin states into the valence band upon ionization to explain the recovery of the neutral state as well as to rationalize loss of ZPL intensity. Wolfowicz et al. [25] and Magnusson et al. [24] used, instead, charge transition levels calculated from defect formation energies of the corresponding charge states to explain the electronic transitions. In both cases, the supporting computational results can be regarded as estimates of the electronic transitions involved. While DFT orbital energies, particularly for unoccupied states are unreliable, inaccuracies were introduced in [24, 25] by mixing of total energy differences (transition levels) with experimental results or single particle energies (onset of conduction band). Further, the calculation of transition levels suffers from inconsistent treatment of long range Coulomb interactions for different charge states that is only partially corrected for when using charge correction schemes [27, 28]. We have observed unsystematic errors in the charge transition levels of 0.2 eV [29]. Here, we utilize constrained DFT to calculate electronic excitation energies directly and consistently within the same charge state.

The majority of prior computational work on defects in 4H-SiC has concentrated on ground state properties. In particular, the calculation of hyperfine tensors enables comparison between computational and electron paramagnetic resonance results facilitating experimental assignment [17-19, 30-34]. Defect formation energies as a function of the Fermi level have been
computed [20, 30, 34-38] to determine charge state stabilities and transition levels. Evaluation of excited states for defects in 4H-SiC have been focused on first excited states and corresponding ZPLs, which have been calculated for the NV center [12, 20, 39, 40] and for the neutral divacancy defect using constrained DFT [12, 39, 41]. The excitation spectrum of the neutral divacancy has also been studied with time-dependent DFT [42], albeit within a finite cluster approximation.

The main objective of our work is to calculate energy requirements for conversion of the neutral divacancy defect in 4H-SiC to either the positive or the negative charge state and for corresponding recovery to the neutral charge state in order to differentiate between proposed mechanisms of optical charge state switching [25, 26]. Note that in other work [24], the capture of electrons photo-ionized from other defects was proposed to be responsible for the conversion of the neutral divacancy. This alternative scenario is not investigated herein. We also consider the defect formation energy as a function of the Fermi level to obtain information on the likelihood of charge state realization. Energy shifts of the localized defect levels during excitation are used to explain the absence of photoluminescence intensity in the dark state. While most of the computational evidence points towards the positive charge state as being involved in the mechanism of charge state switching, formation of the positive charge state without further assistance of states originating from impurities other than the divacancy is a complicated process including multiple excitations.
2. Computational Methods

All electronic structure calculations are performed using the projector-augmented wave (PAW) method [43, 44] as implemented in the Vienna ab initio simulation package (VASP) [45-48]. Density functional theory (DFT) calculations are carried out using the Perdew-Burke-Ernzerhof (PBE) functional [49], PBE with the Grimme D3 dispersion correction (PBED) [50], and the Heyd-Scuseria-Ernzerhof (HSE), specifically the HSE06, functional [51]. We employ spin-polarized functionals and an energy cutoff of 400 eV. The nature of the defect states; i.e. localized or bulk, is determined through visualization of the PARCHG files computed with VASP.

Cell expansions are derived from the 8 atom hexagonal unit cell for bulk 4H-SiC with ABCB stacking. There are two non-equivalent lattice positions for Si and C, hexagonal $h$ and cubic $k$, leading to four distinct atom combinations that are removed to form the divacancy defects and are shown in Figure 1. In this work, we study the $hh$ defect as the representative for the two axial defects ($hh$ and $kk$) and the $kh$ defects as the representative for the two basal defects ($kh$ and $hk$). We use the convention that the first letter denotes the position of the Si vacancy and the second letter the position of the C vacancy, consistent with the assignments of PL1 to the $hh$ and PL4 to the $kh$ defect [24, 26, 39, 41]. Note, however, that in recent work [52], PL4 has been assigned to the $hk$ defect. We find only small differences between the two defects studied and, generally, the main text contains results for the $hh$ defect, while the Supporting Information [53] contains corresponding values for the $hk$ defect.

We use a 551 cell expansion and a $\Gamma$-centered 2-2-2 Monkhorst-Pack k-point mesh for the calculation of defect formation energies based on our previous work [29], where we have shown that a 551 cell expansion yields an error due to finite cell size effects below 0.05 eV for formation energies of the neutral divacancy using the PBE functional. Lattice parameters and ionic positions of the ground states for the $hh$ and $kh$ divacancy defects are optimized in their
respective charge states. Energies are obtained for defects in their most stable spin states, which is the triplet state for the neutral, the doublet state for the +1 and -1 charge states, and the singlet state for the -2 and +2 charge states. Defect formation energies are calculated as

$$E_f = E_d - E_b + \mu^0_C + \mu^0_{Si} + \Delta H_f + q(E_{Fermi} + VBM) + E^c,$$  \hspace{1cm} (1)

where $E_d$ is the defect energy, $E_b$ the bulk energy, $\mu^0_C$ the chemical potential of carbon, $\mu^0_{Si}$ the chemical potential of silicon, $q$ the charge state of the defect, $E_{Fermi}$ the Fermi energy, and VBM the valence band maximum of the bulk. The enthalpy of formation of SiC, $\Delta H_f$, is added assuming a carbon-rich environment. We use the code sxdefectalign [27, 28] to compute $E^c$. The energy term $E^c$ corrects for interactions of periodically repeated charged defects and the interaction of the defect with the uniform background charge that is introduced in calculations of charged systems. To obtain $E_d$ and $E_b$ consistently in Equation 1, the bulk lattice and ionic positions are optimized using the same cell expansion and k-point mesh as for the defect calculation.

We use the constrained DFT formalism to compute excited state geometries and energies. Although we have previously investigated the convergence of the ZPLs with computational cell size [29], we had pointed out that the analysis may be skewed by the limitation of the Quantum Espresso implementation of constrained DFT that allows for $\Gamma$ point calculations only. VASP permits the use of larger k-point meshes in combination with constrained DFT. In Supporting Information, Figure S1 [53], we compare the convergence behavior of the ZPL with respect to computational cell size between $\Gamma$-point calculations and calculations using an extended k-point grid. The sensitivity of the ZPL to k-point sampling has also recently been shown in other work [52]. According to our results for the ZPL, we choose a 551 cell expansion ($a = 15.4$ ) in combination with a $\Gamma$-centered 2-2-2 Monkhorst-Pack k-point mesh to compute excitation energies. Our value for the ZPL for the $hh$ defect of 0.91 eV (PBE) is very close to the reportedly converged ZPL with respect to cell size and k-point sampling [52]. However, constrained HSE geometry optimizations are prohibitively expensive on our computational resources when employing a 2-2-2 k-point mesh. We, therefore, use a 771 cell expansion ($a = 21.6$ ) with $\Gamma$-point sampling to investigate structural relaxation effects computed with the HSE functional. We conclude in the Supporting Information [53] that constrained HSE single point calculations of
PBE optimized geometries for a 551 cell expansion and a 2-2-2 k-point mesh are an appropriate choice and reported throughout the text.

In contrast to the negative charge state formation, the creation of the positive charge state involves the calculation of many highly excited states that do not converge using constrained HSE. However, we are able to obtain all desired excited states with the PBE and PBED functionals. Note, that, if the band gap is estimated as an orbital energy difference neglecting orbital relaxation, it is, with a value of 2.30 eV, severely underestimated by the PBE functional, while the HSE functional predicts a band gap of 3.24 eV, which is close to the experimental value of 3.23 eV [16]. The underestimation of the band gap with PBE potentially leads to large errors considering that the excitations of interest occur within the band gap, some involving the band edges. Nonetheless, we have calculated a ZPL for the $hh$ defect using PBED that was close to the experimental value [29], although, as we have pointed out, this might have been the result of fortuitous error cancellation. We report PBED excitation energies in the Supporting Information, Figures S3-S6 [53] when exploring all possible ionization pathways leading to the positive charge state. We apply corrections to the constrained PBE values that yield our best estimates for constrained HSE excitation energies involved in positive charge state formation. The corrections are rationalized based on comparisons of orbital energies between PBE and HSE, which is explained in detail in the Supporting Information [53].

We would like to point out that constrained DFT is, in principle, not well suited to describe degenerate excited states. Like DFT for the ground state, constrained DFT is a single determinant approach and we expect degraded performance when degenerate or near degenerate defect states are partially occupied. It was estimated [52] that the achievable accuracy for the ZPL of the divacancy in 4H-SiC with constrained DFT does not exceed 0.1 eV due to the multi-reference character of the wavefunction when the empty $e$ states of the defect are partially occupied. Nevertheless, comparison to experimental values shows good agreement with the ZPL computed with the HSE functional for the divacancy defects in 4H-SiC [12, 39, 41].

Throughout the text, excitations are identified and visualized by their initial and final orbitals of the corresponding ground state. However, reported excitation energies are computed with constrained DFT that should not be confused with orbital energy difference calculations.
3. Results and Discussion

Positive Charge State Formation

In the single-photon pathway of positive charge state formation, an electron of majority spin is promoted from the highest occupied orbital of the ground state to the conduction band, which is visualized in Figure 2, $\text{VV}^0 \rightarrow \text{VV}^+$. If dissipation of the electron in the conduction band is fast compared to emission, this excitation yields the positive charge state. Excitations are depicted in Figure 2 using a green arrow from the initial to the final HSE orbital in the corresponding ground state of the $hh$ defect. The occupation of those orbitals is kept fixed during constrained HSE calculations. Ground state orbital energies of the neutral, positive, and negative charge states are drawn to scale for the $\Gamma$ point (arbitrary choice, orbital energies depend on the k-point). Bulk states are very close in energy and are illustrated with continuous blocks labeled conduction and valence band. Localized defect states of the majority spin channel are drawn on the left in each pictogram and defect states of the minority spin channel on the right. If the defect state is submerged into the valence band, its energy is difficult to distinguish from the bulk energy levels. The electron is then pictured as a dashed blue half-arrow without corresponding energy level.

The calculated adiabatic excitation energy for the single-photon excitation to form the positive charge state, $\text{VV}^0 \rightarrow \text{VV}^+$, for the $hh$ divacancy defect is 2.3 eV (constrained HSE). The corresponding value for the $hk$ defect is given in the Supporting Information, Table S1 [53]. This is much above the observed energy range of 1.1 to 1.3 eV [25, 26] for dark state formation. However, it is in line with the observation that ionization and conversion of the neutral divacancy defect into a dark state occurs at low rate compared to the reverse process of bright
state recovery. This led to the conclusion that multiple photons are involved in dark state creation [25, 26]. The computed single-photon excitation energy provides a minimum value at which a single-photon process can contribute. If the dark state is the positive charge state, a rate increase of dark state formation should be observable above 2.3 eV indicating a switch from a multi-photon to a single-photon mechanism.

**Ionizations**

\[
\begin{align*}
\text{Ionizations} & \quad \text{conduction band} \\
V V^0 \to V V^+ & \quad 0 \\
V V^0 \to V V^+ \nu & \quad 0 \\
(V V^+ \to V V^0)_\nu & \quad +1 \\
V V^- \to V V^0 & \quad -1
\end{align*}
\]

**Recoveries**

\[
\begin{align*}
\text{Recoveries} & \quad \text{conduction band} \\
(V V^+ \to V V^0)_\nu & \quad +1 \\
V V^- \to V V^0 & \quad -1
\end{align*}
\]

**Excitations**

\[
\begin{align*}
\text{Excitations} & \quad \text{conduction band} \\
Z P L^0 & \quad 0 \\
(Z P L^0)_\nu & \quad +1 \\
Z P L^- & \quad -1
\end{align*}
\]
Figure 2. Visualization of excitations (green arrows) indicating initial and final orbitals that are kept fixed during constrained DFT for majority (upward blue arrows) and minority (downward blue arrows) spin channels, HSE orbital energies of the $hh$ ground states are drawn to scale at the $\Gamma$ point, type of excitation and charge of the ground state are marked below the pictograms, subscript $v$ indicates excitation from highest valence band, orange arrows show the stepwise conversion from neutral to negative charge state.

Due to convergence problems when applying constrained HSE (see Computational Methods), we compute excitation energies of multi-photon processes leading to positive charge state formation with constrained PBED. The Supporting Information, Figures S3-S6 [53] contain all possible stepwise excitations that lead to placement of a majority spin electron from the lowest defect state into the conduction band for the $hh$ and $hk$ defects. We conclude in the Supporting Information [53] that it is unlikely that any of the multi-photon ionization pathways directly lead to ionization. However, following a similar argument as in Golter et al. [26], the spontaneous deexcitation of a minority spin electron from a higher excited state may provide the energy for a simultaneous excitation of a majority spin electron. Note, however, that in Golter et al. [26], it was assumed that the upper defect $e$ states shift into the conduction band after initial excitation corresponding to the ZPL of the neutral defect. In contrast, we find that the upper quasi-degenerate majority spin defect states in the first excited state are more than 0.4 eV below the conduction band (computed with HSE). Occupation of the defect states will lower their energy further into the gap requiring an additional excitation step. A modified, potential excitation path is shown in Figure 3 with corresponding adiabatic excitation energies for the $hh$ defect given in Table 1 (PBED adiabatic). Results for the $hk$ defect are included in the Supporting Information, Table S3 [53]. The first two steps constitute a 2-photon process, where the experimentally observed first excitation (ZPL) of the minority spin electron is followed by a second excitation into the upper minority spin defect levels. Spontaneous deexcitation from $E_2$ provides the energy to promote a majority spin electron into the empty majority defect states. Excitation of that electron into the conduction band completes the path of positive charge state formation assuming fast dissipation of the electron in the conduction band.
Figure 3. Potential pathway of positive charge state creation from the neutral divacancy defect in 4H-SiC; upward blue arrows indicate majority and downward blue arrows minority spin electrons, green arrows denote electronic excitations from schematically shown initial states in ground (G), first excited (E₁), second excited (E₂), and third excited (E₃) states, orange arrow visualizes emission; energy differences ΔE correspond to arrows with energies given in Table 1; for simplicity energy levels of majority and minority spin states are not distinct.

<table>
<thead>
<tr>
<th>Excitation</th>
<th>PBED adiabatic</th>
<th>PBED vertical</th>
<th>best estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ</td>
<td>0.95</td>
<td>1.03₁</td>
<td>1.21</td>
</tr>
<tr>
<td>Δ</td>
<td>0.71</td>
<td>1.04₁</td>
<td>1.04</td>
</tr>
<tr>
<td>Δ</td>
<td>1.26</td>
<td>1.48₁</td>
<td>1.68</td>
</tr>
<tr>
<td>Δ</td>
<td>0.82</td>
<td>1.15₁</td>
<td>1.15</td>
</tr>
<tr>
<td>Δ</td>
<td>1.66</td>
<td>1.60₁</td>
<td>1.80</td>
</tr>
</tbody>
</table>

Table 1. Adiabatic, vertical excitation energies (ΔEᵃ) and emission energy (ΔEₑ) in eV corresponding to the pathway shown in Figure 3 and calculated with constrained PBED for the hh divacancy defect in 4H-SiC, best estimates for excitation energies defined in text; ¹ ground state, ² E₁, ³ E₃ geometries are used.
However, while measured ZPLs are adiabatic excitation energies, observed limiting energy requirements for charge state conversion correspond to vertical excitation energies. We, therefore, determine vertical excitation energies for likely initial and final state geometries during absorption and emission that may lead to an energetically attainable pathway of positive charge state formation corresponding to Figure 3 (PBED vertical in Table 1 for the hh defect and in Supporting Information, Table S3 [53] for the hk defect). For absorption $\Delta E_1^a$, initial and final geometries are that of the ground state. The first excited state (E₁) is assumed to have a long enough life time for structural relaxation to occur as evident by the measurable ZPL. To that effect, the vertical $\Delta E_2^a$ is calculated using the geometry of the E₁ excited state. The resulting higher excited state E₂, however, may be short lived. In fact, vertical deexcitation from E₂ results in an emission energy of 1.31 eV for the hh defect and is likely not sufficient to cause excitation of the majority spin electron ($\Delta E_2^m$). For the calculation of $\Delta E_2^e$ and $\Delta E_3^a$ we, therefore, use the geometry of the E₁ state, in line with a short lived E₂. Excited state E₃ has to exist long enough for further promotion of the electron into the conduction band ($\Delta E_3^a$). To that end, we use the geometry of the E₃ state to compute the vertical excitation $\Delta E_4^a$.

Next, we apply the reasoning explained in the Supporting Information [53] to obtain best estimates for constrained HSE excitation energies, which are given in Table 1 for the hh defect and discussed in the following. Supporting Information, Table S3 [53] contains corresponding estimates for the hk defect. According to our best estimates, the mechanism of positive charge state formation according to Figure 3 is energetically feasible, albeit occurring with potentially very low intensity due to the participation of multiple-photon processes. 2-photon excitation of a minority spin electron requires an energy of 1.26 eV, which is close to the experimentally observed limit of 1.1 eV [25, 26]. Assuming a short life time of E₂, deexcitation of the minority spin electron releases sufficient energy (1.80 eV) for the simultaneous excitation of the majority spin electron into the unoccupied defect states (absorption energy of 1.68 eV) located within the band gap. Further promotion of the majority spin electron into the conduction band with an absorption energy of 1.15 eV accompanied by fast electron dissipation into the bulk may be responsible for dark charge state formation. A similar assessment can be made for the hk defect, see Supporting Information, Table S3 [53]. Although a low charge state conversion rate has
been observed experimentally [26], verification of the identified pathway of positive charge state formation involving multiple-photon processes is highly desirable.

**Negative Charge State Formation**

Formation of the negative charge state is far less complicated, although it also requires 2-photon absorption. This is because the promotion of an electron from the valence band into the quasi-degenerate minority defect state, which is visualized in Figure 2, (\(VV^0 \rightarrow VV^\nu\)) by a green arrow, consumes an energy of more than 2 eV. As indicated with orange arrows in Figure 2, the negative charge state may, instead, be formed through 2-photon excitation. The first excited state \(E_1\) (orange arrow 1) is obtained with an adiabatic excitation energy of 1.13 eV (\(\Delta E(HSE)\) for \(ZPL^0\) in Supporting Information, Table S1 [53], \(hh\) defect) followed by a promotion of an electron from the valence band into the lowest unoccupied orbital of the \(E_1\) excited state (orange arrow 2). While we did not obtain an HSE result for the second excitation, its adiabatic excitation energy is given as the difference between the adiabatic excitation energy for (\(VV^0 \rightarrow VV^\nu\)) and \(ZPL^0\), which is 0.96 eV for the \(hh\) defect. Adding relaxation terms obtained from the difference of vertical and adiabatic excitation energies computed with constrained PBED yields consecutive absorption energies of 1.21 eV and 1.11 eV for the \(hh\) defect (1.27 eV and 1.05 eV for the \(hk\) defect, respectively).

Our results suggest that the energy requirements to form the positive and the negative charge state from the neutral divacancy defect are very similar with a calculated minimum energy between 1.2 and 1.3 eV. Both charge states are formed involving a 2-photon excitation. However, the mechanism of positive charge state creation constitutes a series of processes. If at all, we expect a lower rate of charge state conversion for the positive charge state.

**Neutral Defect Recovery**
While conversion of the neutral defect into the dark charge state reduces photoluminescence intensity, a strong enhancement of the signal was observed when the pump laser energy reached about 1.3 eV [25, 26]. This was explained by the conversion of the naturally dark state of the divacancy into the neutral state [23, 25, 26]. The recovery of the bright state from the positive and the negative charge state are visualized in Figure 2, \( (VV^+ \rightarrow VV^0) \), and \( VV^- \rightarrow VV^0 \). The corresponding adiabatic excitation energies for the \( hh \) defect obtained with constrained HSE are 1.36 and 1.49 eV, respectively. The calculated vertical excitation energies for either the positive defect, with a value of 1.47 eV, or the negative defect, with a value of 1.68 eV, are above the experimentally observed minimum energy at which enhancement occurs. Similarly for the \( hk \) defect, see Supporting Information, Table S4 [53].

Recalling the analysis of our computational results that led to the corrections of constrained PBE results to obtain best estimates for constrained HSE values and that is detailed in the Supporting Information [53], we notice a large difference between PBE and HSE ground state orbital energies for orbitals involved in the \( (VV^+ \rightarrow VV^0) \), excitation. This manifests itself in large constrained HSE values compared to constrained PBE results and might point to a source of error. For \( VV^- \rightarrow VV^0 \), the difference between constrained HSE and constrained PBE excitation energies is moderate. In addition, there is a fairly large difference between the constrained PBE results for the 551 and the 771 cell expansion for both, the \( (VV^+ \rightarrow VV^0) \), and the \( VV^- \rightarrow VV^0 \) excitation (see Supporting Information, Table S1 [53]), suggesting that the computational cell size is not quite converged for the charged defects. However, the computed energy requirement for neutral state recovery from the positive charge state, with a value of 1.47 eV, fits the experimental value of 1.3 eV [25, 26] better than from the negative charge state, with a value of 1.68 eV.

**Zero Phonon Lines**

In Figure 2, the excitation leading to the experimentally observed ZPL in the neutral charge state (ZPL\(^0\)) is depicted together with the corresponding excitations in the positive (ZPL\(^+\)) and the negative (ZPL\(^-\)) charge states. In the positive charge state, the defect state from which the
excitation originates is shifted into the valence band. If the electron hole that is created in the valence band during excitation, dissipates fast enough compared to emission, there is no electronic state available for the excited electron to fall back to. This suggests, in line with the arguments presented in previous work [26], that the positive charge state is indeed dark. However, since emission occurs from the excited state, we analyze the orbital energies of the excited state that corresponds to ZPL⁺. The orbital energy of the now unoccupied defect state lies less than 0.1 eV above the valence band. An energy difference of 0.1 eV is within the expected error margin for occupied defect state energy differences using a 551 cell expansion [29]. If the unoccupied defect state is indeed situated above the valence band, this may slow electron hole dissipation. However, with a variational energy optimization procedure, unoccupied orbital energies are determined with much less accuracy than occupied orbital energies since they do not contribute to the total energy change of the system. Given the large uncertainty in unoccupied state energies in combination with the small energy difference of the unoccupied state to the valence band, we support the previously made argument [26] that the positive charge state may appear dark in photoluminescence experiments due to the repopulation of the defect state with bulk electrons.

In contrast, the originating defect state of the excitation corresponding to the observed ZPL in the negative charge state (ZPL⁻) is well within the band gap, as illustrated in Figure 2. In the excited state, the energy of the unoccupied defect state that has been created during excitation, increases further and is situated more than 0.9 eV above the valence band. Deexcitation to form the ground state of the negative defect does not appear to be hindered and there is no computational evidence that the negative charge state is dark.

**Defect Formation Energies**

Finally, we consider defect formation energies to obtain insight into the stability of the charge states as a function of the Fermi level. The defect formation energy plot calculated with the HSE functional for the hh defect can be found in Figure 4, for the hk defect in Supporting Information, Figure S7 [53]. The corresponding plots computed with the PBE functional are
contained in the Supporting Information, Figure S8 [53]. Results for the \( hh \) and the \( hk \) defect are again comparable. While the overall shape of the curves calculated with the PBE and the HSE functional is similar, the location of the charge transition levels depends on the density functional and the charge correction scheme employed [35, 36, 40, 41]. As observed previously [35], the defect formation energy of the neutral relative to the charged defects is predicted to be larger with the HSE functional than with the PBE functional. This results in an increased stability range of the positive charge state when the presumably more accurate HSE functional is used. In contrast, the stability range of the negative charge state has been calculated to be small [36, 40, 41]. Focusing on the HSE results, we compute a Fermi energy range of 1.27 eV for the positive charge state of the \( hh \) defect (1.20 eV for \( hk \)) and only 0.14 eV for the negative charge state of the \( hh \) defect (0.17 eV for \( hk \)). It is, therefore, unlikely that the naturally existing charge state is the negative charge state. If that was the case, we would expect a strong dependence of the conversion mechanism on sample origin and preparation, since small changes in impurity concentration may shift the Fermi level and, correspondingly, the relative stability of the defect charge states. However, charge state conversion was consistently seen in experiment [24-26]. In contrast, moderate changes in sample preparation should not affect the mechanism of charge state conversion if the observed dark state is the positive charge state since it exists in a wide range of Fermi energy.
Figure 4. Defect formation energy as a function of the Fermi energy sweeping through the band gap (3.24 eV) computed with HSE for the neutral triplet (0, T), positive doublet (+1, D), negative doublet (-1, D), doubly positive singlet (+2, S), doubly negative singlet (-2, S), and most stable charge state of the $hh$ divacancy defect in 4H-SiC.

4. Conclusions

We have used constrained DFT to investigate the mechanism of charge state conversion from the bright neutral charge state of the divacancy defect in 4H-SiC to a dark state observed in photoluminescence experiments [24-26]. We focused on the $hh$ and $hk$ defects. We considered multi-photon excitation yielding the positive [26] and the negative charge states [25] as well as corresponding recovery of the neutral charge state. Notably, we did not investigate ionization mechanisms that rely on neighboring defects [24] nor did we study doubly charged states.

We calculated zero phonon lines (ZPLs) of the neutral divacancy and the corresponding excitations for the positive and negative charge states. Due to the shift of the highest occupied
defect state of the minority spin channel into the valence band in the ground state of the positive charge state, which is maintained (within 0.1 eV) in the excited state, the positive charge state is confirmed to be dark. This assumes fast hole dissipation in the valence band. In contrast, we do not find evidence that the negative charge state is dark since the defect states involved in the lowest excitation of the minority spin electron are well within the band gap and a corresponding ZPL should be observable.

We identified a possible pathway of positive charge state formation involving a 2-photon excitation of the minority spin electron followed by simultaneous deexcitation and excitation of the majority spin electron. The excited majority spin electron is then further promoted into the conduction band creating the positive charge state assuming fast dissipation of the electron in the conduction band compared to emission. The negative charge state formation only requires a 2-photon process and may proceed at higher rate. However, if the negative charge state is bright (a ZPL is detectable), experimentally observed signal changes cannot be explained utilizing the negative charge state. The computed absorption energies, determining the minimum energy required for charge state formation, are 1.2 eV for either the positive or the negative charge state, comparing well to the observed threshold of 1.1 eV [25, 26].

Our computational results overestimate the observed minimum energy of 1.3 eV required for neutral charge state recovery [25, 26] for both charged states. The neutral charge state is recovered from the positive charge state by excitation of an electron from the valence band into the unoccupied majority spin defect state, again assuming fast hole dissipation. The corresponding absorption energy is computed to be 1.5 eV. The neutral charge state is recovered from the negative charge state by the excitation of a minority spin electron into the conduction band followed by dissipation of the electron into the bulk. The required absorption energy is calculated to be 1.7 eV. The overestimation of the absorption energies may be due to a less well converged computational cell size for excitations in charged compared to neutral defects.

Further, we computed defect formation energies as a function of the Fermi level. We observed that the negative charge state is most stable in a very narrow Fermi energy range, while the positive charge state is most stable in a wide stability range. If the negative charge state was the dark charge state, we would expect a high sensitivity of the mechanism of charge state
conversion to sample preparation due to differing impurity concentration and corresponding Fermi level shifts, which was not reported.

In summary, we have collected computational evidence supporting the identification of the dark charge state as the positive charge state in the mechanism of optical charge state switching. In our opinion, it is less likely that the negative charge state is the dark charge state. However, the identified pathway of positive charge state formation involves a series of excitation processes. Further research into positive charge state creation of the divacancy is warranted.
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