
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Electronic structures and spectroscopic signatures of
silicon-vacancy containing nanodiamonds

Alessio Petrone, Ryan A. Beck, Joseph M. Kasper, Xiaosong Li, Yue Huang, Matthew Crane,
and Peter Pauzauskie

Phys. Rev. B 98, 205405 — Published  8 November 2018
DOI: 10.1103/PhysRevB.98.205405

http://dx.doi.org/10.1103/PhysRevB.98.205405


Electronic Structures and Spectroscopic Signatures of Silicon-Vacancy Containing
Nanodiamonds

Alessio Petrone,∗ Ryan A. Beck,∗ Joseph M. Kasper, and Xiaosong Li†

Department of Chemistry, University of Washington, Seattle, WA, 98195

Yue Huang, Matthew Crane, and Peter Pauzauskie
Department of Materials Science and Engineering, University of Washington, Seattle, WA, 98195

(Dated: October 16, 2018)

The presence of mid-gap states introduced by localized defects in wide-band-gap doped semicon-
ductors can strongly affect the electronic structure and optical properties of materials, generating
a wide range of applications. Silicon-divacancy defects in diamond have been recently proposed
for probing high-resolution pressure changes and performing quantum cryptography, making them
good candidates to substitute the more common nitrogen-vacancy centers. Using group theory and
ab initio electronic structure methods, the molecular origin of mid-gap states, zero phonon line
splitting and size dependence of the electronic transitions involving the SiV center is investigated
in this work. The effects of localized defects on the Raman vibrational and carbon K-edge X-ray
absorption spectra are also explored for nanodiamonds. This paper presents an important analysis
of the electronic and vibrational structure of nanosized semi-conductors in the presence of mid-gap
states due to localized defects, providing new insights into possible mechanisms for modulating their
optical properties.

I. INTRODUCTION

Wide-band-gap doped semiconductors are promising
candidates for use in many technological applications
since the controlled implantation of localized defects can
introduce new electronic levels within the band gap,
strongly modifying the material interactions with electro-
magnetic radiation.1–6 Diamond presents a large optical
band gap for bulk (∼5.5 eV)7 and has a very dense lat-
tice that both restricts defect diffusion and phase transi-
tions at high temperatures. Thus, the manipulation and
the characterization of isolated defects in diamonds have
generated a wide range of applications such as quantum
computing, sensing, and cryptography.8–14

When the crystal size approaches the nano-dimension
(∼5 nm), diamonds no longer express bulk proper-
ties. A band gap opening is observed and discrete elec-
tronic levels (typical of molecules) emerge at band edges.
These are all consequences of the quantum confinement
effect.15–18 Therefore, the interaction between doped di-
amonds and light may be further modulated by adjust-
ing the host nanocrystal size. Substitutional nitrogen
and nitrogen-vacancy centers are common defects in dia-
mond and have received attention for their sensitive op-
tical and spin properties.8–11,19–21 The peculiar low dif-
fusion rate of NV centers enables the optical probing of
local variations in time, which can affect the spin preces-
sion rate of the defects, making them suitable for quan-
tum sensing applications.14 Doping introduces new sub-
band-gap levels, and it has been shown that NV centers
in diamond give rise to new dopant-centered sp3 − sp3
mid-gap electronic transitions and charge-transfer (CT or
“photoionization”) excited states.22 Similar applications
in quantum information processing23 have been shown
for the negatively-charged silicon-vacancy (SiV−) center
due to its short fluorescent lifetime, narrow emission line-

width, and high percentage of photons (∼70-80%) emit-
ted through its zero-phonon line (ZPL).24,25 This defect
has also been shown to be useful as a high-resolution
high-pressure sensor.26 Doped diamond based pressure
probes can function at higher pressures than the cur-
rently used ruby sensors, as the rigid diamond lattice
is still present above 100 GPa, while ruby undergoes a
phase transition.

The SiV center can exist as either a neutral triplet in its
ground state, neutral SiV , or as an anionic doublet state,
anionic SiV−.27–31 The latter is the most common stable
ground state electronic configuration32. Experimentally,
the ZPL measured in doped diamonds in the bulk limit
is 1.31 eV and 1.68 eV for the neutral SiV and anionic
SiV−, respectively. Additionally, in SiV− a blue-shift
in the zero phonon line as a function of the decreasing
crystal size has been observed for nanodiamonds.33 For
the reduced systems the ZPL splits into a four-line fine-
structure at helium temperature34,35. The origin of this
fine structure splitting in the ground and excited states
has been explained by dynamic Jahn-Teller and/or by
spin-orbit effects.27,34,36,37

Vibrational spectroscopy can also be used to probe
the presence of these defects, since the changes in the
dipole and the polarizability induced by the dopant can
strongly modify the selection rules for the infrared and
Raman active modes, respectively. In addition to UV-
Vis, the K-edge X-ray absorption spectrum in diamonds
has been proposed to be sensitive to the introduction of
dopants.38 Moreover, carbon K-edge spectra in nanodia-
monds exhibit unidentified pre-edge features that have
been either attributed to the presence of sp2 carbon
atoms lying on the surface, as a consequence of the sur-
face reconstruction, or to the introduction of new empty
levels within the band gap resulting from impurities.38

Despite their importance, carbon K-edge X-ray and vi-
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brational transitions for the characterization of SiV cen-
ters in nanodiamond, along with the effects of the SiV
center location in the crystal lattice (i.e. surface ef-
fects, symmetry breaking) and system size (i.e. quan-
tum confinement) on the electronic and vibrational exci-
tations, have not been well studied. In this paper, the-
oretical investigations with a finite cluster approach of
both the electronic and vibrational properties are car-
ried out using hybrid density functional theory (DFT)
and linear-response time-dependent density functional
theory (LR-TDDFT) for a reduced SiV− color center in
nanodiamond systems of different sizes. TDDFT, com-
bined with a cluster approach, has shown very promis-
ing results for the theoretical characterization of excited
states in doped semi-conductor quantum dots (in par-
ticular, NV doped nanodiamonds)22,39–48 and the vibra-
tional/dynamical properties of molecules.49–53 The work
presented herein focuses on the quantum confinement ef-
fects on the electronic (UV-Vis and X-ray) and vibra-
tional (Raman) spectroscopies on several SiV-doped di-
amond nanoclusters. The effect of the defect symmetry
(or the lack of) as a function of the size is also analyzed.

II. METHODOLOGY

Nearly spherical diamond quantum dots, C44H42

(diameter ∼0.8 nm), C121H104 (diameter ∼1.2 nm),
C182H142 (diameter ∼1.4 nm), and C487H310 (diame-
ter ∼2.1 nm) were used as starting models for the SiV
doped systems. They were constructed using the bulk
face-centered cubic lattice parameter7 a0 = 0.357 nm
and hydrogen atoms were used to passivate the surface
dangling bonds, according to the procedure presented in
Ref. 22. The sizes of these quantum dots are similar to
the smallest nano-diamonds obtainable by detonation or
laser-heated diamond anvil cell synthesis.12,54–56 As the
diamond excitonic Bohr radius is estimated to be ∼1.6
nm,57 electronic properties of these small diamond quan-
tum dots will exhibit quantum confinement effects.

The SiV center in diamond consists of a silicon atom
and a vacancy in a split-vacancy configuration.28,30,58

The SiV center was created by removing two carbon
atoms near the center of the nanodiamonds along the
< 1, 1, 1 > axis of the models, and positioning the silicon
at the center of the resulting divacancy in a local D3d en-
vironment (namely SiV frozen), as observed in previous
computational studies.27,31,59,60 To evaluate the lattice
distortion due to the presence of the SiV center itself,
the SiV center and the nearest neighboring six carbon
atoms were fully optimized while maintaining the rest
of the diamond structure at the crystal lattice (namely
SiV relaxed). These optimization schemes have shown
accurate results for describing the lattice distortion of
nitrogen-vacancy doped diamonds of similar sizes.22 In
this work, we focus on the reduced SiV− center, whose
ground state has been shown to be a doublet.32 The ∼1.2
nm reduced SiV− C119SiH−104 was used to estimate the

excited state structural reorganization and relaxation en-
ergy. This system was further optimized according the
first bright excited state energy gradient provided by
TDDFT and using the SiV- relaxed optimization scheme,
described above. The relaxation energy in the excited
state was computed as the energy difference between the
vertical excitation energy using the ground state and the
excited state optimized geometries. The ∼1.2 nm diam-
eter pure C121H104, and the reduced SiV− C119SiH−104,
were also further fully optimized in the ground state
by relaxing all atoms to perform the vibrational anal-
ysis. Geometries were considered fully optimized when
both the forces (maximum and RMS force, 0.000450 and
0.000300 Hartree/bohr, respectively) and displacement
(maximum and RMS displacement, 0.0018 and 0.0012
bohr, respectively) values for all free atoms were below
the threshold criteria.

All calculations were performed using the development
version of the Gaussian software package.61 The ground
state electronic structures were obtained by solving the
Kohn-Sham equation using the range-separated version
of hybrid Becke, 3-parameter, Lee-Yang-Parr (B3LYP)
density functional62–64 with the Coulomb-attenuating
approach (CAM-B3LYP).65 The necessity of using ba-
sis sets with large spatial extent (i.e. diffuse func-
tions) has been demonstrated to be important in nan-
odiamonds, since C-H bonds create low-energy empty
states that are Rydberg-like, that may reduce the band
gap.66,67 These states can play an important role for shal-
low implanted NV centers in diamond.68 On the other
hand, diffuse functions have been previously shown to
be less important for localized defects located far from
the surface.33,69,70 CAM-B3LYP is known to outper-
form canonical hybrid (i.e. B3LYP, PBE0, etc.) for
the description of Rydberg-like and charge-transfer states
due to their high sensitivity to the treatment of ex-
act exchange.71–73 Since the presence of these Rydberg-
like states can influence the predicted quantum confine-
ment effects, CAM-B3LYP/6-31++G(d,p) was used for
this study. The electronic structures of excited states
were calculated using TDDFT within the linear response
framework74–76 and its energy specific implementation
for the high-energy states.77,78

III. RESULTS AND DISCUSSION

A. Structural Reorganization and Electronic
Configurations

The models used in this work support local symme-
try, but they do not preserve a global inversion symme-
try operation, therefore the SiV frozen conformation has
an overall C3v symmetry, given the asymmetry on the
nanodiamond surface. Effects of the SiV location in nan-
odiamonds (i.e. the position of the defect with respect
to the surface) can also influence the electronic and op-
tical properties of the systems and they are separately
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FIG. 1. Geometry relaxation near the SiV center for the
∼1.2 nm diameter reduced SiV− C119SiH−104 systems: car-
bon in grey, silicon in pink (only the active atoms during
the optimization are reported, see methods for details). The
SiV frozen structure with the silicon located in a pseudo-local
D3d symmetry (panels a and a′) is represented, along with the
ground (panels b and b′) and first bright excited state (panels
c and c′) relaxed structures. Both the bond (top panels) and
the angle (bottom panels) change in value, upon relaxation
(according to the procedure detailed in the methods) with re-
spect to the SiV- frozen configuration for the ground state and
with respect to the ground state configuration for the excited
state, are reported in percentages in panels b and c, respec-
tively. The same color is used to highlight symmetric changes.
The ground state relaxed geometry was also compared with
the fully relaxed geometry showing a similar symmetry in the
distortion (??).79

investigated in detail in the next sections for one of the
larger models. Despite this, the models can retain, in the
SiV frozen conformation, a local symmetric arrangement,
where all Si-C distances are 1.944 Å and the C-Si-C an-
gles are either 80.9◦ or 99.1◦. The local symmetry of the
defect may still be described as C3v plus inversion, re-
taining a local D3d symmetry (see Fig. 1, panels a and
a′).

The lattice structural reorganization in the electronic
ground state in d∼1.2 nm SiV doped nanodiamond is
summarized in Fig. 1 (panels b and b′). A uniform ex-
pansion of the Si pocket can be clearly seen from the
elongation of all Si-C distances. Upon relaxation on the
ground electronic state, the local D3d symmetry is bro-
ken, although a pseudo Cs symmetry can be still ob-
served by inspecting the Si-C distances. When the sys-
tem is further allowed to relax on the first bright excited
state, a non-uniform bond change is observed. Half of
the Si-C distances undergo an expansion of the bond
length and the other half undergo a compression (see
panel c in Fig. 1) compared to the previously examined
ground state relaxed geometry. The calculated relax-
ation/reorganization energy due to the optical excita-
tion for this size is about 0.01 eV, which is much smaller
than the one observed for the NV center (about 0.21 eV).
This value agrees with previous calculation on Si doped
diamonds30 and explains the small contribution of the

vibration sideband in the emission spectrum for these
systems.32
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FIG. 2. CAM-B3LYP/6-31++G(d,p) DOS and PDOS (this
last visualized only for Si and its first neighboring C atoms
levels within the band gap and the CB). The red and light
blue colored regions show the C 2p and Si (magnified by 5x)
3s and 3p contributions to the PDOS diagrams, respectively.
Spin-up, positive density values; spin down, negative den-
sity values. The DOS diagrams are calculated for the pure
CXHY , and the reduced frozen CX−2SiH−Y (left and right,
respectively) nanodiamonds of increasing sizes (d∼ 0.8, 1.2,
1.4, and 2.1 nm, from top to bottom).

Figure 2 shows the total and partial densities of states
(PDOS) using the calculated molecular orbitals (MOs),
with the spin-up and spin-down densities plotted as pos-
itive and negative values, respectively. Both the valence
band (VB) and conduction band (CB) consist of carbon
p and s characters, while multiple levels at the SiV center
appear inside the band gap and near the band edges. The
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FIG. 3. Schematic illustration of the SiV center electronic
layout, according to the D3d point group symmetry. Panel
a, SiV in the center of the nanodiamond, and panel b, where
the SiV defect is close to the surface and partially breaks the
group symmetry (position 1 and 4 in Fig. 6, respectively).
The zoomed in C180SiH−142 CAM-B3LYP/6-31++G(d,p) beta
MOs contour plots with the pseudo C3v axis parallel to the z-
axis (entering the figure) are represented. The isodensity val-
ues of 0.05, 0.05 and 0.03 are used for the eg, eu and VB MOs
contour plots, respectively. The energetic layout presents an
uneven alignment between the alpha/beta filled eg w.r.t. the
beta eg LUMO, please see Fig. 2 for a more detailed analysis.

VB and CB of the ∼2.1-nm-diameter nanodiamond are
separated by an energy gap of 5.21 eV. As the system
sizes decrease, the band gap increases due to stronger
quantum confinement effects.

In the systems containing a SiV center, the silicon atom
contributes its four valence electrons to the SiV center.
There are also six dangling electrons from the six nearest-
neighbor C atoms to the vacancies, giving rise to a total
of ten electrons at the SiV center (eleven for the reduced
system). The local D3d symmetry splits the four sp3

atomic orbitals of Si to a2u, eu, a1g, and the six p atomic
orbitals of nearby C atoms to eg, eu, a2u, a1g symmetry
groups. The symmetry rules dictate that the set of or-
bitals of eg symmetry has almost zero overlap with the
Si atomic orbitals, resulting in a set of high energy (and
mostly energetically “pinned” in the band gap) MOs with
significant contributions from the carbon p orbitals sur-
rounding the silicon (see colored PDOS in Fig. 2); all
other atomic orbitals previously listed (eg, eu, a2u, a1g)
can hybridize and form MOs surrounding the defect (de-
picted in Fig. 3(a)). The resulting σ bonding and anti-
bonding MOs of a2u and a1g symmetry are energetically
buried in the VB and CB, respectively (not shown).

On the other hand, the hybridized bonding MOs of eu
symmetry are the most interesting ones because they are
likely responsible for the peculiar optical properties of
SiV centers. These molecular orbitals lie at the VB edge
(the antibonding ones are energetically located at the CB
edge, not represented), and show a reasonable contribu-
tion from both the carbon p and silicon sp3 orbitals. The
resulting MOs show a non-zero overlap with the VB edge
of the nanodiamonds, forming a set of three molecular or-

bitals at the VB edge. Only in the 0.8 nm nanodiamond
the MOs of eu symmetry are energetically well separated
from the VB. In this work, the negatively charged SiV
defect ground-state electronic state is 2Eg (in a D3d per-
fect symmetry) and its electronic configuration can be
described as e4ue

3
g, where the eg level is partially filled, in

agreement with previous DFT calculations.27,30,80

B. Midgap Optical Transitions

As the size of nanodiamond decreases, the quan-
tum confinement effect18,81 leads to an increase in the
band-gap (5.21 eV for C487, 5.78 eV for C182, 6.07
eV for C121 and 7.77 eV for the C44; reported as the
HOMO/LUMO differences), as observed in other semi-
conducting nanocrystals.39,82 The previously presented
electronic structures for anionic SiV− defects in nan-
odiamond give rise to several characteristic sets of opti-
cal transitions exhibited in spectroscopic measurement of
SiV-containing nanodiamonds. Optical spectra for differ-
ent sized SiV− containing nanodiamonds using linear re-
sponse TDDFT are reported in Fig. 4. The energy levels
of these SiV centers in the diamond lattice are illustrated
in Fig. 3(a). This energetic layout leads to unique midgap
optical transitions in SiV-containing nanodiamonds.
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FIG. 4. TD-CAM-B3LYP/6-31++G(d,p) UV-Vis spectra
(only the two first mid-gap transitions involving the eu → eg
beta manifold, are reported) for the relaxed anionic SiV−

CX−2SiH−Y nanodiamonds as a function of the increasing
quantum dot diameter (d∼ 0.8, 1.2, and 1.4 nm from top to
bottom). A Gaussian broadening has been applied to the in-
dividual transitions labeled with black lines to form the spec-
trum with a full width half maximum value of 0.10 eV.

The optical spectra in Fig. 4 shows an spectroscopic
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feature between 1.70 and 2.10 eV consisting of two tran-
sitions, from the two filled MOs of eu (β) symmetry to
the empty eg (β). Table I lists their vertical excitation
energies in various SiV-containing nanodiamonds. These
transitions give rise to the experimental zero-phonon line
(ZPL) for the 2Eg(e4ue

3
g)→ 2Eu(e3ue

4
g) excitation at 1.686

eV32 and the main transition contributing to this feature
undergoes a small blue shift with diminishing system size
(from bottom to top in Fig. 4 and in Table I). The par-
tial charge-transfer characters of the ZPL in SiV doped
systems are due to the fact that MOs of eu symmetry
show a non-negligible delocalization along with a reason-
able energy overlap with the VB edge (these last levels
have a higher contribution arising from surface carbons,
see Fig. 3(a)), as can be inspected from the computed
DOS in Fig. 2.

TABLE I. TD-CAM-B3LYP/6-31++G(d,p) mid-gap verti-
cal excitation energies (eu to eg, beta manifold) for the an-
ionic SiV− systems (in eV) and the corresponding oscillator
strengths (reported in parenthesis). All systems present a
dark excited excited state <100 meV apart from the ground
state, due to the swap between the occupied and empty eg or-
bitals (transitions not shown). We compare results between
the SiV relaxed (SiV center position is optimized, see text)
with the ones obtained from just inserting the SiV center by
replacing the corresponding atoms (SiV frozen) in the center
of the pure nanodiamond.

SiV relaxed SiV frozen

SiV− C42SiH−42 1.70(0.077) 1.63(0.068)
2.06(0.028) 1.81(0.014)

SiV− C119SiH−104 1.67(0.070) 1.59(0.061)
2.09(0.019) 1.82(0.014)

SiV− C180SiH−142 1.59(0.064) 1.51(0.056)
1.99(0.021) 1.90(0.015)

The quantum confinement effect on the spectral shift
of the ZPL (∆EZPL) as a function of the band-to-band-
excitonic transition (∆EEXC) has the approximate rela-
tionship, according to the effective mass approximation
for a spherical nanocrystal:17,39,42

∆EZPL ≈
m∗−1e

m∗−1e +m∗−1h

∆EEXC (1)

where m∗e and m∗h are the effective masses (in units
of electron mass) of the electron and hole in the SiV-
containing nanodiamond. The 2Eg (e4ue

3
g) → 2Eu (e3ue

4
g)

excitations (as a weighted average of the first two ex-
citations in Table I) as a function of the band-to-band-
excitonic transition for the different dot sizes is plotted in
Fig. 5. The ∆EZPL/∆EEXC value is 0.04, less than that
in NV doped nanodiamonds,22 and is significantly smaller
than those for the free CB electron in diamond quantum
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FIG. 5. TD-CAM-B3LYP/6-31++G(d,p) SiV 2Eg (e4ue
3
g) →

2Eu (e3ue
4
g) ZPL excitations, as a function of the band-to-

band-excitonic transition, for the anionic SiV− systems. Ex-
trapolation of the ZPL energies gives a value of 1.38 eV for the
bulk and the ratio between ∆EZPL and ∆EEXC as the slope
of the linear fit is 0.04 (The reported EXC energy (band gap)
is reported as a HOMO/LUMO difference, which can under-
estimate the experimentally observed optical band gap as it
has not been computed at the TD-DFT level of theory, and
also can be affected by the presence of surface defects in the
experiment).

dots. The observed size dependence of the ZPL is com-
parable with the one predicted using similar dimensions
and level of theory.33 Moreover, the quantitative analysis
presented here, suggests that the photoexcited electrons
in the SiV ZPL excited states of diamonds are “heavier”
than those in the pure diamond excitonic states.

C. Symmetry (or the lack of)

The two MOs of eu symmetry have different spatial
extent (i.e. different symmetry along the x and y di-
rections, see Fig. 3(a)) and subsequently different over-
laps with the empty MOs of eg symmetry, showing dif-
ferent relative intensities in their transitions, as can be
inferred by inspecting computed oscillator strength val-
ues reported for different sized SiV-doped nanodiamonds
in Table I. By analyzing these values for the SiV frozen
systems (right columns in Table I), an average split-
ting of ∼0.27 eV is already noticed for the computed
2Eg(e4ue

3
g) →2 Eu(e3ue

4
g) excitations. As mentioned be-

fore, although the SiV frozen conformation has an over-
all C3v symmetry, both the asymmetry in the surface
and the different spatial overlap of the filled MOs of eu
symmetry with the VB can be responsible for the energy
splitting in the two 2Eg(e4ue

3
g) →2 Eu(e3ue

4
g) transitions

even in these frozen conformations (see the different over-
lap with the VB in Fig. 3(a)). The asymmetric overlap
between eu MOs with the VB is, therefore, the key reason
for both the excitonic behavior (analyzed in the previous
paragraph) and the asymmetry of the absorption peak
in the visible range for the SiV doped systems. A simi-
lar interpretation has been previously provided for silicon
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doped nanodiamonds of similar dimensions.33

The effect of lattice reorganization on the 2Eg(e4ue
3
g)

→ 2Eu(e3ue
4
g) excitations as a function of the system size

can be also analyzed in Table I (from right to left). The
geometry reorganization is responsible for an additional
blue shift in vertical excitation energies, from ∼0.07 (first
excitation) to ∼0.25 eV (second excitation), with respect
to the unrelaxed conformations. The degree of splitting
of the two 2Eg(e4ue

3
g)→ 2Eu(e3ue

4
g) excitations for the SiV

relaxed systems are comparable to the ones computed
for the SiV frozen, suggesting that the interactions of
these levels with the VB band and surface are already
significant to induce asymmetry in these excitations even
in the SiV frozen doped systems.

1 3
2 4

FIG. 6. Four different SiV positions the C180SiH−142 system
are investigated for anisotropic effects on SiV mid-gap optical
transitions

TABLE II. TD-CAM-B3LYP/6-31++G(d,p) mid-gap verti-
cal excitation energies (eu to eg, beta manifold) for the anionic
SiV− systems (in eV)as a function of the SiV center position
moving from the center (position 1) towards the surface (po-
sition 4) for the C180SiH−142 system. Results are compared
between the SiV relaxed (SiV center position is optimized,
see text) with the ones obtained by just inserting the SiV
center by replacing the corresponding atoms (SiV frozen) in
the center of the pure nanodiamond.

SiV relaxed SiV frozen

Position 1 1.59 1.51
1.99 1.90

Position 2 1.66 1.67
2.07 2.07

Position 3 1.69 1.67
2.12 2.07

Position 4 1.67 1.60
2.05 2.00

Since the relative position of the SiV defect with re-

spect to the nanodiamond surface can further perturb
the overall symmetry of the system, we inspected how the
location of the SiV center within the nanodiamond can
affect the SiV ZPL transitions. As the SiV center moves
away from the C3v (pseudo-local D3d in SiV frozen sys-
tems) symmetry center, its global symmetry is no longer
C3v. As a result, the set of MOs of eu and eg symmetry,
as shown in Fig. 3(b), are even more energetically differ-
ent due to the different interactions of the x and y subset
of the eu and eg MOs (see their asymmetric distributions
in Fig. 3(b)) as the SiV moves closer to the surface (e.g.,
positions 2-4 in Fig. 6). The consequence of the symme-
try breaking due to the defect position on 2Eg (e4ue

3
g) →

2Eu (e3ue
4
g) excitations is summarized in Table II. A split-

ting of ∼ 400 meV of SiV midgap transitions is observed
when the SiV moves away from the C3v center of the
nanodiamond for the SiV frozen. The magnitude of the
splitting is not very sensitive to the defect position with
respect to the surface, although the overall values show
an overall 0.1 eV blue shift for the SiV positions closest to
the surface (larger if the systems are allowed to relax, as
can be determined by looking at the values on the left in
the table). This splitting of midgap transitions has been
previously shown to be sensitive to the defect position
relative to the surface, but its absolute value for SiV de-
fects appears to be larger than for the NV center.22 Both
the SiV− peak position and broadening of the emission
line-width have experimentally been proved to be sensi-
tive to either uniaxial stress or the position of the center
within the matrix, in a similar way to the predicted val-
ues (∼200 meV in some observed broadenings).83–85 As
the ZPL is sensitive to the surface reorganization and the
size of the system, SiV centers can be effective probes of
the global and local distortions, i.e. mechanical stress or
pressure.

D. Vibrational Analysis

Vibrational spectroscopy can be very sensitive to the
presence of defects, since localized defects can strongly
change the selection rules for infrared and Raman ac-
tive modes. Presented in Fig. 7 is the Raman spec-
trum for the 1.2 nm pure (black) and reduced SiV−

(blue) nanodiamond. Given the system size and the high
computational cost of Raman calculations, a less expen-
sive 6-31G(d) basis set was utilized for frequency and
Ramon intensity calculations. This choice is based on
the observation that fully optimized geometries using 6-
31++G(d,p) and 6-31G(d) bases show negligible differ-
ences, especially at the defect center. For the calculation
of the vibrational response, it has been noted that, for
large systems, this level of theory is sufficient,86–89 al-
though Raman intensity can be improved with additional
diffuse function. The energy range discussed covers the
region mostly affected by the presence of the SiV de-
fects (the C-H stretching modes localized on the surface
at ∼> 3000 cm−1 are not represented). Two distinctive
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regions can be located by observing the Raman spec-
trum: the region between 1200 and 1650 cm−1, involv-
ing surface H-C-H bending motions covering the typical
diamond Raman band around 1300 cm−1 (due to the
lattice C-C stretching), and the low frequency modes be-
tween ∼150 and ∼450 cm−1, involving collective lattice
breathing modes. The separation of these two regions
has been showed to be sensitive to both the size and
shape of nanodiamonds.90By introducing the SiV defect,
an overall increase of the signal response in the region
below 1100 cm−1 is observed. The main vibrational sig-
natures of the presence of the SiV defect seem to be lo-
cated around ∼910 and ∼156 cm−1. These modes have a
high contribution from the Si atom: the first are still col-
lective stretching modes of the lattice in which C-Si are
also strongly involved, while the lower energy ones are
the vacancy stretching breathing modes (see Fig. 8 for
their representations). This last spectral region seems
to be the most sensitive to the isotopic substitution of
the silicon atom as can be inferred by the examination
of Fig. 9(a), where the isotopic pure Raman spectra for
the most abundant isotopes of silicon is reported (28Si,
29Si, and 30Si from top to bottom of the left panel). A
progressive red shift of ∼1.5 cm-1 is observed for the peak
around ∼156 cm-1 for each increase of the silicon atomic
mass. In addition, the breathing mode at ∼442 cm -1

(marked in red in Fig. 9(a) and represented in Fig. 9(b))
strongly shows a decrease in intensity as an effect of the
isotopic mass increment. Vibrational Raman responses
associated with the anionic SiV− and the Si substitu-
tional defect were also compared. The substitutional de-
fect was obtained by replacing a carbon atom close to the
center of the ∼1.2 nm pure nanodiamond with a Si atom
and optimizing the resulting structure. The SiV− shows
very distinct vibrational responses with respect to both
the pure and the substitutional one (??).79

Unfortunately, the spectral region presenting the typ-
ical diamond Raman peak, involving the C-C lattice
stretching motions reported at ∼1330 cm−1 for bulk
diamonds91–93, is completely washed out the by H-C-H
bending motions, due to the hydrogen passivation of the
surface. This problem is solved by setting the atomic
mass of hydrogen to a large value (100 amu), which corre-
sponds effectively to shift away the overlapping features
from the studied spectral window.48,90,94 The obtained
Raman spectra using heavy hydrogen atoms (from 800
to 1600 cm−1) are reported in insets of Fig. 7. The pure
nanodiamond presents a sharp peak around ∼1310 cm−1,
due to the C-C lattice stretching motions (see Fig. 8).
This is the typical diamond Raman fingerprint and it
is 20 cm−1 red shifted with respect the experimental
bulk phonon band.90,94 The SiV doped spectrum shows
a broadening of this peak, where several lattice stretch-
ing C-C motions involving carbon atoms around the SiV
are now gaining intensity due to the presence of the Si,
related to changes in the polarizability for these modes.
These results are in agreement with the broadening ob-
served for Raman spectra of Si doped diamonds.95–97

FIG. 7. CAM-B3LYP/6-31G(d) calculated Raman spectra for
the ∼1.2 nm diameter pure C121H104 (black), and the reduced
(isotopically averaged) SiV− C119SiH−104 fully optimized nan-
odiamonds (blue). A Gaussian broadening has been applied
with a full width half maximum value of 4 cm−1. Insets of the
spectral window originally overlapping with the H-C-H modes
(from 800 to 1600 cm−1) obtained using artificially heavy hy-
drogen atoms (100 amu) are reported for both spectra. The
Raman spectrum for Si substitutional defect can be found in
the supplementary information (??).79

E. X-ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) is extensively
used for sample analysis, since it is a highly element
specific spectroscopic technique. The K-edge feature in
the XAS is due to the excitations involving 1s core elec-
trons and the virtual valence molecular orbitals, for these
reasons the structure of these peaks can provide use-
ful information on the local order around the absorbing
centers.99–102 The resulting carbon K-edge X-ray absorp-
tion spectra for the ∼1.2 nm diameter pure C121H104 and
the reduced SiV− C119SiH−104 nanodiamonds are reported
in Fig. 10. The pure nanodiamond presents a clear ab-
sorption peak starting at 290 eV due to the well studied
1s → σ∗ transitions. As the SiV is introduced, several
pre-edge transitions start to appear around 284 − 285
eV. The main peak at ∼290 eV for the Si doped systems
is still due to several 1s → σ∗ electronic transitions, as
can be inferred by inspecting the MOs responsible for
them in both the pure and doped systems (see their rep-
resentation in Fig. 10). The pre-edge peaks around 285
eV are due to the presence of the SiV defects, arising
from several carbon 1s → eg transitions (see Fig. 10).
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FIG. 8. Displacement vectors of the most representative normal modes for the ∼1.2 nm diameter SiV− C119SiH−104 doped fully
optimized nanodiamond. The modes within the 909 to 1137 cm-1 energy range are represented using the ‘heavy hydrogen’ ap-
proximation for clarity, while the lowest pictured mode at 156 cm-1 is shown with the regularly massed system. Representations
of the individual modes are also provided in ????????.79

These analyses suggest that the pre-edge feature exper-
imentally observed at ∼ 285 eV can be a signature of
the presence of defects (i.e. SiV centers). While these
carbon transitions are typically ascribed to sp2 carbon
atoms lying on the surface,48 it should be noted that
these are also available to the dangling bonds surround-
ing carbon vacancies. However, in defects like NV and
SiV, the presence of heteroatoms influences the 1s→ eg
carbon transition. Thus, the location of the carbon K-
edge pre-edge features can be used to probe the presence
of different dopants in diamonds.38

IV. CONCLUSION

In this work, the mid-gap states introduced by local-
ized defects have been shown to affect UV-Vis, X-ray
and vibrational transitions in diamonds approaching the
nanoscale. Using group theory and DFT electronic struc-
ture, we showed how the mid-gap states introduced by
the reduced SiV center have a non-negligible overlap with
the diamond VB and CB. This explains the size depen-
dent nature of the computed SiV ZPL and we predict
an effective excitonic mass for these transitions compa-
rable to charge transfer excitations in NV doped nanodi-
amonds. We also found the ZPL to be sensitive both
to the lack of symmetry in all systems analyzed and

to the defect position by measuring the band position,
during the defect migration towards the surface. Two
diamond Raman vibrational spectrum regions are pre-
dicted to be significantly modified by the SiV center:
the large amplitude breathing (120-450 cm−1) and the
stretching (800-1400 cm−1) motions of the lattice. Core
1s → eg (mid-gap states) transitions introduced by SiV
centers are predicted to be responsible for the occurrence
of pre-edge peaks in the computed carbon K edge X-Ray
absorption spectrum for nanodiamonds, showing for the
first time how this spectral region (∼285 eV) can be in-
fluenced by the presence of localized defects. This work
provides an important ab initio analysis of the electronic
and vibrational structure of semi-conductors in the pres-
ence of mid-gap states due to localized defects, providing
a molecular description of the spectroscopic changes in
doped systems.
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81 S. Vepřek, Thin Solid Films 297, 145 (1997).
82 E. Badaeva, Y. Feng, D. R. Gamelin, and X. Li, New J.

Phys. 10, 055013 (2008).
83 H. Sternschulte, K. Thonke, J. Gerster, W. Limmer,

R. Sauer, J. Spitzer, and P. Münzinger, Diamond Re-
lat. Mater. 4, 1189 (1995).

84 E. Neu, M. Fischer, S. Gsell, M. Schreck, and C. Becher,
Phys. Rev. B 84, 205211 (2011).

85 S. W. Brown and S. C. Rand, J. Appl. Phys. 78, 4069
(1995).

86 S. Salustro, A. Erba, C. M. Zicovich-Wilson, Y. Nöel,
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