This is the accepted manuscript made available via CHORUS. The article has been published as:

## $g$-factor of electrons in gate-defined quantum dots in a strong in-plane magnetic field

Peter Stano, Chen-Hsuan Hsu, Marcel Serina, Leon C. Camenzind, Dominik M. Zumbühl, and Daniel Loss
Phys. Rev. B 98, 195314 — Published 27 November 2018
DOI: 10.1103/PhysRevB.98.195314

# g-factor of electrons in gate-defined quantum dots in a strong in-plane magnetic field 

Peter Stano ${ }^{1,2,3}$, Chen-Hsuan Hsu ${ }^{1}$, Marcel Serina ${ }^{4}$, Leon C. Camenzind ${ }^{4}$, Dominik M. Zumbühl ${ }^{4}$, and Daniel Loss ${ }^{1,4}$<br>${ }^{1}$ RIKEN Center for Emergent Matter Science (CEMS), Wako, Saitama 351-0198, Japan<br>${ }^{2}$ Department of Applied Physics, School of Engineering, University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656, Japan<br>${ }^{3}$ Institute of Physics, Slovak Academy of Sciences, 84511 Bratislava, Slovakia and<br>${ }^{4}$ Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel, Switzerland

(Dated: October 29, 2018)


#### Abstract

We analyze orbital effects of an in-plane magnetic field on the spin structure of states of a gated quantum dot based in a two-dimensional electron gas. Starting with a $k \cdot p$ Hamiltonian, we perturbatively calculate these effects for the conduction band of GaAs, up to the third power of the magnetic field. We quantify several corrections to the g -tensor and reveal their relative importance. We find that for typical parameters, the Rashba spin-orbit term and the isotropic term, $H_{43} \propto \mathbf{P}^{2} \mathbf{B} \cdot \boldsymbol{\sigma}$, give the largest contributions in magnitude. The in-plane anisotropy of the g -factor is, on the other hand, dominated by the Dresselhaus spin-orbit term. At zero magnetic field, the total correction to the g -factor is typically 5 - $10 \%$ of its bulk value. In strong in-plane magnetic fields, the corrections are modified appreciably.


## I. INTRODUCTION

Spin qubits in gated quantum dots $5^{113}$ based in two dimensional electron gas (2DEG) are now seeing a resurge in interest due to a recent progress in GaAs ${ }^{4190}$ and, especially, in potentially nuclear-spin-free materials like $\mathrm{Si},{ }^{10} \sqrt{177} \mathrm{Ge}, \frac{\sqrt{18119}}{}$ and $\mathrm{C} \stackrel{ }{20}_{20}$ Many of the experiments are done applying relatively strong in-plane magnetic fields, in the order of Teslas. It is a well established fact that such in-plane magnetic fields have sizable effects in 2DEGs. ${ }^{21]}$ This motivated us in Ref. 22 to analyze the effects of the in-plane magnetic fields on the orbital structure of the quantum dot states. There, we laid down the theory for using such effects as a new spectroscopic tool of quantum dots. The idea was conceived in Ref. [23, which demonstrated that the shape of quantum mechanical orbitals of a quantum dot can be inferred in this way. The information on the quantum dot shape thus acquired was essential for the experimental quantification of the spin-orbit couplings in Ref. 24, further demonstrating the power of this tool.

In this article, we extend the investigations of Ref. 22 to the spin structure of a quantum dot. The spindependent corrections due to the orbital effects of the in-plane field appear, first, as corrections to the spinorbit interactions, such as Rashba and Dresselhaus terms in GaAs. Importantly, in the presence of magnetic field additional spin-orbit terms arise, which are present even in bulk- and interface- inversion symmetric structures. These, as well as the magnetic-field induced corrections to the inversion-asymmetry originated ones, are not time reversal symmetric. They can therefore directly - in the lowest order-change the energy splitting of a pair of time reversed states (spin 'up' and 'down' corresponding to the same orbital). We expect that such energy effects are their most important consequence, and therefore mainly restrict ourselves to evaluating the corresponding renormalization of the g -factor.

We derive a dozen of different terms for the $g$-factor
corrections, Eqs. (43)-(50), constituting our main results. They differ in the dependence on the 2DEG width (increase or decrease), magnetic field magnitude (constant, or magnetic-field dependent), and direction (isotropic, anisotropic and relating to the crystal axes, or anisotropic and relating to the quantum dot axes), heterostructure interface electric field (dependent, or largely independent on it), and symmetry of the heterostructure confinement (present only in asymmetric 2DEGs or present also in symmetric quantum wells).

There is vast literature concerning g-factor theory and experiments. Instead of trying to give an overview, we only refer to works which have direct connection to our results. The g -factor corrections that we calculate here are solely bandstructure (or single particle) effects. They correspond to experiments with GaAs occupied by a single or a few particles.$^{251}{ }^{277}$ In other words, our theory does not cover the g -factor changes arising from the electronelectron interaction-induced exchange, ${ }^{[2829]}$ which is also modulated by magnetic field, for example, through the induced renormalization of the electron mass ${ }^{30}$ Second, we also do not analyze the effects of strain, ${ }^{31132}$ assuming that they are negligible in the lattice matched AlGaAs/GaAs heterostructres with the 2DEG relatively far below metallic surface gates. Finally, we focus on gated dots, where the effects are perturbative, unlike in selfassembled dots, where they are of order one.$^{[3334}$ Among recent works, we point out Ref. 35 having partial overlap with what we do here, ${ }^{[89}$ and Ref. 36 focusing on holes and being similar in spirit.

Our results can be exploited in several ways. First, they should be taken as the theory accompanying the current experiments, which have in GaAs dots reached resolution required to extract effects of such small magnitude ${ }^{[37]}$ Fitting data from such experiments, one could aim at extracting the $k \cdot p$ parameters ${ }^{90}$ which are still under vivid debate even in the best known semiconductors ${ }^{[38}$ From the point of view of spin qubits, the inhomogeneities in the g-factor are a primary agent
for, on one hand, spin manipulation and, on the other, coupling to the charge noise.

The article is structured as follows. In Section II we present the approach. It is a perturbative calculation introduced in Ref. [22. Here, we extend it by spindependent terms arising up to the fourth order in a $k \cdot p$ theory for the $\Gamma_{6}$ conduction band of a zinc-blende crystal with $T_{d}$ symmetry. Section III exemplifies how the spindependent effects arise due to the in-plane field orbital effects, and motivates approximations which we adopt for the rest of the calculations. Section IV lists and analyzes the diagonal corrections to the g-tensor for a purely inplane magnetic field. We defer calculational details and additional material to several appendices. Appendix A lists the off-diagonal components of the g-tensor. Appendix $B$ contains detailed derivations of all the $g$-tensor corrections using third order perturbation theory. Appendix C lists dimensionless constants which enter the results. Appendix $D$ discusses the g-factor corrections for a symmetric quantum well. Appendix Eshows an example for the $g$-factor corrections quadratic in the magnetic field. Appendix Festimates the leading correction of higher order in spin-orbit constants, showing that they are indeed negligible compared to the leading order ones that we discuss in the main text.

## II. DEFINITIONS AND METHODS

We now introduce the method. It is a straightforward extension of the approach explained in detail in Ref. [22, so we only recapitulate it shortly. It starts with a three dimensional Hamiltonian of the heterostructure,

$$
\begin{equation*}
H=T(\mathbf{P})+V(\mathbf{R})+H_{\mathrm{Z}} \tag{1}
\end{equation*}
$$

which comprises the kinetic, potential, and Zeeman terms. The kinetic energy operator $T$ is a function of the kinetic momentum

$$
\begin{equation*}
\mathbf{P}=-i \hbar\left(\partial_{x}, \partial_{y}, \partial_{z}\right)+e \mathbf{A} \tag{2}
\end{equation*}
$$

where $e$ is the proton charge, and the vector potential $\mathbf{A}$ is due to the magnetic field $\mathbf{B}=\left(B_{x}, B_{y}, B_{z}\right)$. The confinement potential $V(\mathbf{R})$, is due to gates and material composition, as specified below.

We consider a structure grown along a crystallographic axis, denoted by $\hat{\mathbf{z}} \equiv[001]$, which we in further call the out-of-plane axis. The remaining two crystallographic axes are denoted by $\hat{\mathbf{x}} \equiv[100]$ and $\hat{\mathbf{y}} \equiv[010]$, and are called in-plane. With this notation, we set the unperturbed part of the three dimensional Hamiltonian as

$$
\begin{equation*}
H_{0}=h_{z}+h_{2 D} \tag{3}
\end{equation*}
$$

It defines the basis for the perturbative calculations below. The unperturbed part is chosen separable in the in-plane and out-of-plane coordinates. Next, we describe these two parts in further detail.

## A. Unperturbed part defining the basis

The unperturbed Hamiltonian for the heterostructure growth direction, along the unit vector $\hat{\mathbf{z}}$, is ${ }^{91}$

$$
\begin{equation*}
h_{z}=-\partial_{z} \frac{\hbar^{2}}{2 m(z)} \partial_{z}+\Theta(z) e E_{\mathrm{ext}} z+\Theta(-z) V_{0} \tag{4}
\end{equation*}
$$

where $\Theta(z)$ is the Heaviside step function, $V_{0}$ is the offset of the conduction bands of the constituent materials (we specify to $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$, referred to as material $A$, and GaAs , referred to as material $B$ ), $E_{\text {ext }}$ is the interface electric field, and the position-dependent effective mass is

$$
\begin{equation*}
m(z)=\Theta(-z) m_{A}+\Theta(z) m_{B} \tag{5}
\end{equation*}
$$

The spectrum of $h_{z}$ defines the subbands, denoted by $|\alpha\rangle$ with the corresponding energies $E_{\alpha}$. We use Greek indexes for subbands, with the ground state belonging to subband $\alpha=1$, while $\alpha=2$ is the lowest excited subband, and so on.

Since the position dependence of the mass does not lead to spin-dependent effects, we approximate it by a constant within each subband, being $\frac{1}{m(z)}^{\alpha}$. The overline is defined as the average within the subband,

$$
\begin{equation*}
\bar{O}^{\alpha} \equiv\langle\alpha| O|\alpha\rangle, \quad \bar{O}^{\alpha \beta} \equiv\langle\alpha| O|\beta\rangle, \tag{6}
\end{equation*}
$$

and we also introduced the latter notation for further convenience. For the lowest subband, we set $\overline{m(z)}^{\alpha} \approx$ $m_{B} \equiv m$. In other words, even though we take the effects of mass inhomogeneity into account when constructing the basis, we do not include it among the considered perturbations ${ }^{[92}$ With that, we define the nominal width $l_{z}$ of the 2 DEG by

$$
\begin{equation*}
e E_{\mathrm{ext}} \equiv \hbar^{2} / 2 m l_{z}^{3} \tag{7}
\end{equation*}
$$

that is, $l_{z}$ is a quantity with the dimension of the length defined by the surface electric field and the effective mass.

The in-plane part of $H_{0}$, which defines the quantum dot, is taken with an anisotropic harmonic confinement

$$
\begin{equation*}
h_{2 D}=\frac{\mathbf{p}^{2}}{2 m}+\frac{\hbar^{2}}{2 m}\left(\frac{x_{d}^{2}}{l_{x}^{4}}+\frac{y_{d}^{2}}{l_{y}^{4}}\right) \tag{8}
\end{equation*}
$$

Here, the confinement potential is expressed in the dot coordinates defined by unit vectors $\hat{\mathbf{x}}_{d}$ and $\hat{\mathbf{y}}_{d}$, which are rotated with respect to the crystallographic axes $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ by an angle $\delta$. The in-plane momentum contains the orbital effects due to the out-of-plane component of the magnetic field $B_{z}$,

$$
\begin{equation*}
\mathbf{p}=-i \hbar\left(\partial_{x}, \partial_{y}\right)+\frac{e B_{z}}{2}(-y, x) \tag{9}
\end{equation*}
$$

The spectrum of $h_{2 D}$ is equivalent to two independent linear harmonic oscillators with excitation energies $E_{x}$ and $E_{y}$. For $B_{z}=0$ the two energies are given by


FIG. 1. The schematic of the setup. The quantum dot (pink ellipsoid) is created by gates (not shown) in a 2DEG (blue slab). The 2 DEG is a quasi-two-dimensional plane perpendicular to $\hat{\mathbf{z}} \equiv[100]$ axis and has a nominal width $l_{z}$. The axes of the quantum dot potential, $\hat{\mathbf{x}}_{d}$ and $\hat{\mathbf{y}}_{d}$, are rotated by an angle $\delta$ with respect to the crystallographic axes $\hat{\mathbf{x}} \equiv[100]$ and $\hat{\mathbf{y}} \equiv[010]$. The magnetic field vector $\mathbf{B}$ has the out-of-plane component $B_{z}$ and the in-plane component $\mathbf{b}$. The parameter $\phi$ denotes the angle of the $\mathbf{b}$ with the $\hat{\mathbf{x}}$ axis.
$E_{x / y}=\hbar^{2} / m l_{x / y}^{2}$, while the symmetric case $l_{x}=l_{y}$ corresponds to the well known Fock-Darwin spectrum. The general case of $B_{z} \neq 0$ and $l_{x} \neq l_{y}$ can also be solved straightforwardly! ${ }^{39}$ [1] We use Roman indexes for the eigenstates of $h_{2 D}$, called in-plane (orbital) states. We denote their wave functions by $|i\rangle$ and the corresponding energies by $E_{i}$. The two harmonic oscillators quantum numbers corresponding to this state are denoted as $n_{x}^{(i)}$ and $n_{y}^{(i)}$.

The basis functions in the three-dimensional space are defined as tensor product of the out-of-plane and in-plane terms, $|\alpha i\rangle \equiv|\alpha\rangle \otimes|i\rangle$. The corresponding energies are $E_{\alpha i} \equiv E_{\alpha}+E_{i}$. For further convenience, we define the aspect ratio $\eta$, as the ratio of the in-plane and subband energy spacings, $\eta=\min \left\{E_{x}, E_{y}\right\} / E_{z}$. For dots embedded in 2DEGs, $\eta$ is a small parameter. The geometry is depicted in Fig. 1.

## B. Unperturbed Zeeman energy

At finite magnetic fields, the leading spin-dependent interaction in Eq. (1) is the Zeeman term

$$
\begin{equation*}
H_{\mathrm{Z}}=\frac{g(z) \mu_{B}}{2} \mathbf{B} \cdot \boldsymbol{\sigma}, \tag{10}
\end{equation*}
$$

where the vector of Pauli matrices $\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ is the electron spin operator, $\mu_{B}$ is the Bohr magneton, and the g-factor

$$
\begin{equation*}
g(z)=\Theta(-z) g_{A}+\Theta(z) g_{B} \tag{11}
\end{equation*}
$$

is z-coordinate dependent, similarly to the effective mass. Taking the expectation of Eq. 10 in a chosen subband,


FIG. 2. The lowest order approximation to the g-factor, showing the value of $\overline{g(z)}^{\alpha}$ for the lowest subband, $\alpha=1$. The lower and upper x-axis shows, respectively, the nominal width of the 2DEG, and the interface electric field. They are related by $e E_{\text {ext }}=\hbar^{2} / 2 m l_{z}^{3}$. Inset: $\overline{g(z)^{\alpha}}$ plotted for a larger range of the interface electric field $E_{\text {ext }}$ (the inset x axis, given in $\mathrm{V} / \mu \mathrm{m}$ ). We show the electric field range for which at least one subband [a localized eigenstate of Eq. [4]] exists. The blue curve in the inset is the same as the blue curve of the main panel. We calculate the term numerically, solving for eigenstates of the triangular confinement potential with a finite conduction band offset $\delta E_{c}=E_{c}^{\mathrm{A}}-E_{c}^{\mathrm{B}}=300$ meV . We also use $m_{\mathrm{A}}=0.092 m_{e}$, and $m_{\mathrm{B}}=0.067 m_{e}$ with $m_{e}$ the free electron mass.
the spin structure of the basis state $|\alpha i\rangle$ is described by

$$
\begin{equation*}
H_{Z}^{(\alpha)}=\frac{\overline{g(z)}^{\alpha} \mu_{B}}{2} \mathbf{B} \cdot \boldsymbol{\sigma} \tag{12}
\end{equation*}
$$

In Fig. 2, we plot the g-factor averaged in the lowest subband as a function of the 2DEG width. Decreasing the width, the g-factor value departs from the bulk GaAs value towards the $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$ value, due to the penetration of the wave function into the barrier material. This effect is well known ${ }^{42 \mid 43}$ and allows for an electrically tunable g-factor through designed material composition. ${ }^{44 \mid 45}$

At this level of description, all states in a given subband have identical and isotropic g-factor. However, unlike for the mass dependence, we include the difference between exact and averaged interaction,

$$
\begin{equation*}
H_{\mathrm{z}}=H_{Z}-H_{Z}^{(\alpha)} \tag{13}
\end{equation*}
$$

among the perturbations considered below.

## C. Spin-independent perturbation

The perturbation $H-H_{0}$ comprises the spinindependent and spin-dependent part. The first consists
of the following terms

$$
\begin{equation*}
H_{B}^{\prime}=\frac{e}{m} \mathbf{a}_{\|} \cdot \mathbf{p}+\frac{e^{2}}{2 m} \mathbf{a}_{\|}^{2} \equiv H_{1}^{\prime}+H_{2}^{\prime} \tag{14}
\end{equation*}
$$

which arise from the vector potential corresponding to the in-plane magnetic field,

$$
\begin{equation*}
\mathbf{a}_{\|}=\left(z-z_{0}\right)\left(B_{y},-B_{x}\right) \tag{15}
\end{equation*}
$$

Here, $z_{0}$ is a gauge choice, which will be specified later [below Eq. (33)]. In Ref. 22, we have shown how this perturbation affects the orbital structure of the quantum dot, that is, how the states $|\alpha i\rangle$ change. We found that the changes scale with the flux ${ }^{933}$ due to the in-plane field

$$
\begin{equation*}
\Phi=\frac{e}{\hbar} \sqrt{B_{x}^{2}+B_{y}^{2}} \lambda_{z}^{2} \tag{16}
\end{equation*}
$$

serving as the small parameter of the perturbation theory. The flux depends on the effective 2DEG width, ${ }^{21}$

$$
\begin{equation*}
\lambda_{z}^{4}=2 \sum_{\beta \neq \alpha} \frac{\hbar^{2}}{m} \frac{\left|z_{\alpha \beta}\right|^{2}}{E_{\beta}-E_{\alpha}}, \tag{17}
\end{equation*}
$$

the behavior of which was analyzed in detail in Ref. 22.

## D. Spin-dependent perturbations

In this article we are concerned with the effects of the in-plane magnetic field on the spin, rather than orbital, structure of the states. Such an analysis requires to expand the model by additional spin-dependent interactions. To this end, we adopt the Ogg-McCombe Hamiltonian, ${ }^{[46 \mid 47]}$ which can be derived by the method of invariants. Namely, it comprises terms allowed by the $T_{d}$ symmetry group for the $\Gamma_{6}$ conduction band around its minimum at the wavevector $k=0$, up to the fourth order in the components of the kinetic momentum operator $\mathbf{P}{ }^{48}$ We use the coefficients of the invariant expansion terms that were obtained in the fourth order perturbation of the $k \cdot p$ theory including 14 bands ${ }^{49}$ (counting also degeneracies and spin; if each at $k=0$ degenerate subspace is counted as one 'level', it is also called the 5 L mode ${ }^{50}$ ). This perturbative approach has been previously shown adequate in describing the conduction band g-factor in quantitative agreement with experiments ${ }^{5152]}$ We now list the spin dependent terms of the Ogg-McCombe Hamiltonian.

We first take the 'standard' spin-orbit interactions. They comprise two terms, the bulk (Dresselhaus) term and the interface (Rashba) term. The former is

$$
\begin{align*}
& H_{\mathrm{D}}=\frac{\gamma_{c}}{2 \hbar^{3}}\left(\sigma_{x}\left\{P_{x}, P_{y}^{2}-P_{z}^{2}\right\}+\sigma_{y}\left\{P_{y}, P_{z}^{2}-P_{x}^{2}\right\}\right. \\
&\left.+\sigma_{z}\left\{P_{z}, P_{x}^{2}-P_{y}^{2}\right\}\right) \tag{18}
\end{align*}
$$

where $\gamma_{c}$ is a material constant, and the curly brackets denote the anticommutator. The Rashba term is ${ }^{94}$

$$
\begin{equation*}
H_{\mathrm{R}}=\frac{\alpha_{R}(z)}{\hbar}\left(\sigma_{y} P_{x}-\sigma_{x} P_{y}\right) \tag{19}
\end{equation*}
$$

where the pre-factor is well approximated by ${ }^{53}$

$$
\begin{equation*}
\alpha_{R}(z)=\alpha_{0} e E_{\mathrm{ext}}+\beta_{B A} \delta(z) \tag{20}
\end{equation*}
$$

with $\alpha_{0}$ and $\beta_{B A}$ being material constants, expressed through the bandstructure parameters by formulas given in Ref. 22 [see Eqs. (C2) and (C6) therein].

The above spin-orbit terms are the leading spindependent corrections present at zero magnetic field. At finite magnetic fields, additional terms appear. As they do not have established names, we use the notation from Ref. 49, The first term is isotropic in both spin and momentum separately,

$$
\begin{equation*}
H_{43}=\frac{e \gamma_{43}}{\hbar^{3}} \mathbf{P}^{2}(\mathbf{B} \cdot \boldsymbol{\sigma}) \tag{21}
\end{equation*}
$$

The next two terms are anisotropic,

$$
\begin{align*}
H_{44}=\frac{e \gamma_{44}}{2 \hbar^{3}} & {\left[\left(\left\{P_{x}, P_{y}\right\} B_{y}+\left\{P_{x}, P_{z}\right\} B_{z}\right) \sigma_{x}\right.} \\
& +\left(\left\{P_{y}, P_{z}\right\} B_{z}+\left\{P_{y}, P_{x}\right\} B_{x}\right) \sigma_{y}  \tag{22}\\
& \left.+\left(\left\{P_{z}, P_{x}\right\} B_{x}+\left\{P_{z}, P_{y}\right\} B_{y}\right) \sigma_{z}\right]
\end{align*}
$$

and

$$
\begin{equation*}
H_{45}=\frac{e \gamma_{45}}{\hbar^{3}}\left(P_{x}^{2} B_{x} \sigma_{x}+P_{y}^{2} B_{y} \sigma_{y}+P_{z}^{2} B_{z} \sigma_{z}\right) \tag{23}
\end{equation*}
$$

In the above, $\gamma_{43}, \gamma_{44}$, and $\gamma_{45}$ are material dependent constants which are expressed through the bandstructure parameters in Refs. 4954. The terms in Eqs. 21)(23) have been essential to understand the dependence of the g -factor on the 2 DEG width quantitatively, as well as to explain the anisotropy of the g-factor for magnetic fields in plane compared to magnetic fields out of plane. ${ }^{[51|52| 55 \mid 57]}$ Whereas for the first effect, $H_{43}$ is the most important addition to the wave-function penetration effect shown in Fig. 2, $H_{45}$ explains the in-plane versus the out-of-plane anisotropy upon noting that the heterostructure confinement makes the expectation value of the momentum operator components strongly different, $\left\langle P_{z}^{2}\right\rangle \gg\left\langle P_{x, y}^{2}\right\rangle$. The related light and heavy hole splitting by the confinement can be seen as the physical origin of this type of conduction g-factor anisotropy. ${ }^{52 / 58}$

In the presence of both the electric and magnetic field, an additional term arises $\frac{59}{59}$ which is not contained in the original Ogg-McCombe Hamiltonian. With an out-of-plane electric field and an in-plane magnetic field (the case to which we restrict ourselves below), this term is

$$
\begin{equation*}
H_{47}=\frac{e^{2} \gamma_{47} E(z)}{\hbar}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right) \tag{24}
\end{equation*}
$$

where we use

$$
\begin{equation*}
E(z)=E_{\mathrm{ext}}+\frac{\beta_{B A}}{e \alpha_{0}} \delta(z) \tag{25}
\end{equation*}
$$

for the position dependent electric field, in analogy with Eq. (20).

We use the following material parameters for $A=$ $\mathrm{Al}_{x} \mathrm{Ga}_{1-x}$ As with $x=0.3$ and $B=\mathrm{GaAs}$. The effective masses ${ }^{60} m_{A}=0.092 m_{e}, m_{B}=0.067 m_{e}$, the g-factors $g_{A}=0.46, g_{B}=-0.44,{ }^{[55]}$ the spin-orbit strengths $\gamma_{c}=$ $-10.6 \mathrm{eV} \AA^{3},{ }^{61]} \alpha_{0}=-5.15 \AA^{2}{ }^{[62]} \beta_{B A}=-1.22 \mathrm{eV} \AA^{2}{ }^{[53}$ For the remaining coefficients we take ${ }^{95} \gamma_{43}=493 \mathrm{eV} \AA^{4}$, $\gamma_{44}=-433 \mathrm{eV} \AA^{4}, \gamma_{45}=58 \mathrm{eV} \AA^{4},{ }^{54}$ and $\gamma_{47}=-5.2 \AA^{3}$. ${ }^{35}$

Let us make the following comments for completeness. First, we do not include terms quartic in momenta in the Ogg-McCombe Hamiltonian (anharmonic and warping terms) as they do not directly couple to spin. They would change the basis (both the subbands and the in-plane orbital states), which would lead to minor renormalization of the numerical factors ( $c$ and $\eta$ below). Second, we do not consider the z-dependence of the $k \cdot p$ coefficients $\gamma$ and take them as constants. On the one hand, these parameters do have different values in different materials, so that the penetration of the wave function into material A will renormalize them similarly to the g-factor and the effective mass. However, since the material values of these parameters have large uncertainties, their renormalization is of little practical consequence. Of interest here would be effects coming solely from their spatial dependence, which would be described by terms analogous to $H_{\mathrm{z}}$ in Eq. (13). As we find below, the latter is negligible (it generates terms $g_{\mathrm{z}}$ in Fig. 5), which a posteriori justifies taking $\gamma$ 's as constant. Third, the one spinorbit constant which we do not take constant in space is the Rashba coefficient. It is because it contains an explicit "interface" contribution, the $\delta$-function term in Eq. 20). In principle, more interface contributions arise, corresponding to higher-order terms (in the electric field and in the momentum components) in the $k \cdot p$ theory. For example, Ref. 64 evaluates an additional interface term, similar in form to the Dresselhaus term. Nevertheless, the authors of that work find that unless the quantum well is very narrow, in GaAs the interface-Dresselhaus term is much smaller than the bulk-Dresselhaus term, justifying our choice again. ${ }^{96}$

## E. The zeroth order spin-orbit interactions

To simplify some formulas below, we denote the inplane components of the magnetic field as $\mathbf{b} \equiv\left(B_{x}, B_{y}\right)$ and denote the angle that $\mathbf{b}$ makes with $\hat{\mathbf{x}}$ as $\phi$. Since our calculations rely on the expansion in the powers of the in-plane magnetic field, it is useful to introduce notation which explicitly reflects it. Namely, for the bulk Dresselhaus Hamiltonian, we denote as $H_{\mathrm{d}, \mathrm{n}}$ the term proportional to $(b)^{n}$. It can be calculated using the following recursive formula,

$$
\begin{array}{ll}
H_{\mathrm{d}, \mathrm{n}}=H_{\mathrm{D}}(\mathbf{b}=0), & \text { if } \quad n=0 \\
H_{\mathrm{d}, \mathrm{n}}=\frac{1}{n}\left[\frac{e}{i \hbar} \mathbf{a}_{\|} \cdot \mathbf{r}, H_{\mathrm{d}, \mathrm{n}-1}\right], & \text { if } \quad n>0 \tag{26b}
\end{array}
$$

The highest non-zero term is with $n=3$. For the Rashba term, the same formulas can be used, though the terms beyond the linear one, $n=1$, are zero. The formula can be used also for the momentum dependent part of $H_{43,44,45}$, but we will not use such expressions explicitly. Rather, our main goal here is to connect to the standard notation for the spin-orbit terms without the orbital effects of the in-plane magnetic field. Namely, the lowest order spin-orbit interaction for subband $\alpha$ is obtained by taking the subband average of the $\mathbf{b}$-independent terms,

$$
\begin{equation*}
H_{\mathrm{d}}^{(\alpha)} \equiv{\overline{H_{\mathrm{d}, 0}}}^{\alpha}, \quad H_{\mathrm{r}}^{(\alpha)} \equiv{\overline{H_{\mathrm{r}, 0}}}^{\alpha} \tag{27}
\end{equation*}
$$

In this way, we get the standard expressions of the linear-in-momenta, and the cubic-in-momenta terms,

$$
\begin{align*}
H_{\mathrm{d}}^{(\alpha)}= & \frac{\gamma_{c}}{\hbar^{3}}{\overline{p_{z}^{2}}}^{\alpha}\left(-\sigma_{x} p_{x}+\sigma_{y} p_{y}\right) \\
& +\frac{\gamma_{c}}{2 \hbar^{3}}\left(\sigma_{x}\left\{p_{x}, p_{y}^{2}\right\}-\sigma_{y}\left\{p_{y}, p_{x}^{2}\right\}\right) \tag{28}
\end{align*}
$$

for the Dresselhaus term, and the linear-in-momentum terms,

$$
\begin{equation*}
H_{\mathrm{r}}^{(\alpha)}=\frac{{\overline{\alpha_{R}(z)}}^{\alpha}}{\hbar}\left(\sigma_{y} p_{x}-\sigma_{x} p_{y}\right) \tag{29}
\end{equation*}
$$

for the Rashba term.

## III. THE PERTURBATION THEORY

We now explain our perturbation calculation. We aim at deriving spin-related corrections to the effective twodimensional Hamiltonian for a given subband $\alpha$, reflecting the influence of the orbital effects of the in-plane magnetic field. To this end, we treat $H_{0}$, Eq. (3), as the unperturbed part, and the rest as the perturbation,

$$
\begin{equation*}
H^{\prime}=H_{B}^{\prime}+H_{S}^{\prime} \tag{30}
\end{equation*}
$$

It comprises the spin independent part, Eq. 14, and

$$
\begin{equation*}
H_{S}^{\prime}=H_{\mathrm{D}}+H_{\mathrm{R}}+H_{\mathrm{Z}}+H_{43}+H_{44}+H_{45}+H_{47} \tag{31}
\end{equation*}
$$

the spin dependent terms.
Our results below list corrections which are linear in $H_{S}^{\prime}$, and up to the third order in the in-plane magnetic field $\mathbf{b}$. However, to explain the essence of the approach, let us first consider a simplified case. Namely, up to the second order in the perturbation $H^{\prime}$, the matrix elements of the effective Hamiltonian for the $\alpha$-th subband are given by ${ }^{66}$

$$
\begin{align*}
H_{i j}^{(\alpha)} & =\langle\alpha i| H^{\prime}|\alpha j\rangle+\frac{1}{2} \sum_{\beta k}^{\prime}\langle\alpha i| H^{\prime}|\beta k\rangle  \tag{32}\\
& \times\langle\beta k| H^{\prime}|\alpha j\rangle\left(\frac{1}{E_{\alpha i}-E_{\beta k}}+\frac{1}{E_{\alpha j}-E_{\beta k}}\right)
\end{align*}
$$

The summation is over all $\beta$ and $k$ except for two pairs, $(\beta k) \neq(\alpha i)$, and $(\beta k) \neq(\alpha j)$. The formula is generalized to higher order and adjusted for our case in Appendix B1. For now, we look at terms arising in the simplified case described by the previous equation.

## A. Two examples of the effective spin-orbit interaction

We now proceed with the evaluation of the effect on the spin beyond the lowest order term given in Eq. 12 . We first present two examples, with which we motivate simplifications that we adopt in further steps to keep the results tractable. In both of these examples, we calculate the correction proportional to the first order of $H_{\mathrm{d}, 1}$, so that it is linear in $\gamma_{c}$, and linear in $b$. Let us first consider the $\beta=\alpha$ terms in Eq. (32) (we called such terms intrasubband in Ref. (22). We get

$$
\begin{align*}
H_{\mathrm{d}, 1}^{(\alpha)}(\text { intra }) & ={\overline{H_{\mathrm{d}, 1}}}^{\alpha}-\left[\frac{e}{i \hbar}{\overline{\mathbf{a}_{\|}}}^{\alpha} \cdot \mathbf{r},{\left.{\overline{H_{\mathrm{d}, 0}}}^{\alpha}\right]}=-\frac{e \gamma_{c}}{2 \hbar^{3}}\left(B_{x} \sigma_{y}+B_{y} \sigma_{x}\right)\right. \\
& \times\left({\overline{\left\{z-z_{0}, p_{z}^{2}\right\}}}^{\alpha}-\left\{{\overline{z-z_{0}}}^{\alpha},{\overline{p_{z}^{2}}}^{\alpha}\right\}\right) \tag{33}
\end{align*}
$$

This is the g-tensor correction derived in Ref. 67. We make two simplifications based on this expression. First, we specify to the gauge $z_{0}=\bar{z}^{\alpha}$ and denote $\Delta z=z-\bar{z}^{\alpha}$. This choice makes the commutator term in Eq. (33) zero, as well as analogous commutators in higher order terms, since their role is only to assure the gauge invariance of the result ${ }^{[97}$ Second, we regroup the Pauli matrices into the following combinations,

$$
\begin{equation*}
B_{x} \sigma_{y}+B_{y} \sigma_{x}=\sin (2 \phi) \boldsymbol{\sigma} \cdot \mathbf{b}-\cos (2 \phi) \boldsymbol{\sigma} \cdot(\mathbf{b} \times \hat{\mathbf{z}}) \tag{34}
\end{equation*}
$$

The effective magnetic field defined by the second term is perpendicular to the effective magnetic field corresponding to the unperturbed Zeeman term, Eq. (12). As long as all the corrections are small (with respect to the unperturbed Zeeman energy), which is the case here, this offdiagonal term will only perturb the energy in the second order in its magnitude, which is beyond the perturbation order that we work in. The only consequence of the second term is a slight deflection (typically by less than $1^{\circ}$ ) of the quantization axis of the eigenstate spinor, an effect not of interest here. ${ }^{98}$ We therefore neglect below such off-diagonal terms. Equation $\sqrt{33}$ is then reduced to a contribution to the g-factor

$$
\begin{equation*}
g_{\mathrm{d}, 0}^{(\alpha)}(\text { intra })=-\frac{\lambda_{d}}{\lambda_{z}} c_{1}^{(\alpha)} \sin (2 \phi) \tag{35}
\end{equation*}
$$

We parametrized the Dresselhaus constant by a length

$$
\begin{equation*}
\lambda_{d}=\frac{4 \gamma_{c} m_{e}}{\hbar^{2}} \tag{36}
\end{equation*}
$$

with $m_{e}$ the electron mass in vacuum, and

$$
\begin{equation*}
c_{1}^{(\alpha)}=\frac{\lambda_{z}}{2 \hbar^{2}}{\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\alpha} \tag{37}
\end{equation*}
$$

is a dimensionless factor. Both are plotted in Fig. 4, and will be discussed below together with other terms of similar nature arising from other contributions.

Let us now take the $\beta \neq \alpha$ terms in Eq. (32), called also inter-subband, corresponding again to the correction proportional to $H_{\mathrm{d}, 1}$. We get

$$
\begin{align*}
H_{\mathrm{d}, 1}^{(\alpha)}(\text { inter })= & \frac{e \gamma_{c}}{m \hbar^{3}} \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta} \bar{p}_{z}^{\beta \alpha} \\
& \times\left\{\left(B_{y} p_{x}-B_{x} p_{y}\right),\left(-\sigma_{x} p_{x}+\sigma_{y} p_{y}\right)\right\} \tag{38}
\end{align*}
$$

Unlike in Eq. (33), the effective Hamiltonian now contains both spin and in-plane momentum operators, and is thus an effective spin-orbit interaction. It inherits the angular anisotropies from the original spin-orbit interactions, as well as the reference to the direction of the magnetic field. One should therefore expect anisotropies in, for example, the corresponding spin relaxation rates, ${ }^{[70]}$ or the electric-dipole spin resonance amplitudes, ${ }^{71721}$ which are different to the anisotropies corresponding to the zeroth order spin-orbit fields. Even though the detailed analysis is beyond the scope here, we expect that this effect is minor. Namely, the most important attribute of these higher order 'spin-orbit' interactions is that, being generated by a magnetic field, they are not time-reversal symmetric. Unlike the zeroth order ones, they can therefore contribute to the g-factor in the lowest order, as we have seen already for Eq. (33). We therefore restrict ourselves to evaluating only this leading-order correction to the energy, by taking the expectation value in the unperturbed orbital eigenstate $i$ of the subband $\alpha$. Equation (38) then reduces to a g-factor correction [taking again only the diagonal part, similar to the first term in Eq.(34)]

$$
\begin{equation*}
g_{\mathrm{d}, 0}^{(\alpha, i)}(\text { inter })=\frac{\lambda_{d}}{\lambda_{z}} c_{2}^{(\alpha)}\left(-\eta_{+}^{(i)} \sin (2 \phi)+\eta_{-}^{(i)} \sin (2 \delta)\right) \tag{39}
\end{equation*}
$$

with $c_{2}$ another dimensionless constant (all these constants are listed in Appendix C). The presence of the momentum operators in Eq. (38) makes this correction, unlike the one in Eq. (35), dependent on the in-plane size and orientation of the dot, through

$$
\begin{equation*}
\eta_{ \pm}^{(i)}=\frac{\lambda_{z}^{2}}{2 \hbar^{2}}\langle i|\left(\mathbf{p} \cdot \hat{\mathbf{x}}_{d}\right)^{2} \pm\left(\mathbf{p} \cdot \hat{\mathbf{y}}_{d}\right)^{2}|i\rangle \tag{40}
\end{equation*}
$$

Quite naturally, the part which does not refer to the dot orientation [the first term in the bracket in Eq. (39)] is proportional to the quantity characterizing the average size, $\eta_{+}$, while the part which refers to the dot orientation [the second term in the bracket in Eq. (39]] is proportional to the orbital asymmetry, $\eta_{-}$, of state $i$. For illustration, assuming zero out-of-plane magnetic field, and neglecting here the small effects of the effective mass renormalization, ${ }^{[22}$ these two parameters become

$$
\begin{equation*}
\eta_{ \pm}^{(i)}=\frac{\lambda_{z}^{2}}{2 l_{x}^{2}}\left(n_{x}^{(i)}+\frac{1}{2}\right) \pm \frac{\lambda_{z}^{2}}{2 l_{y}^{2}}\left(n_{y}^{(i)}+\frac{1}{2}\right) \tag{41}
\end{equation*}
$$

where the quantum numbers correspond to the state $i$, as defined below Eq. (9). Specifying further to the ground
state, we got

$$
\begin{equation*}
\eta_{ \pm}^{\text {(ground) }}=\lambda_{z}^{2}\left(l_{x}^{-2} \pm l_{y}^{-2}\right) / 4 \tag{42}
\end{equation*}
$$

For a dot which is circularly symmetric in the 2DEG plane, the basis can be always chosen such that $\eta_{-}^{(i)}=0$ for all $i$. For a general dot, these two factors fulfill $\eta_{-} \lesssim$ $\eta_{+} \propto \eta$, so that they are small, of the order of the aspect ratio.

## B. What is calculated: corrections to the g-factor

Based on the two presented examples, we now set our goals for the calculations, organization of the results, and their analysis. We aim at the corrections to the g-factor ${ }^{99}$ for a chosen subband $\alpha$ and orbital state $i$, obtained as the expectation value of the effective spin-orbit interaction generated by the in-plane field in this specific state. We restrict ourselves to the lowest order in $H_{S}^{\prime}$, or, loosely denominating the prefactors in various terms of $H_{S}^{\prime}$ with a common name, in spin-orbit couplings. We choose the simplest gauge, $z_{0}=\bar{z}^{\alpha}$, and assume zero out-of-plane magnetic field for simplicity. Finally, we calculate the corrections up to the third order in the in-plane field, which is the highest order of the magnetic field appearing in $H_{S}^{\prime}$, Eq. 31. Note that it requires to include also the third order perturbation terms, going beyond Eq. (32), as explained in Appendix B.

Proceeding in this way, we are therefore neglecting terms being higher order in spin-orbit interactions (we estimate the largest such in Appendix F and show that they are very small), terms of higher than the third order in the magnetic field, and terms admixing different in-plane orbitals. We calculate also the off-diagonal gtensor components, but give them only in Appendix A. In the derivations, we neglect the in-plane with respect to the subband excitation energies, which brings in the derived formulas an error of the order of $\eta$, the aspect ratio.

In the derived expressions, we are interested in several aspects. The most important question is, how large corrections to the g-factor should one expect upon applying an in-plane field. However, the simple magnitude comparison is not all, as the arising terms differ qualitatively in the dependence on: the magnetic field magnitude (either constant or growing quadratically with the in-plane field), the 2DEG width (both increase and decrease with $\lambda_{z}$ are possible), the heterostructure symmetry (several terms do not arise in a symmetric quantum well), and the magnetic field orientation (the terms are either isotropic, or anisotropic but independent on the dot orientation, or dependent on it).

## IV. RESULTS FOR g-FACTOR CORRECTIONS

We now list the obtained results. We first list the individual corrections, originating in the respective terms
of the spin-orbit Hamiltonian. After that, we comment on the components of the corrections, which shed light on the overall scales and tendencies. Finally, we present the total g -factor correction, a sum of all contributions.

## Individual corrections

Here, we list the individual terms. The left hand side of each equation gives the $g$-factor correction $g_{x, n}$ where $x$ denotes the origin of the term, with $x=\mathrm{d}$ for the Dresselhaus term, $x=\mathrm{r}$ for the Rashba term, $x=43-$ 47 for the corresponding $H_{x}$, and $x=\mathrm{z}$ for $H_{\mathrm{z}}$. The integer $n$ denotes the power of the magnetic field on the right hand side. To simplify the notation, we omit the subband index $\alpha$ and orbital state index $i$. On the right hand side, the subband dependence enters through the dimensionless factors $c$, such as the one in Eq. (37), and the orbital-state dependence enters through the factors $\eta_{ \pm}^{(i)}$, defined in Eq. 40).

The contributions from the Dresselhaus interaction are

$$
\begin{align*}
g_{\mathrm{d}, 0}= & \frac{\lambda_{d}}{\lambda_{z}}\left(\left(-c_{1}-c_{2} \eta_{+}\right) \sin (2 \phi)+c_{2} \eta_{-} \sin (2 \delta)\right),  \tag{43a}\\
g_{\mathrm{d}, 2}= & \frac{\lambda_{d}}{\lambda_{z}} \Phi^{2}\left(\left[c_{3}-c_{5}+\left(3 c_{4}-c_{6}+c_{14}\right) \eta_{+}\right] \sin (2 \phi)\right. \\
& -\left(3 c_{4}+c_{14}\right) \eta_{-} \sin (2 \delta) \\
& -c_{4} \eta_{-} \cos (2 \phi) \sin (2 \phi-2 \delta) \\
& +c_{6} \eta_{-} \sin (2 \phi) \cos (2 \phi-2 \delta) \\
& \left.+c_{1} c_{16} \sin (2 \phi)\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right) . \tag{43b}
\end{align*}
$$

The contributions from the Rashba interaction are

$$
\begin{align*}
& g_{\mathrm{r}, 0}=-\xi_{r}\left(c_{10}-4 c_{11}\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right)  \tag{44a}\\
& g_{\mathrm{r}, 2}= \frac{\lambda_{z}}{\lambda_{r}} \Phi^{2}\left(c_{4}+c_{7}\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right) \\
&-\xi_{r} \Phi^{2}\left(c_{12}+\right. \\
&\left(3 c_{13}+c_{15}-c_{10} c_{16}\right)  \tag{44b}\\
&\left.\times\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right)
\end{align*}
$$

The contributions from $H_{43}$ are

$$
\left.\begin{array}{rl}
g_{43,0}= & \frac{\lambda_{43}^{2}}{\lambda_{z}^{2}}\left(c_{17}\right.
\end{array}+2 \eta_{+}\right), ~ \begin{aligned}
g_{43,2}= & \frac{\lambda_{43}^{2}}{\lambda_{z}^{2}} \Phi^{2}\left(c_{18}+c_{20}+\left(4 c_{19}+3 c_{21}-c_{17} c_{16}\right)\right. \\
& \left.\quad \times\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right)
\end{aligned}
$$

The contributions from $H_{44}$ are

$$
\begin{align*}
g_{44,0}= & \frac{\lambda_{44}^{2}}{\lambda_{z}^{2}} \eta_{-}  \tag{46a}\\
g_{44,2}=- & \sin (2 \phi) \sin (2 \delta) \\
\lambda_{z}^{2} & \Phi^{2}\left(\frac{c_{18}}{4}[1-\cos (4 \phi)]+2 c_{19} \sin (2 \phi)\right.  \tag{46~b}\\
& \left.\times\left[\eta_{+} \sin (2 \phi)-\eta_{-} \sin (2 \delta)\right]\right)
\end{align*}
$$

The contributions from $H_{45}$ are

$$
\begin{align*}
g_{45,0}= & \frac{\lambda_{45}^{2}}{\lambda_{z}^{2}}\left[\eta_{+}\right.  \tag{47a}\\
g_{45,2}= & \frac{\lambda_{-}}{\lambda_{z 5}^{2}} \Phi^{2}\left(\frac{c_{18}}{4}[1-\cos (2 \phi) \cos (2 \delta)]\right. \\
& \left.\times\left[\eta_{+} \sin (2 \phi)-\eta_{-} \sin (2 \delta)\right]\right) \tag{47b}
\end{align*}
$$

The contributions from $H_{47}$ are

$$
\begin{align*}
g_{47,0}= & \left(\frac{\lambda_{47}^{3}}{l_{z}^{3}}-\frac{\lambda_{47}^{\prime}}{\lambda_{z}} c_{22}\right) \sin (2 \phi)  \tag{48a}\\
g_{47,2}=- & \frac{\lambda_{47}^{\prime}}{\lambda_{z}} \Phi^{2} \sin (2 \phi)\left(c_{23}+\left(3 c_{24}-c_{22} c_{16}\right)\right. \\
& \left.\times\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right) \tag{48b}
\end{align*}
$$

Finally, the bulk g-factor inhomogeneity gives

$$
\begin{align*}
& g_{\mathrm{z}, 0}=0  \tag{49a}\\
& g_{\mathrm{z}, 2}=\Phi^{2}\left(c_{8}+c_{9}\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right) \tag{49b}
\end{align*}
$$

For completeness, we also define the "penetration" correction,

$$
\begin{equation*}
g_{\mathrm{p}}=\overline{g(z)}^{\alpha=1}-g_{B} \tag{50}
\end{equation*}
$$

for the deviation of the lowest-subband-averaged $g$-factor from the bulk value in material $\mathrm{B}(\mathrm{GaAs})$ due to the leakage of the wavefunction into material A . Rather than giving a formula, we calculate it numerically. It was already explained in Sec. II B and plotted in Fig. 2 it is neither magnetic-field magnitude nor direction dependent.

## Correction components

Let us first make some general comments on the above formulas. They split a g-factor correction to several dimensionless constituents, namely the strength, the magnetic field dependence, the numerical factors $c$ and $\eta$, and the angular dependence. The strengths can be expressed as a certain power of the ratio of a length characteristic for each interaction, and, essentially, the 2DEG width 100 The lengths are summarized in Tab. I and the corresponding strengths are plotted in Fig. 3. Concerning the magnetic field dependence, we obtained terms which are either constant, or grow quadratically with the in-plane flux. There are no terms linear in the magnetic field 101 The constants $c$ are not expected to display any systematic dependence, given the differences in their origins (see Appendix C for explicit expressions). They are plotted on Fig. 4. The factors $\eta_{ \pm}$give useful information about relative scales: for a nearly symmetrical dot, one can assume the hierarchy $1 \gg \eta_{+} \gg\left|\eta_{-}\right|$. Finally, let us note the angular anisotropy. The terms which have cylindrical symmetry in the bulk, that is $x=\mathrm{r}, 43$, and z , result in corrections which are either isotropic, or anisotropic

| origin | definition | unit | d-full scale d-less |  |  |  |  | $\|\lambda\|[\AA]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dress. | $4 \gamma_{c} m_{e} / \hbar^{2}$ | length $^{1}$ | $\lambda_{d}$ | $\lambda_{z}$ | $\xi_{d}$ | 5.5 |  |  |
| Rashba | $4 \alpha_{0} e E_{\text {ext }} m_{e} / \hbar^{2}$ | length $^{-1}$ | $\lambda_{r}^{-1}$ | $\lambda_{z}^{-1}$ | $\xi_{r^{\prime}}$ | 1730 |  |  |
| Rashba | $4 \beta_{B A} m_{e} / \hbar^{2}$ | length $^{0}$ | $\xi_{r}$ | 1 | $\xi_{r}$ | - |  |  |
| 43 | $4 \gamma_{43} m_{e} / \hbar^{2}$ | length $^{2}$ | $\lambda_{43}^{2}$ | $\lambda_{z}^{2}$ | $\xi_{3}$ | 16 |  |  |
| 44 | $4 \gamma_{44} m_{e} / \hbar^{2}$ | length $^{2}$ | $\lambda_{44}^{2}$ | $\lambda_{z}^{2}$ | $\xi_{4}$ | 15 |  |  |
| 45 | $4 \gamma_{45} m_{e} / \hbar^{2}$ | length $^{2}$ | $\lambda_{45}^{2}$ | $\lambda_{z}^{2}$ | $\xi_{5}$ | 5.5 |  |  |
| 47 | $2 \gamma_{47} m_{e} / m_{B}$ | length $^{3}$ | $\lambda_{47}^{3}$ | $l_{z}^{3}$ | $\xi_{7}$ | 5.3 |  |  |
| 47 | $\xi_{r} \gamma_{47} / \alpha_{0}$ | length $^{1}$ | $\lambda_{47}^{\prime}$ | $\lambda_{z}$ | $\xi_{7^{\prime}}$ | 0.65 |  |  |

TABLE I. Material constants parameterizing the g -factor corrections. Every $\lambda$ has the dimension of length, every $\xi$ is dimensionless. Column 1 gives the terms origin, column 2 its definition using $k \cdot p$ parameters and column 3 the unit of the expression in column 2. The units show that each of the dimensionfull parameters given in column 2 can be expressed as a length raised to some integer power. Such lengths are defined in column 4. They enter the g-factor corrections in a dimensionless form denoted by column 6 , which is equal to the dimensionfull expression divided by the scale given in column 5. Finally, the last column gives the absolute value of the scale $\lambda$ introduced in column 4 . We exemplify these definitions taking the term " 43 ": $\xi_{3}=\lambda_{43}^{2} / \lambda_{z}^{2}=4 \gamma_{43} m_{e} / \hbar^{2} \lambda_{z}^{2}$, and $\left|\lambda_{43}\right| \approx 16 \AA$. The length $\lambda_{r}$ (row 2) depends on the interface electric field and the value $\lambda_{r}=173 \mathrm{~nm}$ is for $E_{\text {ext }}=2.14$ $\mathrm{V} / \mu \mathrm{m}$. Finally, the parameter $\xi_{r}$ (row 3) is dimensionless without introducing any scale and therefore 1 is used for the latter.
only due to the shape of the quantum dot. The latter terms depend on the relative orientation of the magnetic field with respect to the dot potential soft axis, through a common factor

$$
\begin{equation*}
\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta) \tag{51}
\end{equation*}
$$

The remaining terms, which do not have cylindrical symmetry in the bulk, contain different factors. They relate separately to the crystallographic axes, or the quantum dot axes. We expect that these properties remain valid in higher orders of the perturbation theory.

## Correction hierarchy

We now turn to quantitative analysis. First, from Table 1 and, more directly, from Fig. 3, one can see that the correction strengths generally grow upon narrowing the 2DEG (the only exception is $\xi_{r}$ which remains constant), but with different slopes. On the other hand, the magnetic flux also diminishes as the 2DEG is made narrower. Finally, the dependence gets further involved due to a non-systematic behavior, and a wide scale variation, of the dimensionless constants $c$, see Fig. 4. Therefore, to nail down the importance hierarchy of the terms, it is easiest to look directly at the full terms, plotted in Fig. 5.

Figure 5(a)-(d) reveals the relative importance of the terms for a wide range of magnetic fields and 2DEG


FIG. 3. The scale parameters, defined in Tab. as a function of the 2DEG width.


FIG. 4. The dimensionless constants $c_{n}$ in the lowest subband $\alpha=1$. We find that for $c$ 's, the most natural parameter is the nominal width $l_{z}$, which is the parameter used for the lower x axis. The corresponding interface electric field is the upper x axis. The two are related by Eq. 77.
widths. We conclude that, concerning the g-factor corrections for the considered range of the interface fields, it is enough to include the Rashba, Dresselhaus, and $H_{43}$ terms. For very narrow 2 DEG , the effect of the wavefunction penetration into the barrier might be sizable, but it does not have to be considered beyond the averaging performed in Eq. 12 and reflected in Fig. 2. Similarly, the influence of $\overline{H_{45}}, H_{47}$, and, perhaps with an exception of very wide 2DEGs and high magnetic fields, also $H_{44}$, is negligible. Focusing on the relevant terms [close-ups are shown in Fig. 55(b) and (d)], Rashba and $H_{43}$ dominate the Dresselhaus term the narrower the 2DEG becomes. Their magnetic field dependence is rather weak if the flux is small, $\Phi \ll 1$, as expected. Once the flux becomes of order one, the magnetic-field dependence is more pronounced, and the interference of the field-independent and the field-dependent terms can lead to sign reversals, exemplified as sharp dips visible on Fig. 5 (a).

The angular dependence is shown on Fig. 5 (e)-(f). The variation is dominated by the Dresselhaus term-even though this term is not largest in magnitude - with extrema related to the crystallographic axes (along [110] and $[1 \overline{1} 0])$. The same behavior was established for 2DEG in theory ${ }^{[67}$ and experiments. ${ }^{[76 / 78]}$ The variation of the other two terms are much smaller, roughly by the factor $\eta_{-}$, with extrema related to the dot potential axes. As a result, the g-factor of a quantum dot should show a sizable directional dependence, with a minimum along [110] (assuming the sign of $\gamma_{c}$ is negative)! ${ }^{102]}$ In panel (e), the magnitude of the predicted directional variation is more than $10 \%$ of the full g -factor value. Since the overall angular variation mainly arises from the bulk-Dresselhaus term, its relative importance increases with the 2DEG width. Indeed, in Fig. 5 (f) the angular dependence for a wider 2DEG indicates that the directional variation becomes comparable to the corrections due to the Rashba and $H_{43}$ terms.

Next, we note the overall sign, looking at Fig. 5 (e). Assuming that both $-\alpha_{0}$ and $\gamma_{43}$ are indeed positive, both related corrections are positive, and diminish the magnitude of the negative g-factor in bulk GaAs. This is indeed the typical case seen in experiments. For the values assumed in panel (e), which correspond roughly to the interface parameters deduced from the experiment in Ref. 23, we would get the average g-factor of around -0.33 . In that experiment, $|g| \approx 0.36$ was fitted from spectral data.

## The sum of all contributions

We summarize the predictions of our formulas plotting the total g -factor [including the sum of all contributions in Eqs. 43) -50] in Fig. 6. For the parameters typical for the experiments in Refs. 23|24, the g-factor as a function of the magnetic field direction looks as in Fig. 6(a). The curve is characterized by three numbers,
the average value, the magnitude of the variation, and the position of the maximum. We plot these quantities as functions of the 2DEG width and magnetic field in Fig. 6(c)-(f). Fig. 6(c) shows that the correction grows upon narrowing the 2DEG, in line with the behavior seen in Fig. 5(a). On the other hand, the variation magnitude is non-monotonic. It is biggest at around $l_{z} \approx 7 \mathrm{~nm}$, where it is almost half of the total correction. The position of the maximum deviates only slightly from [1畐0], in line with Fig. 5(e). Panel (e) shows the effects of the inplane magnetic field magnitude. Comparing the solid and dashed curves, one can confirm that the g-factor variations upon changing the magnetic field are bigger in wider

## V. CONCLUSIONS

In this article, we have analyzed in-plane-magneticfield induced terms in the Hamiltonian describing an electron confined in a quasi-two-dimensional quantum dot. We have focused on terms that can be grasped by restricting this Hamiltonian effectively only to the spin degree of freedom,

$$
\begin{equation*}
H_{\mathrm{eff}}^{(\alpha, i)}=\frac{\mu_{B}}{2} \mathbf{B} \cdot \mathbf{g}_{\alpha, i} \cdot \boldsymbol{\sigma} \tag{52}
\end{equation*}
$$

meaning that the orbital degrees of freedom of the electron are fixed to be the subband $\alpha$ and the in-plane orbital $i$. The g-tensor grasps all the spin-related properties of the electron under such approximation. Apart from the explicit dependence on the quantum numbers $\alpha$ and $i$, the g-tensor depends on the heterostructure confinement shape and strength, and the magnetic field magnitude and orientation. We have analyzed these dependences in great details. 103

The various "spin-orbit" interactions of the bulk zincblende crystal are the microscopic origin of the gtensor corrections that we calculated here. Importantly, these interactions go beyond the most usually considered Rashba and Dresselhaus terms. For example, the time-reversal-antisymmetric term denoted as $H_{43}$, see Eq. (21), dominates the g-tensor corrections for typical parameters of $\mathrm{GaAs} / \mathrm{AlGaAs}$ quantum dots. The "standard" Rashba spin-orbit term also gives a sizable contribution and the Dresselhaus term dominates the directional anisotropy (the variation of the g-tensor upon changing the magnetic field direction in the 2DEG plane).

We make specific predictions that can be tested experimentally, for example as for the directional anisotropies or magnetic field dependence of the Zeeman energy of the quantum dot with a single electron. Taking an alternative view, these predictions allow to extract several $k \cdot p$ constants from such measurements. Finally, our results have direct implications for electrical manipulation schemes of spin qubits and for understanding of their susceptibility to electrical noise.

2DEG.

Finally, we notice that the g-factor corrections are more pronounced for excited states: the variation can become larger than the average correction sooner, while the position of the extrema can shift by larger angles. These facts are illustrated in Fig. 6(d),(f). Figure 6(f) shows the largest corrections are due to the same terms as for the ground state. However, the actual values of these contributions are appreciably different in their magnitude. One can therefore expect substantial differences in the g-factor renormalizations for different states of the quantum dot.
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## Appendix A: List of the off-diagonal effective Zeeman terms

Here, we list the off-diagonal g-tensor terms magnitude, up to the third order in the in-plane field. The terms arising from the Dresselhaus spin-orbit interaction are given by

$$
\begin{align*}
& g_{\mathrm{d}, 0}^{\perp}=\frac{\lambda_{d}}{\lambda_{z}}\left(c_{1} \cos (2 \phi)+c_{2} \eta_{+} \cos (2 \phi)-c_{2} \eta_{-} \cos (2 \delta)\right), \\
& g_{\mathrm{d}, 2}^{\perp}=\frac{\lambda_{d}}{\lambda_{z}} \Phi^{2}\left(c_{5} \cos (2 \phi)+\left(c_{6}-c_{14}\right) \eta_{+} \cos (2 \phi)\right.  \tag{A1a}\\
& \quad+c_{14} \eta_{-} \cos (2 \delta) \\
& \quad-c_{4} \eta_{-} \sin (2 \phi) \sin (2 \phi-2 \delta)  \tag{A1b}\\
& \quad-c_{6} \eta_{-} \cos (2 \phi) \cos (2 \phi-2 \delta) \\
& \left.\quad-c_{1} c_{16} \cos (2 \phi)\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right),
\end{align*}
$$

whereas $g_{\mathrm{d}, 1}^{\perp}=0$. The Rashba spin-orbit interaction gives rise to

$$
\begin{align*}
& g_{\mathrm{r}, 0}^{\perp}=-4 \xi_{r} c_{11} \eta_{-} \sin (2 \phi-2 \delta)  \tag{A2a}\\
& g_{\mathrm{r}, 2}^{\perp}=\xi_{r} \Phi^{2} c_{15} \eta_{-} \sin (2 \phi-2 \delta) \tag{A2b}
\end{align*}
$$

with $g_{\mathrm{r}, 1}^{\perp}=0$. The $H_{43}$ terms do not give the off-diagonal g-tensor components, $g_{43,0}^{\perp}=g_{43,1}^{\perp}=g_{43,2}^{\perp}=0$. The $H_{44}$ terms lead to

$$
\begin{align*}
& g_{44,0}^{\perp}=-\frac{\lambda_{44}^{2}}{\lambda_{z}^{2}} \eta_{-}  \tag{A3a}\\
& \cos (2 \phi) \sin (2 \delta) \\
& g_{44,2}^{\perp}=\frac{\lambda_{44}^{2}}{\lambda_{z}^{2}} \Phi^{2}\left(\frac{c_{18}}{4}\right. \sin (4 \phi)+2 c_{19} \cos (2 \phi)  \tag{A3b}\\
&\left.\times\left[\eta_{+} \sin (2 \phi)-\eta_{-} \sin (2 \delta)\right]\right)
\end{align*}
$$



FIG. 5. The corrections to the g -factor labeled according to the notation of Eqs. 43-50 for the ground state $\alpha=1, n_{x}=0$, and $n_{y}=0$. The parameters used in this figure are $E_{x}=2.34 \mathrm{meV}, E_{y}=2.61 \mathrm{meV}, \delta=25^{\circ}, \phi=45^{\circ}$, unless stated otherwise (the adopted parameters were taken from fits to data measured in Ref. 24, see Fig. 7 in Ref. [22). (a-b) As a function of the 2DEG width, parametrized by the nominal width $l_{z}$ (the lower x axis) and the interface electric field $E_{\text {ext }}$ (the upper x axis). The solid (dashed) curves show corrections for $B=0 \mathrm{~T}(B=6 \mathrm{~T})$. Panel (b) shows the same as (a) apart from the y -axis range. (c-d) As a function of the magnetic field. The solid (dashed) curves show corrections for $E_{\text {ext }}=2.14 \mathrm{~V} / \mu \mathrm{m}\left(E_{\text {ext }}=0.5\right.$ $\mathrm{V} / \mu \mathrm{m}$ ). Panel (d) shows the same as (c) apart from the y-axis range. (e-f) As a function of the magnetic field orientation for (e) $E_{\text {ext }}=2.14 \mathrm{~V} / \mu \mathrm{m}$ (corresponding to $\lambda_{z}=6.5 \mathrm{~nm}$ ) and (f) $E_{\text {ext }}=0.5 \mathrm{~V} / \mu \mathrm{m}$ (corresponding to $\lambda_{z}=10.5 \mathrm{~nm}$ ). The solid (dashed) curves show corrections for $B=0 \mathrm{~T}(B=6 \mathrm{~T})$. In plotting these figures, we used formulas in Eqs. 43)- (50). In calculating expression $g_{\mathrm{x}, 2}$, for $\mathrm{x}=\mathrm{d}, \mathrm{r}, \ldots$, we use the replacement $\Phi^{2} \rightarrow 1-1 /\left(1+\Phi^{2}\right)$, see Eq. (40) in Ref. 22, to regularize the unphysical divergence for $\Phi \geq 1$.


FIG. 6. The total g-factor (or the g-factor correction) for the ground state $\alpha=1, n_{x}=0$, and $n_{y}=0$ [panels (a), (c), and (e)] and the excited state $\alpha=1, n_{x}=1$, and $n_{y}=0\left[\right.$ panels (b), (d), and (f)] for $E_{x}=2.34 \mathrm{meV}, E_{y}=2.61 \mathrm{meV}, \delta=25^{\circ}$, and $E_{\text {ext }}=2.14 \mathrm{~V} / \mu \mathrm{m}$ (unless stated otherwise). (a) The ground state g -factor as a function of the magnetic field direction. (b) The excited state g-factor for $B=5 \mathrm{~T}$ (solid) and $B=7 \mathrm{~T}$ (dashed). Panel (a) represents the most typical case: the g-factor is a curve that is well described by its average over $\phi$ [black; we also subtract the constant -0.44 from it when plotting it in panels (c)-(f)], variation (blue; defined as the difference of the maximal and minimal value as a function of $\phi$ ) and the magnetic-field orientation at the maximum (red). These three quantities are plotted in panels (c)-(f) in the corresponding colors. (c) As a function of the 2DEG width for $B=0$ (solid) and $B=6 \mathrm{~T}$ (dashed). (d) Same as (c) for the excited state. (e) As a function of the magnetic field for $E_{\text {ext }}=2.14 \mathrm{~V} / \mu \mathrm{m}$ (solid) and $E_{\text {ext }}=0.5 \mathrm{~V} / \mu \mathrm{m}$ (dashed). (f) Same as (e) for the excited state. In panel (f) we do not plot quantities for the smaller interface field. The reason is that for small interface field (wide 2DEG) and high magnetic field, the g -factor for excited states does not typically look like the curve plotted in panel (a), but rather like in panel (b). More quantities would be needed to characterize the function, which we do not do for clarity of the figures. One should resort to full formulas in this case.
with $g_{44,1}^{\perp}=0$. The terms from $H_{45}$ give

$$
\begin{align*}
& g_{45,0}^{\perp}= \frac{\lambda_{45}^{2}}{\lambda_{z}^{2}} \eta_{-}  \tag{A4a}\\
& \sin (2 \phi) \cos (2 \delta) \\
& g_{45,2}^{\perp}=- \frac{\lambda_{45}^{2}}{\lambda_{z}^{2}} \Phi^{2}\left(\frac{c_{18}}{4} \sin (4 \phi)+2 c_{19} \sin (2 \phi)\right.  \tag{A4b}\\
&\left.\times\left[\eta_{+} \cos (2 \phi)-\eta_{-} \cos (2 \delta)\right]\right),
\end{align*}
$$

with $g_{45,1}^{\perp}=0$. The $H_{47}$ term gives rise to,

$$
\begin{align*}
g_{47,0}^{\perp}= & \left(-\frac{\lambda_{47}^{3}}{l_{z}^{3}}+\frac{\lambda_{47}^{\prime}}{\lambda_{z}} c_{22}\right) \cos (2 \phi)  \tag{A5a}\\
g_{47,2}^{\perp}= & \frac{\lambda_{47}^{\prime}}{\lambda_{z}} \Phi^{2} \cos (2 \phi)\left(c_{23}+\left(3 c_{24}-c_{22} c_{16}\right)\right. \\
& \left.\times\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right]\right), \tag{A5b}
\end{align*}
$$

with $g_{47,1}^{\perp}=0$. The interface terms do not lead to offdiagonal terms, $g_{\mathrm{z}, 0}^{\perp}=g_{\mathrm{z}, 1}^{\perp}=g_{\mathrm{z}, 2}^{\perp}=0$.

## Appendix B: Derivation of the spin-dependent corrections

Here, we derive Eqs. (43)-(49) and Eqs. (A1)-(A5). To this end, we aim at computing the corrections to the spin Hamiltonian for a chosen orbital state $|\alpha i\rangle$, applying up to the third order perturbation theory (see Footnote 1 in Ref. 22 for a comment on the name of this method). The perturbation comprises the spin and the magnetic-field originated terms,

$$
\begin{equation*}
H^{\prime}=H_{S}^{\prime}+H_{B}^{\prime} \tag{B1}
\end{equation*}
$$

In the following, we first derive the third-order perturbative formula, adjusting the general theory for our case. Then, we derive the Zeeman-term corrections, taking the constituents of $H_{S}^{\prime}$ one by one. Before that, we note that, as explained in the discussion around Eq. (34), we will express these corrections as a sum of two terms,

$$
\begin{equation*}
\delta V_{\|} \sigma_{\|}+\delta V_{\perp} \sigma_{\perp} \tag{B2a}
\end{equation*}
$$

It means that we separate the components parallel and perpendicular to the in-plane magnetic field,

$$
\begin{align*}
\sigma_{\|} & \equiv \boldsymbol{\sigma} \cdot \mathbf{B} /|\mathbf{B}|=\sigma_{x} \cos \phi+\sigma_{y} \sin \phi  \tag{B2b}\\
\sigma_{\perp} & \equiv \boldsymbol{\sigma} \cdot(\mathbf{B} /|\mathbf{B}| \times \hat{\mathbf{z}})=\sigma_{x} \sin \phi-\sigma_{y} \cos \phi \tag{B2c}
\end{align*}
$$

The parallel components $\delta V_{\| \mid}$, leading to Eqs. 43)-49, change the Zeeman energy. The perpendicular components $\delta V_{\perp}$, leading to Eqs. A1)-(A5), change (slightly rotate) the eigenspinor direction.

## 1. Perturbation theory up to the third order

In the subspace defined by subband $\alpha$ and orbital state $i$, the effective Hamiltonian up to the third order is

$$
\begin{align*}
& \langle\alpha i| H^{\prime}|\alpha i\rangle+\sum_{\beta j \neq \alpha i} \frac{\langle\alpha i| H^{\prime}|\beta j\rangle\langle\beta j| H^{\prime}|\alpha i\rangle}{E_{\alpha i}-E_{\beta j}} \\
& +\sum_{\beta j \neq \alpha i} \sum_{\gamma k \neq \alpha i} \frac{\langle\alpha i| H^{\prime}|\beta j\rangle\langle\beta j| H^{\prime}|\gamma k\rangle\langle\gamma k| H^{\prime}|\alpha i\rangle}{\left(E_{\alpha i}-E_{\beta j}\right)\left(E_{\alpha i}-E_{\gamma k}\right)}  \tag{B3}\\
& -\frac{1}{2} \sum_{\beta j \neq \alpha i} \frac{\left\{\langle\alpha i| H^{\prime}|\beta j\rangle\langle\beta j| H^{\prime}|\alpha i\rangle,\langle\alpha i| H^{\prime}|\alpha i\rangle\right\}}{\left(E_{\alpha i}-E_{\beta j}\right)^{2}} .
\end{align*}
$$

The first two terms correspond to Eq. (32) for $i=j$, the next two terms arise in the third order. In deriving this expression from the general formulas (see, for example, page 135 in Ref. 66), we used that since the Zeeman term is included among the perturbations in $H^{\prime}$, the basis state energies are spin independent. It allows us to suppress the spin indexes, by treating the matrix elements such as $\langle\alpha i| H^{\prime}|\beta j\rangle$ as operators in the spin space (that is, two-by-two matrices). This is why the anticommutator in the last term is necessary.

We now simplify the third order terms further, by restricting to contributions which are linear in the spindependent perturbation $H_{\mathrm{S}}^{\prime}$ and up to the third order in the magnetic field. From $\langle\alpha i| H_{1}^{\prime}|\alpha i\rangle=0$ and $\langle\alpha i| H_{2}^{\prime}|\beta j\rangle=0$ if $j \neq i$, it follows that the last line in Eq. (B3) can be written as

$$
\begin{align*}
& -\sum_{\beta \neq \alpha} \frac{\langle i|{\overline{H_{1}^{\prime}}}^{\alpha \beta}{\overline{H_{1}^{\prime}}}^{\beta \alpha}|i\rangle}{\left(E_{\alpha}-E_{\beta}\right)^{2}}\langle\alpha i| H_{\mathrm{S}}^{\prime}|\alpha i\rangle \\
& -\sum_{\beta \neq \alpha} \frac{\langle i|\left({\overline{H_{1}^{\prime}}}^{\alpha \beta}{\overline{H_{\mathrm{S}}^{\prime}}}^{\beta \alpha}+{\overline{H_{\mathrm{S}}^{\prime}}}^{\alpha \beta}{\overline{H_{1}^{\prime}}}^{\beta \alpha}\right)|i\rangle}{\left(E_{\alpha}-E_{\beta}\right)^{2}}\langle\alpha i| H_{2}^{\prime}|\alpha i\rangle . \tag{B4}
\end{align*}
$$

The anticommutator is not needed anymore since $H_{1}^{\prime}$ and $H_{2}^{\prime}$ do not contain Pauli matrices. The first line of the above formula can be considered as a correction to the intra-subband contribution, such as the one in Eq. (33). The second line results in corrections with the same angular dependence as the inter-subband contributions, such as the one in Eq. (38). As a result, we split the effective Hamiltonian to the following two contributions,

$$
\begin{align*}
\delta H_{\mathrm{S}}^{(1)}= & \langle i|{\overline{H_{\mathrm{S}}^{\prime}}}^{\alpha}|i\rangle\left(1-\xi_{\alpha i}\right)+\langle i|\left[{\overline{H_{\mathrm{S}}^{\prime}}}^{\alpha}, \frac{e}{i \hbar}{\overline{\mathbf{a}_{\|}}}^{\alpha} \cdot \mathbf{r}\right]|i\rangle \\
& +\frac{1}{2}\langle i|\left[\left[{\overline{H_{\mathrm{S}}^{\prime}}}^{\alpha}, \frac{e}{i \hbar}{\overline{\mathbf{a}_{\|}}}^{\alpha} \cdot \mathbf{r}\right], \frac{e}{i \hbar}{\overline{\mathbf{a}_{\|}}}^{\alpha} \cdot \mathbf{r}\right]|i\rangle, \tag{B5a}
\end{align*}
$$

obtained with the help of the identity $H_{1}^{\prime}=$
$(e / i \hbar)\left[\mathbf{a}_{\|} \cdot \mathbf{r}, h_{2 D}\right]$, and

$$
\begin{align*}
& \delta H_{\mathrm{s}}^{(2)}=\sum_{\beta \neq \alpha} \sum_{k} \frac{\langle i|{\overline{H^{\prime}}}^{\alpha \beta}|k\rangle\langle k|{\overline{H^{\prime}}}^{\beta \alpha}|i\rangle}{E_{\alpha}-E_{\beta}} \\
& \quad+\sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \sum_{j, k} \frac{\langle i|{\overline{H^{\prime}}}^{\alpha \beta}|j\rangle\langle j|{\overline{H^{\prime}}}^{\beta \gamma}|k\rangle\langle k| \overline{H^{\prime}}}{}{ }^{\gamma \alpha}|i\rangle  \tag{B5b}\\
& \left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right) \\
& \quad-{\overline{H_{2}^{\prime}}}^{\alpha} \sum_{\beta \neq \alpha} \frac{\langle i|{\overline{H_{1}^{\prime}}}^{\alpha \beta}{\overline{H_{\mathrm{S}}^{\prime}}}^{\beta \alpha}+{\overline{H_{\mathrm{S}}^{\prime}}}^{\alpha \beta}{\overline{H_{1}^{\prime}}}^{\beta \alpha}|i\rangle}{\left(E_{\alpha}-E_{\beta}\right)^{2}} .
\end{align*}
$$

The correction factor in the first is

$$
\begin{equation*}
\xi_{\alpha i}=\sum_{\beta \neq \alpha} \frac{\langle i|{\overline{H_{1}^{\prime}}}^{\alpha \beta}{\overline{H_{1}^{\prime}}}^{\beta \alpha}|i\rangle}{\left(E_{\alpha}-E_{\beta}\right)^{2}} \tag{B6}
\end{equation*}
$$

and we neglected the orbital with respect to the subband excitation energies in the second.

Obviously, the role of the commutators is to assure gauge invariance. After demonstrating it in Section B 2, we put $z_{0}=\bar{z}^{\alpha}$, upon which the commutators disappear since $\overline{\mathbf{a}}_{\|}^{\alpha}=0$. We denote the gauge invariant form of the expectation value in Eq. (B5a), without the correction $\xi_{\alpha i}$, as the intra-subband contribution. The terms from Eq. B5b are denoted as the inter-subband terms. The correction term $\xi_{\alpha i}$ is calculated separately, in Appendix C Finally, we note that $\delta H_{\mathrm{s}}$ is still an operator in the spin space, and it can be written in the form of Eq. (B2a). In the following subsections, we compute the intra-subband and inter-subband contributions for every constituent of $H_{S}^{\prime}$ separately. From here on, we assume zero out-ofplane component of the magnetic field, $B_{z}=0$.

Before continuing, we note that the fourth-order perturbation theory will generate additional corrections that are cubic in the in-plane magnetic flux. These corrections contain one matrix element from the zero-field Rashba or Dresselhaus (i.e. $H_{\mathrm{d}, 0}$ ) spin-orbit interactions, and three matrix elements from $H_{1}^{\prime}$. However, since each of these matrix elements comprises an in-plane momentum operator $p_{x}$ or $p_{y}$, the corrections will be of order $O\left(\Phi^{3}\right) \times O\left(\eta_{ \pm}^{2}\right)$. Since this is of the same or higher order of magnitude as the errors introduced when we neglect the in-plane orbital splitting in deriving Eq. B5b, in what follows we also neglect the fourth-order terms.

## 2. Dresselhaus intra-subband terms

We first take Eq. B5a with the Dresselhaus term as the perturbation, $H_{\mathrm{S}}^{\prime} \rightarrow H_{\mathrm{D}}$, and sort the resulting terms according to the power of the magnetic field. The term independent on the in-plane magnetic field is the unperturbed Dresselhaus interaction, Eq. (28). The linear term is

$$
\begin{align*}
\delta H_{\mathrm{d}, 1}^{(1)}= & \frac{e \gamma_{c}}{2 \hbar^{3}}\left({\overline{\left\{\sigma_{y} a_{\|, y}-\sigma_{x} a_{\|, x}, p_{z}^{2}\right\}}}^{\alpha}\right.  \tag{B7}\\
& \left.-\left\{\sigma_{y}{\overline{a_{\|, y}}}^{\alpha}-\sigma_{x}{\overline{a_{\|, x}}}^{\alpha},{\overline{p_{z}^{2}}}^{\alpha}\right\}\right),
\end{align*}
$$

where we have used that the expectation values of the momentum operators, $p_{x}$, and $p_{y}$, are zero in any localized state, including state $i$. Using Eq. (15) further gives

$$
\begin{align*}
\delta H_{\mathrm{d}, 1}^{(1)}= & -\frac{e \gamma_{c}}{2 \hbar^{3}}\left(B_{x} \sigma_{y}+B_{y} \sigma_{x}\right)  \tag{B8}\\
& \times\left({\overline{\left\{z-z_{0}, p_{z}^{2}\right\}}}^{\alpha}-\left\{{\overline{z-z_{0}}}^{\alpha},{\overline{p_{z}^{2}}}^{\alpha}\right\}\right) .
\end{align*}
$$

The gauge choice $z_{0}=\bar{z}^{\alpha}$ simplifies it further,

$$
\begin{equation*}
\delta H_{\mathrm{d}, 1}^{(1)}=-\frac{e \gamma_{c}}{2 \hbar^{3}}\left(B_{x} \sigma_{y}+B_{y} \sigma_{x}\right){\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\alpha} \tag{B9}
\end{equation*}
$$

with $\Delta z=z-\bar{z}^{\alpha}$. The components of $\delta \mathbf{V}$ follow as

$$
\begin{align*}
& \delta V_{\mathrm{d}, 1, \|}^{(1)}=-\frac{e \gamma_{c}}{2 \hbar^{3}} B \sin (2 \phi){\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\alpha},  \tag{B10a}\\
& \delta V_{\mathrm{d}, 1, \perp}^{(1)}=\frac{e \gamma_{c}}{2 \hbar^{3}} B \cos (2 \phi){\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\alpha}, \tag{B10b}
\end{align*}
$$

which correspond to the terms proportional to $c_{1}$ in Eqs. 43a, and A1a, respectively.

The term quadratic in the in-plane field is

$$
\begin{align*}
\delta H_{\mathrm{d}, 2}^{(1)}= & \frac{e^{2} \gamma_{c}}{2 \hbar^{3}} \sigma_{z}\left(B_{y}^{2}-B_{x}^{2}\right)\left({\overline{\left\{\Delta z^{2}, p_{z}\right\}}}^{\alpha}+\right.  \tag{B11}\\
& \left.+\left\{\left(\overline{\Delta z}^{\alpha}\right)^{2},{\overline{p_{z}}}^{\alpha}\right\}-2{\overline{\left\{\Delta z, p_{z}\right\}}}^{\alpha} \overline{\Delta z}^{\alpha}\right)
\end{align*}
$$

which is again simplified taking $z_{0}=\bar{z}^{\alpha}$ to

$$
\begin{equation*}
\delta H_{\mathrm{d}, 2}^{(1)}=\frac{e^{2} \gamma_{c}}{2 \hbar^{3}} \sigma_{z}\left(B_{y}^{2}-B_{x}^{2}\right){\overline{\left\{\Delta z^{2}, p_{z}\right\}}}^{\alpha} \tag{B12}
\end{equation*}
$$

Since the last term is an expectation value of a purely imaginary operator, this correction is zero.

Following the same procedure, the cubic term gives

$$
\begin{align*}
& \delta V_{\mathrm{d}, 3, \|}^{(1)}=\frac{e^{3} \gamma_{c}}{2 \hbar^{3}} B^{3} \sin (2 \phi) \overline{\Delta z^{3}}  \tag{B13a}\\
& \delta V_{\mathrm{d}, 3, \perp}^{(1)}=0 \tag{B13b}
\end{align*}
$$

corresponding to the term $c_{3}$ in Eq. 43b.

## 3. Dresselhaus inter-subband terms

We now consider the Dresselhaus term in Eq. B5b, again sorting the terms according to powers of the inplane magnetic field. We first compute the first line of Eq. $\overline{\mathrm{B} 5 \mathrm{~b}}$, arising from the second-order perturbation theory. We calculate the terms involving $H_{1}^{\prime}$, and $H_{2}^{\prime}$ separately, starting with the former. The linear term, coming from $H_{\mathrm{d}, 0}$, Eq. 26), in the first term of Eq. (B5b) gives

$$
\begin{align*}
\delta H_{\mathrm{d}, 1}^{(2)}= & \frac{e \gamma_{c}}{m \hbar^{3}} \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha}  \tag{B14}\\
& \times\langle i|\left[\left(B_{y} p_{x}-B_{x} p_{y}\right)\left(-\sigma_{x} p_{x}+\sigma_{y} p_{y}\right)\right. \\
& \left.+\left(-\sigma_{x} p_{x}+\sigma_{y} p_{y}\right)\left(B_{y} p_{x}-B_{x} p_{y}\right)\right]|i\rangle
\end{align*}
$$

where we used the fact that $z_{\alpha \beta}$ and ${\overline{p_{z}^{2}}}^{\beta \alpha}$ are real. Using the reflection symmetry of the in-plane confinement along the axes $\hat{\mathbf{x}}_{d}$ and $\hat{\mathbf{y}}_{d}$, we arrive at

$$
\begin{align*}
\delta H_{\mathrm{d}, 1}^{(2)}= & \frac{2 e \gamma_{c}}{m \hbar^{3}} \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha} \\
& \times\left\{\sigma_{x}\left[-{\overline{p_{+}^{2}}}^{i} B_{y}+{\overline{p_{-}^{2}}}^{i}\left(B_{x} \sin 2 \delta-B_{y} \cos 2 \delta\right)\right]\right. \\
& \left.+\sigma_{y}\left[-{\overline{p_{+}^{2}}}^{i} B_{x}+{\overline{p_{-}^{2}}}^{i}\left(B_{x} \cos 2 \delta+B_{y} \sin 2 \delta\right)\right]\right\}, \tag{B15}
\end{align*}
$$

where we put

$$
\begin{equation*}
{\overline{p_{ \pm}^{2}}}^{i} \equiv \frac{1}{2}\langle i|\left(\mathbf{p} \cdot \hat{\mathbf{x}}_{d}\right)^{2} \pm\left(\mathbf{p} \cdot \hat{\mathbf{y}}_{d}\right)^{2}|i\rangle . \tag{B16}
\end{equation*}
$$

The components of $\delta \mathbf{V}$ then follow as

$$
\begin{align*}
\delta V_{\mathrm{d}, 1, \|}^{(2)}= & \frac{2 e \gamma_{c}}{m \hbar^{3}} B \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha} \\
& \times\left[-{\overline{p_{+}^{2}}}^{i} \sin (2 \phi)+{\overline{p_{-}^{2}}}^{i} \sin (2 \delta)\right],  \tag{B17a}\\
\delta V_{\mathrm{d}, 1, \perp}^{(2)}= & \frac{2 e \gamma_{c}}{m \hbar^{3}} B \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha} \\
& \times\left[{\overline{p_{+}^{2}}}^{i} \cos (2 \phi)-{\overline{p_{-}^{2}}}^{i} \cos (2 \delta)\right], \tag{B17b}
\end{align*}
$$

which gives the $c_{2}$ terms in Eqs. 43a and A1a.
The quadratic term, coming from $H_{\mathrm{d}, 1}$, is

$$
\begin{align*}
\delta H_{\mathrm{d}, 2}^{(2)} \approx & \frac{e^{2} \gamma_{c}}{m \hbar^{3}} \sum_{\beta \neq \alpha}\left[\frac{z_{\alpha \beta}{\overline{\left\{\Delta z, p_{z}\right\}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}}+\frac{{\overline{\left\{\Delta z, p_{z}\right\}}}^{\alpha \beta} z_{\beta \alpha}}{E_{\alpha}-E_{\beta}}\right] \\
& \times \sigma_{z}\left[{\overline{p_{+}^{2}}}^{i}\left(B_{y}^{2}-B_{x}^{2}\right)+{\overline{p_{-}^{2}}}^{i}\left(B_{x}^{2}+B_{y}^{2}\right) \cos 2 \delta\right] . \tag{B18}
\end{align*}
$$

Since $z_{\alpha \beta}$ is real, the summand is proportional to ${\overline{\left\{\Delta z, p_{z}\right\}}}^{\alpha \beta}+{\overline{\left\{\Delta z, p_{z}\right\}}}^{\beta \alpha}$, which vanishes for any $(\alpha, \beta)$. As a consequence, these terms do not contribute to $\delta \mathbf{V}$.

The cubic term, involving $H_{\mathrm{d}, 2}$, is

$$
\begin{align*}
\delta H_{\mathrm{d}, 3}^{(2)} \approx & \frac{2 e^{3} \gamma_{c}}{m \hbar^{3}} \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta}{\overline{\Delta z^{2}}}^{\beta \alpha} \\
\times\left(\sigma_{x} B_{x}\right. & \left\{3 B_{x} B_{y}{\overline{p_{+}^{2}}}^{i}\right. \\
& \left.-{\overline{p_{-}^{2}}}^{i}\left[\left(B_{x}^{2}+2 B_{y}^{2}\right) \sin 2 \delta+B_{x} B_{y} \cos 2 \delta\right]\right\} \\
+ & \sigma_{y} B_{y}\left\{3 B_{x} B_{y}{\overline{p_{+}^{2}}}^{i}\right. \\
& \left.\left.-{\overline{p_{-}^{2}}}^{i}\left[\left(2 B_{x}^{2}+B_{y}^{2}\right) \sin 2 \delta-B_{x} B_{y} \cos 2 \delta\right]\right\}\right) \tag{B19}
\end{align*}
$$

with ${\overline{\Delta z^{2}}}^{\alpha \beta}$ being real. The components of $\delta \mathbf{V}$ follow as

$$
\begin{align*}
& \delta V_{\mathrm{d}, 3, \|}^{(2)}= \frac{e^{3} \gamma_{c}}{m \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta}{\overline{\Delta z^{2}}}^{\beta \alpha} \\
& \times\left[3{\overline{p_{+}^{2}}}^{i} \sin (2 \phi)-3{\overline{p_{-}^{2}}}^{i} \sin (2 \delta)\right. \\
&\left.-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi) \sin (2 \phi-2 \delta)\right]  \tag{B20a}\\
& \delta V_{\mathrm{d}, 3, \perp}^{(2)}=--\frac{e^{3} \gamma_{c}}{m \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \frac{1}{E_{\alpha}-E_{\beta}} z_{\alpha \beta}{\overline{\Delta z^{2}}}^{\beta \alpha} \\
& \times{\overline{p_{-}^{2}}}^{i} \sin (2 \phi) \sin (2 \phi-2 \delta) \tag{B20b}
\end{align*}
$$

giving the $c_{4}$ terms in Eqs. 43b and A1b .
We now turn to terms involving $H_{2}^{\prime}$ in the first line of Eq. B 5 b . The quadratic terms in the in-plane field, arising from $H_{2}^{\prime}$ and $H_{\mathrm{d}, 0}$, vanish after taking the expectation value with respect to $|i\rangle$, as they contain odd number of in-plane momentum operators. The cubic terms, due to $H_{2}^{\prime}$ and $H_{\mathrm{d}, 1}$, lead to the following components of $\delta \mathbf{V}$,

$$
\begin{align*}
& \delta V_{\mathrm{d}, \mathrm{H}_{2},| |}^{(2)}=-\frac{e^{3} \gamma_{c}}{2 m \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta} \overline{\left\{\Delta z, p_{z}^{2}\right\}}}{}{ }^{\beta \alpha} \\
& E_{\alpha}-E_{\beta}  \tag{B21a}\\
& \sin (2 \phi), \\
& \delta V_{\mathrm{d}, \mathrm{H}_{2}, \perp}^{(2)}=\frac{e^{3} \gamma_{c}}{2 m \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta}{\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \cos (2 \phi),
\end{align*}
$$

where we used that ${\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\alpha \beta}$ is real. They correspond to $c_{5}$ in Eqs. 43b and A1b.

Finally, we consider the second and third lines of Eq. (B5b), arising from the third-order perturbation theory. They result in

$$
\begin{align*}
& \delta V_{\mathrm{d}, 3 \mathrm{rd}, \|}^{(2)}= \frac{3 \gamma_{c} e^{3}}{m^{2} \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma}{\overline{\Delta z p_{z}^{2}}}^{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \\
& \times \sin (2 \phi)\left[-{\overline{p_{+}^{2}}}^{i}+{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right] \\
&-\frac{\gamma_{c} e^{3}}{m^{2} \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \bar{p}_{z}^{\beta}}{}{ }^{\beta \alpha}{\overline{\Delta z^{2}}}^{\alpha} \\
&\left(E_{\alpha}-E_{\beta}\right)^{2}  \tag{B22a}\\
& \delta V_{\mathrm{d}, 3 \mathrm{rd}, \perp}^{(2)}=\left.\frac{3 \gamma_{c} e^{3}}{m^{2} \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha}{\frac{z_{\alpha \beta} z_{\beta \gamma}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)}}^{i} \sin (2 \phi)+{\overline{p_{-}^{2}}}^{i} \sin (2 \delta)\right], \quad(\mathrm{B} 22 \\
& \times \cos (2 \phi)\left[{\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right] \\
&-\frac{\gamma_{c} e^{3}}{m^{2} \hbar^{3}} B^{3} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \bar{p}_{z}^{2}}{\left(E_{\alpha}-E_{\beta}\right)^{2}}{\overline{\Delta z^{2}}}^{\alpha} \\
& \times\left[{\overline{p_{+}^{2}}}^{i} \cos (2 \phi)-{\overline{p_{-}^{2}}}^{i} \cos (2 \delta)\right], \quad(\mathrm{B} 22 \tag{B22b}
\end{align*}
$$

giving the $c_{6}$ and $c_{14}$ terms in Eqs. 43b and A1b.

## 4. Rashba terms

Comparing to the previous section, now the calculations are simpler as the Rashba interaction, Eq. 19), contains only terms of zeroth and first order in the in-plane magnetic field. The intra-subband contribution from the former is the unperturbed Rashba interaction, Eq. (29). The latter gives

$$
\begin{equation*}
\delta H_{\mathrm{r}, 1}^{(1)}=-\frac{\beta_{B A} e}{\hbar}\left(\sigma_{x} B_{x}+\sigma_{y} B_{y}\right) \overline{\delta(z)}^{\alpha} \bar{z}^{\alpha} \tag{B23}
\end{equation*}
$$

which directly gives the $c_{10}$ term in Eq. 44a. Analogous terms, originating in the interface-generated spin-orbit interactions (see Footnote F], were derived in Ref. 79 and used to fit experiments in Si in Refs. 80, 81, and 82 ,

We now move on to the inter-subband contributions. The term linear in the in-plane magnetic field is

$$
\begin{align*}
& \delta H_{\mathrm{r}, 1}^{(2)}=-\frac{4 e \beta_{B A}}{m \hbar} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \overline{\delta(z)}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \\
& \times\left\{\sigma_{x}\left[-{\overline{p_{+}^{2}}}^{i} B_{x}+{\overline{p_{-}^{2}}}^{i}\left(B_{x} \cos 2 \delta+B_{y} \sin 2 \delta\right)\right]\right. \\
& \left.\quad+\sigma_{y}\left[-{\overline{p_{+}^{2}}}^{i} B_{y}-{\overline{p_{-}^{2}}}^{i}\left(B_{y} \cos 2 \delta-B_{x} \sin 2 \delta\right)\right]\right\}, \tag{B24}
\end{align*}
$$

and gives the following components of $\delta \mathbf{V}$,

$$
\begin{align*}
& \delta V_{\mathrm{r}, 1,| |}^{(2)}=-\frac{4 e \beta_{B A}}{m \hbar} B \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \overline{\delta(z)}}{}{ }^{\beta \alpha}  \tag{B25}\\
& E_{\alpha}-E_{\beta} \\
& \times\left[{\overline{p_{+}^{2}}}^{i}+{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right],  \tag{B26}\\
& \delta V_{\mathrm{r}, 1, \perp}^{(2)}=- \frac{4 e \beta_{B A}}{m \hbar} B \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \overline{\delta(z)}^{\beta \alpha}}{E_{\alpha}-E_{\beta}}{\overline{p_{-}^{2}}}^{i} \sin (2 \phi-2 \delta) .
\end{align*}
$$

These are the $c_{11}$ terms in Eqs. 44a and A2a.
Similarly as before, the quadratic term is zero. For the cubic term, considering $H_{2}^{\prime}$ in the first line of Eq. B5b gives

$$
\begin{align*}
& \delta H_{\mathrm{r}, \mathrm{H}_{2}}^{(2)}=\frac{e^{3}}{m \hbar}\left(\sigma_{x} B_{x}+\sigma_{y} B_{y}\right)\left(B_{x}^{2}+B_{y}^{2}\right) \\
& \times \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta}}{E_{\alpha}-E_{\beta}}\left(\alpha_{0} e E_{\mathrm{ext}} z_{\beta \alpha}-\beta_{B A} \bar{z}^{\alpha} \overline{\delta(z)}\right. \tag{B27}
\end{align*}
$$

and generates therefore only a parallel component of $\delta \mathbf{V}$, as the $c_{4}$, and $c_{12}$ terms in Eq. 44b). Finally, the second
and third lines of Eq. B 5 b result in

$$
\begin{align*}
\delta V_{\mathrm{r}, 3 \mathrm{rd},| |}^{(2)}= & -\frac{3 e^{3} B^{3}}{m^{2} \hbar} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \\
& \times\left[\beta_{B A} \overline{\delta(z)}\right. \\
& \left.\bar{z}^{\alpha}-\alpha_{0} e E_{\mathrm{ext}} z_{\gamma \alpha}\right] \\
& \times\left[{\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right] \\
& -\frac{\beta_{B A} e^{3} B^{3}}{m^{2} \hbar} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \overline{\delta(z)} \overline{\beta \alpha} \overline{\Delta z^{2}}}{\left(E_{\alpha}-E_{\beta}\right)^{2}}  \tag{B28}\\
& \times\left[{\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right], \\
\delta V_{\mathrm{r}, 3 \mathrm{rd}, \perp}^{(2)}= & \frac{\beta_{B A} e^{3} B^{3}}{m^{2} \hbar} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \overline{\delta(z)} \beta \alpha{\overline{\Delta z^{2}}}^{\alpha}}{\left(E_{\alpha}-E_{\beta}\right)^{2}}  \tag{B29}\\
& \times{\overline{p_{-}^{2}}}^{i} \sin (2 \phi-2 \delta),
\end{align*}
$$

entering Eq. 44b and Eq. A2b as $c_{7}, c_{13}$, and $c_{15}$.

## 5. Terms from $H_{43}, H_{44}, H_{45}$, and $H_{47}$

The contributions from the in-plane field-induced spinorbit interaction $\left(H_{43}, H_{44}, H_{45}\right.$ and $\left.H_{47}^{\prime}\right)$ can be computed similarly. Since these terms are directly proportional to the magnetic field, it is more convenient to express them using the Bohr magneton. Namely, we can start with the following expressions,

$$
\begin{align*}
H_{43}= & \frac{\lambda_{43}^{2}}{2 \hbar^{2}} \mu_{B}(\mathbf{B} \cdot \boldsymbol{\sigma})\left(P_{x}^{2}+P_{y}^{2}+P_{z}^{2}\right),  \tag{B30}\\
H_{44}= & \frac{\lambda_{44}^{2}}{4 \hbar^{2}} \mu_{B}\left[\left(\left\{P_{x}, P_{y}\right\} B_{y} \sigma_{x}+\left\{P_{y}, P_{x}\right\} B_{x} \sigma_{y}\right)\right. \\
& \left.\quad+\left(\left\{P_{z}, P_{x}\right\} B_{x}+\left\{P_{z}, P_{y}\right\} B_{y}\right) \sigma_{z}\right],(\mathrm{B}  \tag{B31}\\
H_{45}= & \frac{\lambda_{45}^{2}}{2 \hbar^{2}} \mu_{B}\left(P_{x}^{2} B_{x} \sigma_{x}+P_{y}^{2} B_{y} \sigma_{y}\right) . \tag{B32}
\end{align*}
$$

For the purpose of this subsection, we also define the following part of $H_{47}$,

$$
\begin{equation*}
H_{47}^{\prime}=-\frac{\lambda_{47}^{\prime}}{2} \delta(z) \mu_{B}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right) \tag{B33}
\end{equation*}
$$

The remaining part of $H_{47}$ is already in the form of a g-tensor,

$$
\begin{equation*}
H_{47}-H_{47}^{\prime}=\frac{e^{2} \gamma_{47} E_{\mathrm{ext}}}{\hbar}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right) \tag{B34}
\end{equation*}
$$

and therefore does not need a perturbative treatment: it directly gives the term proportional to $\lambda_{47}^{3}$ in Eq. 48a.

The intra-subband contributions from $H_{43}$ can be put as

$$
\begin{equation*}
\delta H_{43}^{(1)}=\frac{\lambda_{43}^{2}}{2 \hbar^{2}} \mu_{B}(\mathbf{B} \cdot \boldsymbol{\sigma})\left({\overline{p_{z}^{2}}}^{\alpha}+2{\overline{p_{+}^{2}}}^{i}+e^{2} B^{2}{\overline{\Delta z^{2}}}^{\alpha}\right) \tag{B35}
\end{equation*}
$$

what gives the $c_{17}$ and $\eta_{+}$terms in Eq. 45a, and $c_{17}$ and $c_{18}$ terms in Eq. (45b). The inter-subband contributions from $H_{43}$ can be written as

$$
\begin{align*}
\delta H_{43}^{(2)}= & \frac{2 e^{2} B^{2} \lambda_{43}^{2}}{m \hbar^{2}} \mu_{B}(\mathbf{B} \cdot \boldsymbol{\sigma})\left({\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right) \\
& \times \sum_{\beta \neq \alpha} \frac{\left|z_{\alpha \beta}\right|^{2}}{E_{\alpha}-E_{\beta}} \\
& +\frac{e^{2} B^{2} \lambda_{43}^{2}}{2 m \hbar^{2}} \mu_{B}(\mathbf{B} \cdot \boldsymbol{\sigma}) \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \\
& +\frac{3 e^{2} B^{2} \lambda_{43}^{2}}{2 m^{2} \hbar^{2}} \mu_{B}(\mathbf{B} \cdot \boldsymbol{\sigma})\left({\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right) \\
& \times \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma}{\overline{p_{z}^{2}}}^{2 \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)}, \tag{B36}
\end{align*}
$$

what gives the $c_{19}, c_{20}$, and $c_{21}$ terms in Eq. 45b.
The intra-subband contributions from $H_{44}$ can be written as

$$
\begin{align*}
\delta H_{44}^{(1)}= & \frac{\lambda_{44}^{2}}{2 \hbar^{2}} \mu_{B}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right){\overline{p_{-}^{2}}}^{i} \sin (2 \delta) \\
& -\frac{\lambda_{44}^{2} e^{2} B^{2}}{4 \hbar^{2}} \mu_{B}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right){\overline{\Delta z^{2}}}^{\alpha} \sin (2 \phi), \tag{B37}
\end{align*}
$$

what gives the $\eta_{-}$term in Eq. 46a) and A3a, and $c_{18}$ term in Eq. 46b and A3b. The inter-subband contributions from $H_{44}$ can be written as

$$
\begin{align*}
\delta H_{44}^{(2)}= & -\frac{\lambda_{44}^{2} e^{2} B^{2}}{m \hbar^{2}} \mu_{B}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right) \sum_{\beta \neq \alpha} \frac{\left|z_{\alpha \beta}\right|^{2}}{E_{\alpha}-E_{\beta}} \\
& \times\left[{\overline{p_{+}^{2}}}^{i} \sin (2 \phi)-{\overline{p_{-}^{2}}}^{i} \sin (2 \delta)\right] \tag{B38}
\end{align*}
$$

what gives the $c_{19}$ term in Eq. 46b and Eq. A3b.
The intra-subband contributions from $H_{45}$ can be written as

$$
\begin{align*}
\delta H_{45}^{(1)}= & \frac{\lambda_{45}^{2}}{2 \hbar^{2}} \mu_{B}\left\{B_{x} \sigma_{x}\left[{\overline{p_{+}^{2}}}^{i}+{\overline{p_{-}^{2}}}^{i} \cos (2 \delta)\right]\right. \\
& \left.\quad+B_{y} \sigma_{y}\left[{\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \delta)\right]\right\} \\
& +\frac{\lambda_{45}^{2} e^{2} B^{2}}{4 \hbar^{2}} \mu_{B}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right){\overline{\Delta z^{2}}}^{\alpha} \sin (2 \phi) \tag{B39}
\end{align*}
$$

where the first two lines contribute as $\eta_{+}$and $\eta_{-}$terms in Eqs. 47a and A4a. These terms were derived in Ref. 79. The last line enters in Eqs. (47b and A4b as $c_{18}$ terms. The inter-subband contribution from $H_{45}$ is
given by

$$
\begin{align*}
\delta H_{45}^{(2)}= & \frac{\lambda_{45}^{2} e^{2} B^{2}}{m \hbar^{2}} \mu_{B} \sum_{\beta \neq \alpha} \frac{\left|z_{\alpha \beta}\right|^{2}}{E_{\alpha}-E_{\beta}} \sin (2 \phi) \\
& \times\left\{\sigma_{x}\left[{\overline{p_{+}^{2}}}^{i} B_{y}-{\overline{p_{-}^{2}}}^{i} B \sin (2 \delta-\phi)\right]\right.  \tag{B40}\\
& \left.+\sigma_{y}\left[{\overline{p_{+}^{2}}}^{i} B_{x}-{\overline{p_{-}^{2}}}^{i} B \cos (2 \delta-\phi)\right]\right\}
\end{align*}
$$

what gives the $c_{19}$ term in Eq. 47b and Eq. A4b.
The intra-subband contributions from $H_{47}^{\prime}$ can be written as

$$
\begin{equation*}
\delta H_{47}^{(1)}=-\lambda_{47}^{\prime} \overline{\delta(z)}^{\alpha} \frac{\mu_{B}}{2}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right) \tag{B41}
\end{equation*}
$$

giving $c_{22}$ in Eqs. (48a and A5a). The inter-subband contribution from $H_{47}^{\prime}$ is given by

$$
\begin{align*}
\delta H_{47}^{(2)}= & -\frac{\lambda_{47}^{\prime} e^{2} B^{2}}{2 m} \mu_{B}\left(B_{y} \sigma_{x}+B_{x} \sigma_{y}\right)\left\{\sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta} \overline{\delta(z)}^{\beta \alpha}}{E_{\alpha}-E_{\beta}}\right. \\
& +3 \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma} \overline{\delta(z)}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \\
& \left.\times\left[{\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right]\right\}, \tag{B42}
\end{align*}
$$

what gives the $c_{23}$ and $c_{24}$ terms in Eqs. 48b and A 5 b .

## 6. Terms from the inhomogeneous g-factor

The important difference to the previously considered spin-orbit interactions, the Zeeman term $H_{\mathrm{Z}}$ depends only on the $z$ coordinate, and is therefore diagonal in the in-plane orbital sector of the basis, $\langle i| H_{Z}|j\rangle \propto \delta_{i j}$. This, first of all, makes the intra-subband contributions zero. For the same reason, in the inter-subband terms, $H_{1}^{\prime}$ does not contribute in the first line of Eq. B5b. The only contribution, due to $H_{2}^{\prime}$, reads

$$
\begin{equation*}
\delta V_{\mathrm{z}, \mathrm{H}_{2}, \|}^{(2)}=\frac{\mu_{B} e^{2}}{2 m} B^{3} \sum_{\beta \neq \alpha} \frac{\overline{g(z)}^{\alpha \beta}{\overline{\Delta z^{2}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \tag{B43}
\end{equation*}
$$

what gives the $c_{8}$ term in Eq. 49b. In the third order of the perturbation theory, the second line of Eq. B5b, we get

$$
\begin{align*}
\delta V_{\mathrm{z}, 3 \mathrm{rd}, \|}^{(2)}= & \frac{3 e^{2}}{m^{2}} B^{3} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma} \overline{g(z)}^{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \\
& \times\left[{\overline{p_{+}^{2}}}^{i}-{\overline{p_{-}^{2}}}^{i} \cos (2 \phi-2 \delta)\right] \tag{B44}
\end{align*}
$$

what gives the $c_{9}$ term in Eq. 49b.

## Appendix C: List of all dimensionless constants

In this appendix, we give the correlation factor $\xi_{\alpha i}$ in Eq. (B6), and list all dimensionless constants introduced in Eqs. 43-49). The correlation factor is given by

$$
\begin{equation*}
\xi_{\alpha i}=\Phi^{2} c_{16}\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right], \tag{C1}
\end{equation*}
$$

which enters Eqs. 43b, 44b), 45b), 48b, 4A1b), and (A5b) as $c_{16}$. The dimensionless constants $c_{i}$ are given by

$$
\begin{align*}
& c_{1}=\frac{\lambda_{z}}{2 \hbar^{2}}{\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\alpha}  \tag{C2a}\\
& c_{2}=\frac{2}{m \lambda_{z}} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}},  \tag{C2b}\\
& c_{3}=\frac{1}{2 \lambda_{z}^{3}}{\overline{\Delta z^{3}}}^{\alpha} \tag{C2c}
\end{align*}
$$

$$
\begin{equation*}
c_{4}=\frac{\hbar^{2}}{m \lambda_{z}^{5}} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta}{\overline{\Delta z^{2}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \tag{C2~d}
\end{equation*}
$$

$$
c_{5}=\frac{1}{2 m \lambda_{z}^{3}} \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta}{\overline{\left\{\Delta z, p_{z}^{2}\right\}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}}
$$

$$
\begin{equation*}
c_{6}=\frac{3 \hbar^{2}}{m^{2} \lambda_{z}^{5}} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma}{\overline{\Delta z p_{z}^{2}}}^{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \tag{C2f}
\end{equation*}
$$

$$
\begin{equation*}
c_{7}=\frac{3 \hbar^{4}}{m^{2} \lambda_{z}^{7}} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma} z_{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \tag{C2~g}
\end{equation*}
$$

$$
\begin{equation*}
c_{8}=\frac{\hbar^{2}}{m \lambda_{z}^{4}} \sum_{\beta \neq \alpha} \frac{\overline{g(z)}^{\alpha \beta}{\overline{\Delta z^{2}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \tag{C2h}
\end{equation*}
$$

$$
\begin{equation*}
c_{9}=\frac{3 \hbar^{4}}{m^{2} \lambda_{z}^{6}} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma} \overline{g(z)}^{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)}, \tag{C2i}
\end{equation*}
$$

$$
\begin{equation*}
c_{10}=\left|\psi_{\alpha}(z=0)\right|^{2} \bar{z}^{\alpha} \tag{C2j}
\end{equation*}
$$

$$
\begin{equation*}
c_{11}=\frac{\hbar^{2}}{m \lambda_{z}^{2}} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \overline{\delta(z)}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \tag{C2k}
\end{equation*}
$$

$$
\begin{equation*}
c_{12}=\frac{\hbar^{2}}{m \lambda_{z}^{4}} \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta} \bar{z}^{\alpha} \overline{\delta(z)}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \tag{C2l}
\end{equation*}
$$

$$
\begin{equation*}
c_{13}=\frac{\hbar^{4}}{m^{2} \lambda_{z}^{6}} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{\bar{z}^{\alpha} z_{\alpha \beta} z_{\beta \gamma} \overline{\delta(z)}^{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \tag{C2m}
\end{equation*}
$$

$$
\begin{equation*}
c_{14}=\frac{\hbar^{2}}{m^{2} \lambda_{z}^{5}} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha}{\overline{\Delta z^{2}}}^{\alpha}}{\left(E_{\alpha}-E_{\beta}\right)^{2}} \tag{C2n}
\end{equation*}
$$

$$
\begin{equation*}
c_{15}=\frac{\hbar^{4}}{m^{2} \lambda_{z}^{6}} \sum_{\beta \neq \alpha} \frac{z_{\alpha \beta} \overline{\delta(z)}^{\beta \alpha}{\overline{\Delta z^{2}}}^{\alpha}}{\left(E_{\alpha}-E_{\beta}\right)^{2}} \tag{C2o}
\end{equation*}
$$

$$
\begin{equation*}
c_{16}=\frac{\hbar^{4}}{m^{2} \lambda_{z}^{6}} \sum_{\beta \neq \alpha} \frac{\left|z_{\alpha \beta}\right|^{2}}{\left(E_{\alpha}-E_{\beta}\right)^{2}} \tag{C2p}
\end{equation*}
$$

$$
\begin{equation*}
c_{17}=\frac{\lambda_{z}^{2}{\overline{p_{z}^{2}}}^{\alpha}}{\hbar^{2}} \tag{C2q}
\end{equation*}
$$

$$
\begin{equation*}
c_{18}=\frac{{\overline{\Delta z^{2}}}^{\alpha}}{\lambda_{z}^{2}} \tag{C2r}
\end{equation*}
$$

$$
\begin{equation*}
c_{19}=\frac{\hbar^{2}}{m \lambda_{z}^{4}} \sum_{\beta \neq \alpha} \frac{\left|z_{\alpha \beta}\right|^{2}}{E_{\alpha}-E_{\beta}} \tag{C2s}
\end{equation*}
$$

$$
\begin{equation*}
c_{20}=\frac{1}{m \lambda_{z}^{2}} \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta}{\overline{p_{z}^{2}}}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \tag{C2t}
\end{equation*}
$$

$$
\begin{equation*}
c_{21}=\frac{\hbar^{2}}{m^{2} \lambda_{z}^{4}} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma}{\overline{p_{z}^{2}}}^{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} \tag{C2u}
\end{equation*}
$$

$$
\begin{equation*}
c_{22}=\lambda_{z}\left|\psi_{\alpha}(z=0)\right|^{2} \tag{C2v}
\end{equation*}
$$

$$
\begin{equation*}
c_{23}=\frac{\hbar^{2}}{m^{2} \lambda_{z}^{3}} \sum_{\beta \neq \alpha} \frac{{\overline{\Delta z^{2}}}^{\alpha \beta} \overline{\delta(z)}^{\beta \alpha}}{E_{\alpha}-E_{\beta}} \tag{C2w}
\end{equation*}
$$

$$
\begin{equation*}
c_{24}=\frac{\hbar^{2}}{m^{2} \lambda_{z}^{5}} \sum_{\beta \neq \alpha} \sum_{\gamma \neq \alpha} \frac{z_{\alpha \beta} z_{\beta \gamma} \overline{\delta(z)}^{\gamma \alpha}}{\left(E_{\alpha}-E_{\beta}\right)\left(E_{\alpha}-E_{\gamma}\right)} . \tag{C2x}
\end{equation*}
$$

## Appendix D: Symmetric quantum well

Our main results, Eqs. 43)-50), are valid for a general heterostructure potential and therefore also for a symmetric one. However, the latter choice substantially changes the values of constants $c$. Namely, for a symmetric well, only the following constants are nonzero: $c_{11}$, and $c_{15}-c_{22}$. With that, the terms $g_{43}, g_{44}, g_{45}$ and $g_{47,0}$ are the same as given in Eqs. (45)-48a), while the Dresselhaus and the interface term are zero, $g_{d}=0=g_{z}$. The remaining terms can be simplified by removing the zero

The above results are valid for a general symmetric quantum-well potential. We now specify to a rectangular potential,

$$
V_{z}=\left\{\begin{array}{l}
V_{A}, \text { if } z \notin\left\langle-l_{z} / 2, l_{z} / 2\right\rangle  \tag{D3}\\
V_{B}, \text { if } z \in\left\langle-l_{z} / 2, l_{z} / 2\right\rangle
\end{array}\right.
$$

It defines the nominal width as the thickness of the material B layer sandwiched by material A. The effective mass and the g-factor are taken piecewise constant in the three regions. We take the same parameter values for the mass and bulk g-factor in material A and B as given below Eq. 25), and use $V_{B}-V_{A}=300 \mathrm{meV}$. With these amendments, we are ready to analyze the g-factor corrections for a rectangular quantum well quantitatively. We plot the g-factor subband average in the main panel of Fig. 7(a). Upon narrowing the quantum well, the gfactor grows, reflecting the wavefunction penetrating into AlGaAs. The inset of Fig. 7(a) shows the total g-factor as a function of the quantum well width. We plot it to demonstrate the crossing of zero, at about $l_{z}=4.2 \mathrm{~nm}$ for our parameters, what has been debated some years ago. ${ }^{5152 / 56183}$

We plot the constants $c$ in Fig. 7(b). One can see that now they fall into 2 groups, with similar values among their members. Changes in constants $c$ compared to the triangular potential imply changes in the hierarchy of gfactor corrections. Indeed, Fig. 7(c)-(d) shows that for a symmetric well, the g-factor correction is basically dominated by a single term, $H_{43}$. For very narrow wells, the penetration might be also visible in experiments with high resolution. On the other hand, there is no appreciable effect from the magnetic field to be expected. Finally, the directional dependence is shown in Fig. 7(e)-(f). There is very little variation, ${ }^{84}$ way below the current experimental resolution. The largest variation is from $H_{47}$ and reaches 0.01 , with extrema along the crystal axes.

## Appendix E: Magnetic-field-dependent corrections

We obtained corrections to the g-factor which are proportional to the second power of the flux $\Phi$, and therefore second power of the in-plane magnetic field (see also
$c$ 's. We get

$$
\begin{equation*}
g_{\mathrm{r}}=\xi_{r}\left(4 c_{11}-\Phi^{2} c_{15}\right)\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right] \tag{D1}
\end{equation*}
$$

for the contribution from the Rashba interaction, and

$$
\begin{equation*}
g_{47,2}=\frac{\lambda_{47}^{\prime}}{\lambda_{z}} c_{22} c_{16} \Phi^{2} \sin (2 \phi)\left[\eta_{+}-\eta_{-} \cos (2 \phi-2 \delta)\right] \tag{D2}
\end{equation*}
$$

for the $H_{47}$ contribution.

Footnote $F$. In the main text, we denoted such terms as $g_{\mathrm{x}, 2}$, where x denotes the origin of the term, for example, $\mathrm{x}=\mathrm{d}$ for Dresselhaus. We note that such a cubic Zeeman energy term was fitted from the data measured in Ref. 85. The notation of that reference, $g_{3}$, relates to our notation here by $g_{3}=g_{\mathrm{x}, 2} \mathbf{b}^{-2}$. We plot our results in this notation in Fig. 8 . From that figure, one can see that the Rashba and, for wide 2DEGs, the Dresselhaus terms dominate, respectively. Unlike for the magnetic-field-independent corrections, the term $\mathrm{x}=43$ is not very relevant. We also find an agreement with the value $g_{3} \approx+4.7 \times 10^{-4}$ $\mathrm{T}^{-2}$ fitted in that experiment, including its sign, for the effective 2DEG width of around 8.5 nm . Under these conditions, the g -factor B -field nonlinearity is dominated by the Rashba term.

## Appendix F: Mixed contribution example

Here we derive a g-factor correction which is of the second order in spin-orbit couplings. For the sake of illustration, we do it only for the Rashba term, Eq. 19 . According to the scheme followed in Sec. IIE this term would be split according to the powers of the in-plane magnetic field to two terms, $H_{R}=H_{r, 0}+H_{r, 1}$, with

$$
\begin{align*}
& H_{r, 0}=\frac{\alpha_{R}(z)}{\hbar}\left(p_{x} \sigma_{y}-p_{y} \sigma_{x}\right),  \tag{F1a}\\
& H_{r, 1}=\frac{e \alpha_{R}(z)}{\hbar}\left(a_{\|, x} \sigma_{y}-a_{\|, y} \sigma_{x}\right) \tag{F1b}
\end{align*}
$$

In further, we use the relation

$$
\begin{equation*}
\mathbf{p}=\frac{i m}{\hbar}\left[h_{2 D}, \mathbf{r}\right] \equiv \frac{i m}{\hbar} L_{2 D}(\mathbf{r}) \tag{F2}
\end{equation*}
$$

where the identity sign is the definition of the Liouvillian operator $L_{2 D}$ corresponding to the two-dimensional Hamiltonian Eq. (8). Since we aim at calculating the contributions to the effective Hamiltonian up to the second order only, we can use the simplified formula given in Eq. (32). With this, several terms result: choosing the pair $H_{r, n}-H_{r, m}$ in the two terms in the latter equation gives four choices, each of which splits to the intrasubband and inter-subband term (eight terms in total).


FIG. 7. The corrections to the g-factor, labeled according to the notation of Eqs. (43)- (50), for a symmetric quantum well with a rectangular confinement. The parameters are the same as in Fig. 5 unless stated otherwise. (a) The lowest order approximation to the g -factor, showing the value of $\overline{g(z)}^{\alpha}$ for the lowest subband, $\alpha=1$, as a function of the well width, defined in Eq. (D3). Inset: The total g-factor, calculated by adding all corrections to the bulk value in material B. (b) The values of non-zero constants $c$. Note that $c_{20}$ and $c_{21}$ become formally zero if the quantum well does not have at least 2 subbands. To correct this behavior, one would have to include the contributions from delocalized eigenstates of Eq. (4), what we do not do here (the resulting effects on the other panels would be hard to spot). (c) Corrections as a function of the quantum well width. The solid (dashed) curves show corrections for $B=0 \mathrm{~T}(B=6 \mathrm{~T})$. (d) As a function of the magnetic field. The solid (dashed) curves show corrections for $l_{z}=6 \mathrm{~nm}\left(l_{z}=20 \mathrm{~nm}\right)$. (e-f) As a function of the magnetic field orientation. The solid (dashed) curves show corrections for $B=0 \mathrm{~T}(B=6 \mathrm{~T})$.

Let us calculate one of these: the intra-subband contribution coming from a pair $H_{r, 0}-H_{r, 0}$. In this case, using the Liouvillian definition allows us to bring the effective

Hamiltonian into the following form

$$
\begin{equation*}
H_{r, 0 ; r, 0}^{(\alpha)}(\text { intra })=\frac{1}{2}\left[L_{2 D}^{-1}\left({\overline{H_{r, 0}}}^{\alpha}\right),{\overline{H_{r, 0}}}^{\alpha}\right] . \tag{F3}
\end{equation*}
$$



FIG. 8. The g-factor corrections quadratic in the in-plane magnetic field as a function of the 2DEG width. All parameters are the same as in Fig. 5 (a) except for $\phi=-45^{\circ}$, chosen in line with the experiment in Ref. 85. We label the curves using the notation in Eqs. (43)- (49) and label the sum of all plotted contributions by "total". We transform our dimensionless quantities into the notation of Ref. 85, defined by $g_{3}=g_{\mathrm{x}, 2} b^{-2}$, which has therefore units of $\mathrm{T}^{-2}$. In that experiment, the value $g_{3} \approx 0.47 \times 10^{-3} \mathrm{~T}^{-2}$ was fitted from data, which is drawn as a horizontal black solid line. The 2DEG width in that experiment is not known to us.

Using the explicit form of the Liouvillian, the commutator can be evaluated, and we get

$$
\begin{equation*}
H_{r, 0 ; r, 0}^{(\alpha)}(\text { intra })=-m\left(\frac{{\overline{\alpha_{R}(z)}}^{\alpha}}{\hbar}\right)^{2}\left(1+\sigma_{z} \frac{L_{z}}{\hbar}\right) \tag{F4}
\end{equation*}
$$

with $L_{z}=x p_{y}-y p_{x}$. If we now assume a symmetric in-plane confinement potential, $l_{x}=l_{y}=l_{0}$, the expectation value of this operator in the ground state can be easily calculated,

$$
\begin{equation*}
\langle 0| L_{z}|0\rangle=\frac{e B_{z}}{4} l_{B}^{2} \tag{F5}
\end{equation*}
$$

The magnetic-field-renormalized confinement length is

$$
\begin{equation*}
l_{B}=\left(l_{0}^{-4}+\frac{e^{2} B_{z}^{2}}{4 \hbar^{2}}\right)^{-\frac{1}{4}} \tag{F6}
\end{equation*}
$$

We can now convert this expression into a renormalization of the out-of-plane component of the g-tensor,

$$
\begin{equation*}
\left(g_{r r, 0}\right)_{z z}=-\frac{1}{2}\left(\frac{{\overline{\alpha_{R}(z)}}^{\alpha}}{\hbar}\right)^{2} \frac{m e}{\hbar \mu_{B}} l_{B}^{2} . \tag{F7}
\end{equation*}
$$

For small out-of-plane fields, so that the magnetic field does not strongly renormalize the confinement, $l_{B} \approx l_{0}$, this term evaluates to $\left(g_{r r, 0}\right)_{z z} \approx-0.0012$ for a typical value $l_{0}=34 \mathrm{~nm}$. Therefore, it is 1-2 orders of magnitude smaller than the leading terms which are linear in the spin-orbit couplings.

The remaining terms among the possibilities that we enumerated below Eq. (F2) are even smaller due to the smallness of various matrix elements of the function $\alpha_{R}(z)$. For example, the inter-subband term for the pair $H_{r, 0}-H_{r, 0}$ is proportional to the minute value of ${\overline{\alpha_{R}(z)}}^{\alpha \beta}$. Similarly, the intra-subband term for the pair $H_{r, 0}-H_{r, 1}$ would contain the matrix element ${\overline{\left(z-z_{0}\right) \alpha_{R}(z)}}^{\alpha}$, etc. All these matrix elements are very small, as they are similar in nature, and in value, to the constants $c_{8}$ and $c_{9}$, see App. C and Fig. 4

Finally, we note that similar terms would arise from the Dresselhaus interaction. The analogous term, the intra-subband contribution from $H_{d, 0}-H_{d, 0}$, would give

$$
\begin{equation*}
H_{d, 0 ; d, 0}^{(\alpha)}(\text { intra }) \approx-m\left(\frac{\gamma_{c}{\overline{p_{z}^{2}}}^{\alpha}}{\hbar^{3}}\right)^{2}\left(1-\sigma_{z} \frac{L_{z}}{\hbar}\right) \tag{F8}
\end{equation*}
$$

The largest-in-magnitude correction arising in the second order of the spin-orbit coupling is therefor ${ }^{86 / 87}$

$$
\begin{equation*}
g_{z z}^{2 \mathrm{nd}}=\frac{1}{2}\left[\left(\frac{\gamma_{c}{\overline{p_{z}^{2}}}^{\alpha}}{\hbar^{3}}\right)^{2}-\left(\frac{{\overline{\alpha_{R}(z)}}^{\alpha}}{\hbar}\right)^{2}\right] \frac{m e}{\hbar \mu_{B}} l_{B}^{2} \tag{F9}
\end{equation*}
$$

Only the $z z$ component of the g-tensor is changed by a very small value, typically $10^{-3}$. Even though this effect was invoked to interpret the experiment in Ref. 88, probably a different interaction was responsible for the observed anisotropy there, perhaps $H_{45}$. As we are mostly interested in the in-plane magnetic fields, we do not pursue this issue further.
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