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Intermediate band semiconductors hold the promise to significantly improve the efficiency of solar
cells, but only if the intermediate impurity band is metallic. We apply a recently developed first
principles method to investigate the origin of electron localization in Ti doped Si, a promising
candidate for intermediate band solar cells. We compute the critical Ti concentration and compare
it against the available experimental data. Although Anderson localization is often overlooked in
the context of intermediate band solar cells, our results show that in Ti doped Si it plays a more
important role in the metal insulator transition than Mott localization. To this end we have devised
a way to gauge the relative strengths of these two localization mechanisms that can be applied to
study localization in doped semiconductors in general. Our findings have important implications
for the theory of intermediate band solar cells.

Introduction.—Intermediate-band solar cells (IBSCs)
have been proposed as a candidate for the third gen-
eration of photovoltaics1–3. Unlike conventional solar
cell materials, intermediate-band photovoltaics are doped
with deep-level impurities that induce a partially filled
intermediate band located between the valence and the
conduction band as shown in Fig. 1. This provides an
extra channel for the promotion of an electron from the
valence to the conduction band by absorbing two low en-
ergy photons instead of one photon with energy greater
than the band gap. The extra two-photon channel leads
to an increase of photocurrent without decreasing the
photovoltage, which could greatly enhance the efficiency
of solar cells1.

FIG. 1. (color online) Schematic of an intermediate band
solar cell (adapted from4). Intermediate band states can dra-
matically improve the efficiency of solar cells by enabling two-
photon processes which leads to the increase of photocurrent
in a system.

However, the deep-level impurity band also introduces
electron-hole pair recombination centers, which normally

lead to the increase of nonradiative Shockley-Reed-Hall
(SRH) processes5,6 that are detrimental to the efficiency
of the solar cell. When an electron or hole is captured by
a deep-level impurity state the change in charge around
the impurity causes local atomic displacements. Accord-
ing to the microscopic theory of Lang and Henry7 these in
turn strongly increase the capture cross-section of excited
conduction electrons and valence holes into the interme-
diate band. Based on this theory, Luque et al.

8 argued
that if the intermediate band becomes delocalized due to
a large density of impurities, the charge of the trapped
electron or hole will spread out. This in turn could sup-
press the atomic displacements and therefore the nonra-
diative recombinations. This theory has been criticized9

but it appears to be consistent with experiments in Ti-
doped Si10 where the carrier lifetime increases with Ti
doping. Consequently, a central question is how many
impurities are needed to induce an insulator-metal tran-
sition in the intermediate band. From a general perspec-
tive this question is not only relevant for the efficiency of
intermediate band solar cells, but is in fact a fundamental
question in condensed matter physics.

In 1977 Anderson and Mott shared one third each of
the Nobel prize in physics in part for their study of the lo-
calization of electrons in semiconductors. Although they
shared this Nobel prize they each had a distinct argument
why the electrons become localized11,12. In Mott’s model
the localization of electrons, or rather the lack thereof, is
controlled by the screening of the impurity potentials due
to the long-range Coulomb interaction. When an impu-
rity is isolated, it tightly traps the doped carriers. How-
ever, when the impurity concentration increases the elec-
trons from one impurity screen the potential of a neigh-
boring impurity thereby causing the electrons to be delo-
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calized. We note here that Mott localization should not
be confused with Mott-Hubbard localization13, in which
intra-atomic Coulomb repulsion causes localization by
opening a Mott gap. In Anderson’s model the localiza-
tion of electrons occurs purely due to the impurities being
disordered. Most studies on IBSCs consider only Mott’s
criterion for localization2–4,14–28. On the other hand An-
derson localization in the context of IBSCs is examined
less, either via approximate models8 or phenomenological
fits21 and rarely via first principles calculations29. Un-
biased first principles calculations that take into account
the material specifics can provide a unique perspective
to investigate the relative importance of these two local-
ization mechanisms in IBSCs.

Among the intermediate band semiconductors, Si
doped with elements such as Ti has the clear advantage
that the host semiconductor is well studied. Moreover,
experimental indications for the promise of Ti doped
Si are found in electrical resistivity and carrier life-
time measurements15,17. However, to reach an insulator-
metal transition in the intermediate band, Ti concen-
trations beyond the solubility regime are required and
non-equilibrium crystal growing techniques need to be
applied, which are challenging10. Therefore independent
first principles simulations including the effects of disor-
der will provide valuable guidance towards achieving high
efficiency in Ti doped Si-based IBSCs.

In this letter, we systematically study the metal-
insulator transition in Ti doped Si as a function of
Ti concentration, by combining two recently developed
techniques, the Effective Disorder Hamiltonian Method
(EDHM)30 and the Typical Medium Dynamical Clus-
ter Approximation (TMDCA)31. We explore the mo-
bility edge separating the delocalized and localized elec-
tron states in the intermediate band, and find the criti-
cal impurity concentration of the localization transition.
Moreover, by theoretically separating the effect of Mott
and Anderson localization, we are able to compare these
two mechanisms, and find that Anderson dominates over
Mott localization in Ti doped Si.

Methods.—First principles simulations take into ac-
count the multi-orbital nature of materials and the com-
plex non-local structure of realistic impurity potentials.
However, Anderson localization is usually not investi-
gated from first-principles because localized states can
be very large and typically need to be simulated with
hundreds of thousands of lattice sites32. To overcome
the computational expense we have recently developed a
method that combines the EDHM and the TMDCA to
study Anderson localization from first principles33. We
have already applied this combined method to supercon-
ductors33, dilute magnetic semiconductors34, and here
are applying it to the intermediate band semiconductor
Ti doped Si. For another recent computational approach
to study Anderson localization from first principles we
refer to Ref. 29.

The EDHM30 is a Wannier function35,36 based method
which allows to derive accurate low-energy tight-binding

models of disordered materials from DFT calculations as
has been demonstrated in numerous case studies30,37–40.
Specifically, models of both undoped Si and a supercell
with a single Ti impurity are derived in the Wannier ba-
sis functions of Si-s, Si-p and Ti-d, and the impurity po-
tential is captured by the difference of these two mod-
els. Experimental measurements and theoretical calcu-
lations15,19 have shown that the Ti dopants are mostly
interstitial impurities rather than (Si,Ti) substitutions
and hence we focus here on Ti interstitials. To capture
the experimental band-gap of Si we apply the LDA+U
approximation, which we found to compare accurately
with the modified Becke-Johnson potential41,42. In this
study we used three different sizes of supercells: TiSi8,
TiSi64 and TiSi216 which lead to three different impurity
potentials.

Next we use the low-energy tight-binding model of
pure Si and the Ti impurity potentials obtained from
the EDHM as input for the TMDCA. The TMDCA
is a cluster extension of the typical medium theory
(TMT)43, which in turn is a modification of the co-
herent potential approximation (CPA)44, where a ge-
ometric average of the local density of states (DOS):
(DOS1·DOS2 · ...·DOSN )1/N is carried out in the im-
purity solver instead of the usual arithmetic average:
(DOS1+DOS2 + ...+DOSN )/N . Here DOSi is the DOS
at a particular site in a particular disorder configura-
tion and N is the total number of sites. The resulting
geometrically averaged DOS or typical density of states
(TDOS) captures the physics of localization43,45. TDOS
is finite in the delocalized phase and vanishes at the lo-
calized phase and so serves as an order parameter for the
transition. Therefore, by comparing DOS and TDOS in
the same plot, we are able to determine which states are
localized and which are metallic. TMDCA overcomes the
restrictions of the TMT and accurately predicts the crit-
ical disorder strength of the single-band Anderson model
with uniform disorder31. In order to deal with more com-
plicated realistic systems, the TMDCA is extended to
systems with off-diagonal disorder46 and to multi-band
systems33. For both extensions the TMDCA has been
found to accurately reproduce the localization phase dia-
grams obtained with well established theoretical methods
such as the transfer matrix method and the kernel poly-
nomial method33,46.

Results.—First, we derive the critical concentration for
the metal insulator transition in Ti doped Si by calculat-
ing DOS and TDOS for various Ti concentrations, x. We
have checked convergence against various computational
parameters41. Fig. 2 displays the concentration x evo-
lution of the DOS and TDOS. The band roughly above
1.25 eV corresponds to the conduction band and the one
below 0 eV is the valence band. The partially filled inter-
mediate band is centered within [0.25,0.35] eV below the
conduction band in agreement with experimental obser-
vations15–17,47,48 that range within [0.21,0.36] eV. Let us
focus first on the results derived from the TiSi216 super-
cell. For the relatively large Ti concentrations, x=1%,
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FIG. 2. (color online) Density of States (DOS) and Typical
Density of States (TDOS) of Ti doped Si for various Ti con-
centrations: x =1%, 0.4%, 0.2%, 0.1%. Two sets of results
are presented based on the impurity potentials from super-
cell calculations with two difference sizes: TiSi8 and TiSi216.
VB, CB, and IB correspond to the valence, conduction and
intermediate band, respectively. The chemical potentials are
indicated by dashed lines.

the TDOS of the impurity band is finite indicating that
its states are delocalized, i.e., metallic. As the Ti concen-
tration x decreases, the TDOS of the intermediate band
gradually decreases and starts to vanish at concentrations
between x=0.2% and x=0.1% signaling the localization
transition. These values correspond to a critical Ti con-
centration between 1.0×1020 cm−3 and 5.0×1019 cm−3,
which is consistent with some of the available experi-
mental results18,49, but not others50. We have checked
that neither lattice relaxation, nor spin-polarization ef-
fects change this conclusion significantly41. Both theoret-
ical calculations and experiments have shown that such
high concentrations of Ti in Si are thermodynamically
unstable10,19. Hence non-equilibrium growth techniques
have been employed to increase doping10. Drawbacks of
such preparation methods are inhomogeneous distribu-
tions of dopants and damage to the crystal structure.
Still the effect of these nonidealities is not strong enough
to counteract the experimentally observed lifetime recov-
ery10. Furthermore, a recent study28 shows that the cel-
lular breakdown in Ti doped Si can be suppressed for
Ti concentrations as high as 6%. Despite the progress,
hyperdoping Si with Ti remains challenging and conflict-
ing results have been reported about the metal insulator
transition in Ti doped Si18,49,50. Therefore our first prin-
ciples derivation of the critical concentration is a valu-
able benchmark. However, the theoretical derivation of
the critical concentration by itself does not answer the
question what causes the metal-insulator transition in Ti
doped Si: is it Mott localization or Anderson localiza-
tion?

To investigate the relative importance of Mott’s and

Anderson’s localization mechanisms we will now explore
the effects of screening in our simulation. In Mott’s orig-
inal picture12, the electronic impurity states are assumed
to be localized, discrete, and bound to the impurity. As
the number of impurities increases, however, the bind-
ing potential of one impurity undergoes Thomas-Fermi
screening by the long-range Coulomb potentials of the
electrons on the surrounding impurities. The Mott tran-
sition from insulator to metal occurs when this screening
reduces the strength of the impurity potential below a
critical value, squeezing the impurity state into the con-
tinuum and forming a metal. Unlike the effects of Mott-
Hubbard localization caused by intra-atomic Coulomb
repulsion, Mott’s model based on Thomas-Fermi screen-
ing can be captured accurately within DFT. In doped
semiconductors Mott and Anderson localization are en-
tangled51 and it is usually quite challenging to distin-
guish them. However, it turns out that within our
EDHM+TMDCA method the separation of Mott’s and
Anderson’s mechanisms is natural.

In Mott’s picture of localization, the states are pushed
into the continuum due to the screening of the potential,
while in Anderson localization, the states are localized
due to disorder. Therefore, by tuning the strength of
screening and disorder separately, we are able to distin-
guish the effect of Mott and Anderson localizations. In
our method, the strength of disorder is tuned by the con-
centration of impurities in the TMDCA calculation, while
the screening effect as captured by the EDHM is frozen
in the impurity potential. By changing the size of the su-
percell used for the EDHM when deriving the impurity
potential, we have a separate knob to tune the strength of
the screening effect. Based on this, we derive the impu-
rity potential from three different supercell sizes: TiSi8,
TiSi64 and TiSi216. Given that the Ti concentration in
the TiSi8 supercell is 27 times larger than in the TiSi216
supercell one would expect based on Mott’s mechanism
a strong reduction of the impurity potential and there-
fore a decrease in the localization. However, as shown
in Fig. 2 we distinguish no significant effect on the local-
ization from the TMDCA based on these two impurity
potentials. For each of the four disorder concentrations
we see only minor changes in the DOS and TDOS for the
TiSi8 and TiSi216 derived impurity potentials. The rela-
tive difference between the DOS and TDOS is much more
sensitive to changes in disorder than to the changes in
the screening. The DOS and TDOS vary even much less
when the impurity potentials from TiSi64 and TiSi216 are
compared41. More importantly, the critical impurity con-
centration for all three investigated screening strengths
lies between x=0.2% and x=0.1%. This indicates that
the screening induced Mott localization plays a marginal
role here compared to Anderson localization, despite the
fact that most studies on IBSCs focus on Mott’s crite-
rion only. The above described approach of gauging the
relative strengths of the Mott and Anderson localization
methods is not just limited to Ti doped Si, but can be
applied to doped semiconductors in general.
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FIG. 3. (color online) Density of States (DOS) of Ti doped Si
for Ti concentration x =0.2% based on the impurity potential
derived from the TiSi216 supercell. (a) Orbital resolved con-
tributions. (b) DOS when hybridization between Ti-t2g and
Si-s, Si-p is removed. The dashed line indicates the chemical
potential.

To understand the weak effect of Mott’s screening on
Ti doped Si we take a closer look at the electronic struc-
ture of the impurity band complex. Fig. 3(a) shows the
DOS of Si with 0.2% of Ti impurities, now resolving the
partial contributions from Ti-t2g, Ti-eg and Si-s+Si-p.
As we can see the intermediate band complex consists
of a strong mixture of Ti-t2g, Si-s and Si-p. Clearly the
hybridization of the Ti-t2g orbitals with Si-s/Si-p plays
an important role in the formation of the impurity band.
To better illustrate this we plot in Fig. 3(b) the total
DOS for a calculation in which we switch off the hy-
bridization of Ti-t2g with Si-s and Si-p in our effective
tight-binding model. Fig. 3(b) shows that in that case
the impurity band vanishes from the gap and ends up
about 1 eV above the bottom of the conduction band.
In other words the hybridization of Ti-t2g with Si-s and
Si-p is what creates the impurity band and this explains
why the effects of screening are so weak in Ti doped Si.
The main effect of the Ti impurity is coming from the
overlaps of the Ti-t2g wave functions with those of the
Si-s and Si-p wave functions and those are affected only
weakly by screening at most. For example, the largest
element in our first principles derived impurity potential
is a hopping element between Ti-t2g and a nearest neigh-
boring Si-p orbital. Its value of 1.4 eV differs only by
1 meV when its extracted from the TiSi8 supercell in-
stead of the TiSi216 supercell. Based on this microscopic
insight we expect that our conclusion on the weakness
of screening effects in Ti doped Si can be generalized
to other IB semiconductors. In particular, in transition
metal doped intermediate band semiconductors such as
Co doped Si23, V doped In2S3

52, Ti doped GaAs53 and
Cr doped AlP54, we can expect a strong hopping disor-
der, given that the transition metal d impurity orbitals
are highly distinct from the s and p host orbitals. On the
other hand, in S doped Si the impurity and host atoms
are chemically close to each other because S and Si are
in the same row and only two columns apart in the pe-
riodic table. Therefore the impurity band in this case
is expected to be less controlled by hopping to impurity

sites and hence more susceptible to screening effects, ex-
plaining why long range Coulomb effects in S doped Si
may play a more important role21.

Our finding that in Ti doped Si Anderson localization
dominates over Mott localization has important conse-
quences for the theory of intermediate band solar cells in
this system and others like it, given that the nature of
these two localization mechanisms is fundamentally dif-
ferent. First of all, the Mott transition is believed to be
first order12, whereas the Anderson transition is a sec-
ond order phase transition55. Therefore, one expects a
less abrupt lifetime recovery as a function of Ti doping
for Anderson localization than for the Mott’s mechanism.
Concurrently, there should be a smooth drop in the re-
sistivity across the critical concentration rather than an
abrupt one, which provides a signature to be looked for in
future experiments. Furthermore, a Mott localized state
is trapped by a single impurity whereas the Anderson lo-
calized state is typically trapped by a cluster of impurities
that has a large extent in space29. This means that the
charge in an Anderson localized state will be more spread
out and less likely to cause non-radiative recombinations
than in a Mott localized state. Finally, the Anderson
transition is a quantum phase transition only defined at
zero temperature55, whereas the relevant temperature for
IBSCs is room temperature. However, it has been shown
that effects of the Anderson localization, such as vari-
able range hopping, extend to room temperature and be-
yond56–58. Moreover, even if an electron hops between
Anderson localized states via interaction with phonons59,
an important question is how fast it will do so. If the time
scale is larger or comparable to the carrier lifetime then
the Anderson localization should still strongly affect the
non-radiative recombination rate. Given that both vari-
able range hopping and non-radiative recombinations are
controlled by phonons, it is conceivable that their time
scales be comparable. The above implications for the
theory of IBSCs highlight the richness of the physics of
Anderson localization and that of disordered materials in
general.

In summary, by combining two recently developed the-
oretical techniques, the EDHM and the TMDCA, we in-
vestigate from first principles the metal-insulator tran-
sition in the promising intermediate-band photovoltaic
material Ti doped Si. We systematically study the local-
ization in the impurity band and find that the impurity
band electrons delocalize for a Ti concentration between
x=0.1% and x=0.2%. These results provide a valuable
benchmark given the conflicting experimental reports on
the critical Ti concentration in Ti doped Si. Our calcu-
lation can be applied to other systems with intermediate
bands providing guidance to make highly efficient IB so-
lar cells. Moreover, our approach provides a systematic
way to study the nature of the localization transition by
separating the effects of Mott and Anderson localization.
Our results show that in Ti doped Si, Anderson localiza-
tion dominates over Mott localization, despite that most
studies on intermediate band solar cells consider Mott’s



5

criterion for localization only. The reason for the weak-
ness of Mott localization here is that the impurity band
is induced by the hopping between Ti-t2g and Si-s/Si-p
orbitals, an effect that can not be diminished by screen-
ing. Given the fundamental differences between Mott
and Anderson localization our finding has important im-
plications for the theory of intermediate band solar cells.
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B 78, 195106 (2008).

33 Y. Zhang, H. Terletska, C. Moore, C. Ekuma, K.-M. Tam,
T. Berlijn, W. Ku, J. Moreno, and M. Jarrell, Phys. Rev.
B 92, 205111 (2015).

34 Y. Zhang, R. Nelson, E. Siddiqui, K.-M. Tam, U. Yu,
T. Berlijn, W. Ku, N. S. Vidhyadhiraja, J. Moreno, and
M. Jarrell, Phys. Rev. B 94, 224208 (2016).

35 N. Marzari and D. Vanderbilt, Phys. Rev. B 56, 12847
(1997).

36 W. Ku, H. Rosner, W. E. Pickett, and R. T. Scalettar,
Phys. Rev. Lett. 89, 167204 (2002).

37 T. Berlijn, C.-H. Lin, W. Garber, and W. Ku, Phys. Rev.
Lett. 108, 207003 (2012).

38 T. Berlijn, P. J. Hirschfeld, and W. Ku, Phys. Rev. Lett.
109, 147003 (2012).

39 L. Wang, T. Berlijn, Y. Wang, C.-H. Lin, P. J. Hirschfeld,
and W. Ku, Phys. Rev. Lett. 110, 037001 (2013).

40 T. Berlijn, H.-P. Cheng, P. J. Hirschfeld, and W. Ku,
Phys. Rev. B 89, 020501 (2014).

41 Technical details are provided in the Supplementary Infor-
mation, which includes Refs.60–64.

42 F. Tran and P. Blaha, Phys. Rev. Lett. 102, 226401 (2009).
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