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Abstract

The temperature (T ) and density (ρ) conditions at which hydrogen undergoes a molecular-to-

atomic (MA) transition is crucial to our understanding of the gas-giant planets such as Jupiter

and Saturn. First-principles (FP) calculations suggest that this transition is coincident with met-

allization and acts as a catalyst for hydrogen-helium demixing, which has significant consequences

for models of planetary interiors. Prediction of this transition boundary has proven to be difficult

using FP methods. In particular, detailed comparisons of finite temperature density functional

theory (FT-DFT) calculations of the MA transition in both the high-T , low-ρ regime, where the

transition is largely T -driven, and the low-T , high-ρ regime, where the transition is largely ρ-driven,

suggest that the transition is very sensitive to the exchange-correlation (xc) functional used in the

calculation. Here we present a detailed comparison of previous multiple-shock electrical conductiv-

ity measurements with FT-DFT calculations employing various xc functionals to probe a regime

where both T and ρ play an important role in the transition. The measurement results are found

to be inconsistent with the semi-local xc functional PBE, and are in much better agreement with

the nonlocal xc functionals vdW-DF1 and vdW-DF2. Furthermore, we show that the inconsistency

with PBE likely stems from pressure errors associated with the PBE xc functional, resulting in cal-

culated pressures that are too low at these T and ρ conditions. Together with previous comparisons

at high-T , low-ρ and low-T , high-ρ these results provide a consistent picture for the MA transition

over a wide T and ρ range. This picture may also provide insight into differences in experimental

observations of the metallization of liquid hydrogen and deuterium in the low-T regime.
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I. INTRODUCTION10

The question of precisely how and at what pressure (P ) hydrogen metallizes at low11

temperature (T ) has become one of the longest-standing open questions of high-pressure12

physics.1 Also of great interest, due to its relevance to planetary science,2,3 is the analo-13

gous molecular insulator to atomic metal transition in the liquid at low T , just above the14

melt boundary. First-principles (FP) calculations suggest that hydrogen metallization is15

coincident with a molecular-to-atomic (MA) transition and acts as a catalyst for hydrogen-16

helium demixing.4 Thus the location of the MA transition in the low-T liquid could provide17

a constraint for the low-P boundary of the region of hydrogen-helium immiscibility and18

justification for the presence of a layer boundary in the interior of gas-giant planets, a nec-19

essary feature of the often-used three-layer model,5 which has shown reasonable success in20

describing observables of Jupiter and Saturn.621

Hydrogen, as one of the simplest elemental systems, has also been a model system in22

the development of advanced FP simulation techniques including finite temperature density23

functional theory (FT-DFT) and quantum Monte Carlo (QMC) methods.1 However, predic-24

tion of the MA transition using FP methods has proven to be very sensitive to the framework25

used. Recent work7 comparing FT-DFT methods to the deuterium Hugoniot – the locus26

of end states achievable through compression by large amplitude shock waves – concluded27

that no one exchange-correlation (xc) functional adequately describes the MA transition. In28

this high-T (∼5-10 kK), low-density (ρ) regime where dissociation is largely T -driven the29

P onset of the MA transition, as evidenced by first-shock ρ and reshock P measurements,30

is underestimated by the semi-local xc functional PBE8 and is best described by nonlocal31

functionals, such as vdW-DF19 and vdW-DF2.10 However, the P width over which disso-32

ciation occurs is likely overestimated by these vdW functionals, and is in better agreement33

with PBE.34

Differences between functionals become even more pronounced in the low-T (∼1-2 kK),35

high-ρ regime where the MA transition appears to be largely ρ-driven. In this regime the36

predicted transition P and ρ are extremely sensitive to the xc functional. For PBE, vdW-37

DF1, and vdW-DF2 the predicted transition P differs by ∼200-300 GPa (see Fig. 1) and38

the ρ at the transition ranges from ∼0.75-1.2 g/cm3 for hydrogen and ∼1.5-2.4 g/cm3 for39

deuterium.11–15 Experimental determination of the MA transition in this regime also span a40

3



50 100 150 200 250 300 350 400

Pressure (GPa)

0.5

1

1.5

2

2.5

3

3.5

4

T
e

m
p

e
ra

tu
re

 (
1

0
0

0
 K

)

Ref [21,22] semiconducting

Ref [21,22] metallic

Ref [17]

Ref [18]

Ref [19]

Ref [20]

Ref [15]

Ref [14] PBE

Ref [14] vdW-DF2

Ref [12] PBE

Ref [14] PBE, H2

Ref [15] vdW-DF1

Ref [15] vdW-DF1, D2

Ref [15] vdW-DF2

Ref [15] vdW-DF2, D2

Ref [14] vdW-DF2, H2

FIG. 1. T -P phase diagram showing experimental and theoretical estimates for the metallization of

hydrogen/deuterium. Experiment: open (closed) diamonds,21,22 semiconducting (metallic) states

from multiple-shock experiments with corrected T (see Sec. II); gray triangle,17 gray square,18

black square,19 and black triangle,20 static high-P and pulsed heated experiments; colored open

and closed circles,15 dynamic compression experiments. Theory: open black (orange) circles,14

calculations of σ = 2000 (Ω cm)−1 for PBE (vdW-DF2) with nuclear (hydrogen) treatment for the

ions; solid12 and dotted14 black lines, first-order MA transition boundary for PBE with classical and

nuclear (hydrogen) treatment for the ions, respectively; solid and dashed green lines,15 transition

boundary for vdW-DF1 with classical and nuclear (deuterium) treatment for the ions, respectively;

solid,15 dotted,14 and dashed15 orange lines, transition boundary for vdW-DF2 with classical,

nuclear (hydrogen), and nuclear (deuterium) treatment of the ions, respectively.

large range in P . Dynamic compression experiments15 on liquid deuterium in the ∼1-2 kK41

regime performed at the Sandia Z machine16 revealed an abrupt MA transition, as evidenced42

by a sudden increase in reflectivity between ∼280 and 305 GPa, in reasonable agreement43

with the nonlocal vdW-DF2 xc functional. Static high-P and pulsed heated experiments17–2044

on hydrogen and deuterium in a similar T regime suggest the MA transition occurs at ∼7545

to 170 GPa, based on observation of T plateaus in the heating curves and increases in46

reflectivity, seemingly in better agreement with the semi-local xc functional PBE.47

The first experiments21,22 to address the MA transition in liquid hydrogen and deuterium48

were performed roughly 20 years ago using gas-gun techniques. In that study multiple-49

shock compression, achieved through a wave reverberation technique, was used to attain50
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successively higher P and T states in liquid hydrogen and deuterium. Measurement of the51

electrical conductivity (σ) in the peak state revealed saturation at ∼2000 (Ω cm)−1, a value52

consistent with minimum metallic conductivity, at a P of ∼140 GPa and an estimated T53

of ∼2600 K. This set of experiments provides another very good test of FP methods in a54

regime in which both T and ρ (or P ) play an important role in the MA transition. However,55

while indirect comparisons between the measured σ and FP calculations have been made, to56

the best of our knowledge no one has performed a detailed comparison of these experimental57

results with FP calculations.58

Here we present a detailed comparison of the measured σ from multiple-shock compression59

experiments21,22 with FT-DFT calculations using both semi-local (PBE) and nonlocal (vdW-60

DF1 and vdW-DF2) xc functionals. We show that the measured results are inconsistent61

with PBE predictions. Similar to both the T -driven and ρ-driven regime, PBE appears to62

underestimate the P conditions necessary for dissociation. In contrast, the MA transition63

appears to be better described by the vdW xc functionals. Furthermore, we show that the64

inconsistency with PBE likely stems from P errors associated with the PBE xc functional,65

resulting in calculated P that are too low at these T and ρ conditions. These results,66

along with the previous studies comparing the various xc functionals in the T -driven7 and67

ρ-driven15 regimes, provide a consistent picture for the MA transition over a wide P and68

T range, and raise questions about the recent static high-P and pulsed heated studies17–2069

that appear to be in agreement with predictions from PBE.70

Section II summarizes the multiple-shock experiments,21,22 and includes a reanalysis of71

the results. The original study included inconsistencies in both the inferred T states reached72

and in the fit to a semiconductor model used to interpret the measured σ. Correction of both73

of these inconsistencies is important with respect to comparisons with the FP calculations.74

Section III describes the FT-DFT calculations performed to determine σ and the energy75

gap for the various xc functionals and compares these with the experimental measurements.76

The results are discussed in Sec. IV. The main findings are summarized in Sec. V.77

II. REANALYSIS OF MULTIPLE-SHOCK CONDUCTIVITY EXPERIMENTS78

The first experiments21,22 to address the MA transition in hydrogen and deuterium were79

performed roughly 20 years ago by Nellis, Weir, and Mitchell (NWM) using gas-gun tech-80
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niques. A layer of liquid hydrogen or deuterium was compressed by multiple-shocks using81

a wave reverberation technique; this minimized the entropy increase, thereby minimizing82

the temperature (T ) in the peak state. The sample was contained within a cell between83

two sapphire anvils and cooled to cryogenic temperatures. The sample cell was impacted84

by a metal anvil (either aluminum or copper) resulting in a strong shock wave that rever-85

berated between the relatively stiff sapphire anvils, driving the sample to high pressure (P )86

and density (ρ) and relatively low T . The impact velocity (vf ) was measured using a flash87

x-ray technique.23 The peak P of the sample was determined from the known equations of88

state (EOS) of aluminum, copper, and sapphire and the measured vf (in the reverberation89

configuration the peak P is only a function of the confining anvils and does not depend90

upon the EOS of hydrogen or deuterium). The electrical conductivity (σ) was measured at91

the peak state using either a constant-voltage, two-probe method (σ < 10 (Ω cm)−1) or a92

constant-current, four-probe method (σ > 10 (Ω cm)−1). We note that vf and σ were the93

only quantities measured in these experiments.94

To estimate the T and ρ of the sample in the peak state two different EOS models for hy-95

drogen and deuterium were considered; a tabular EOS denoted as Kerley24 and an analytical96

EOS denoted as Ross.25–27 Because only one of these EOS models (Kerley) was in a tabular97

format, conducive for use in hydrodynamic simulations, two different methods were used to98

infer T and ρ; these two methods were described by NWM as being different but equivalent.99

Method 1, used for the Kerley EOS, inferred T and ρ from hydrodynamic simulations of100

the impact experiments, and therefore fully accounted for the multiple-shock nature of the101

experiments. Method 2, used for the Ross EOS, inferred T and ρ by determining T (Pmax)102

and ρ(Pmax) along an isentrope centered at the first shocked state of the hydrogen or deu-103

terium (P1, T1, and ρ1), where Pmax was the peak P reached in the experiment. In other104

words, method 2 only accounted for the entropy increase due to the first shock, and treated105

the subsequent compression as isentropic.106

These two methods are, in fact, not equivalent; method 2 fails to account for the non-107

negligible increase in entropy that results from the subsequent shocks during the reverbera-108

tion. The difference in these two methods is illustrated in Fig. 2, which shows two different109

hydrodynamic simulations using the same EOS for hydrogen, Kerley03,28 a modern revision110

of the Kerley EOS used by NWM. The red line represents a simulation accounting for the111

full multiple-shock nature of the experiments (method 1). The blue line represents a simu-112
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FIG. 2. Comparison of the two methods used by NWM to infer T in the multiple-shock experiments

on hydrogen and deuterium. Red line; hydrodynamic simulation accounting for the full multiple-

shock nature of the experiment (in this case SLDM12-H2). Blue line; hydrodynamic simulation

with the same magnitude first shock followed by ramp compression to the same peak P (in this

case 142 GPa). Both simulations used the Kerley0328 EOS for hydrogen (a modern revision of the

Kerley24 EOS used by NWM).

lation with the same magnitude first shock followed by ramp compression to the same peak113

P (method 2). In these simulations EOS models 3325,29,30 3700,31,32 and 741133 were used114

to model copper, aluminum, and sapphire, respectively. As can be seen in the figure, T in115

the peak state for these two simulations differs by over 500 K. This is completely explained116

by the difference in entropy of the final states for the two different methods used by NWM.117

As a result, the T in the peak states inferred by NWM using the Kerley EOS with method118

1 and the Ross EOS with method 2 were considerably different.119

The differences in inferred T for the subset of hydrogen experiments performed by NWM120

are shown graphically in Fig. 3 and listed in Table I. The colors and symbols denote the121

method used to infer T and the EOS model, respectively: red and blue correspond to method122

1 and 2, respectively; squares, circles, and diamonds correspond to the Ross, Kerley, and123

Kerley03 EOS, respectively. As can be seen in Fig. 3 the largest difference in inferred T124

is due to the method used, not the EOS model. In particular, the red and blue diamonds125

represent inferred T for the same EOS model (Kerley03) using the two different methods126
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FIG. 3. Comparison of the inferred T for the NWM hydrogen experiments. The colors and symbols

denote the method used to infer T and the EOS model, respectively: red and blue correspond to

method 1 and 2, respectively; squares, circles, and diamonds correspond to the Ross,25–27 Kerley,24

and Kerley0328 EOS, respectively.

outlined above. The T difference ranges from ∼440-750 K (∼20-30%) with an average T127

difference of ∼550 K over the entire P range. In contrast, differences in inferred T between128

various models for the same calculation method are noticeably smaller.129

NWM interpreted the large T difference arising from the two calculation methods as130

being due to differences in the Kerley and Ross EOS models with respect to dissociation.131

They concluded that the Kerley EOS neglected dissociation at the conditions reached in132

their experiments, and therefore resulted in higher inferred T as compared to the Ross EOS.133

They therefore chose to use the T and ρ values inferred from the Ross EOS (using method134

2) to estimate the states reached in their experiments. However, due to the error in method135

2, these conditions do not accurately reflect the T states reached. We contend that the T136

obtained by method 1 using the Kerley03 EOS are a better representation. We note that137

a similar analysis performed with a revised EOS for hydrogen and deuterium by Saumon34
138

resulted in very similar T and ρ states (see Table I), lending confidence in these inferred139

values. Also, we note that Kerley03 is a widely-used EOS model and was used to infer T140

and ρ (along with the vdW-DF2 xc functional) in the low-T , high-ρ metallization study.15141

Finally, we acknowledge that EOS models based on FT-DFT calculations are available.35,36142
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TABLE I. Inferred P , T , and ρ states reached in the multiple-shock experiments21,22 on hydrogen

and deuterium performed by NWM. The first four columns list the experiment designation, im-

pactor material, measured impact velocity, and measured σ, respectively. The subsequent columns

list the inferred P , T , and ρ reported by NWM (using the Ross EOS and method 2) and the inferred

P , T , and ρ obtained using method 1 and the Kerley0328 and Saumon34 EOS. The subsequent

analysis performed in this work uses the values inferred from the Kerley03 EOS.

NWM Kerley03 Saumon

Experiment Impactor
vf σ P T ρ P T ρ P T ρ

(km/s) (Ω cm)−1 (GPa) (K) (g/cm3) (GPa) (K) (g/cm3) (GPa) (K) (g/cm3)

SLDMS4-D2 Aluminum 5.59 0.71 93 2090 1.17 93 2204 1.25 93 2197 1.26

SLDMS5-D2 Aluminum 6.76 77 121 2760 1.29 121 2987 1.38 121 2998 1.39

SLDMS8-D2 Aluminum 7.33 417 135 3090 1.35 136 3397 1.44 136 3476 1.45

SLDMS6-H2 Aluminum 5.90 2.6 100 1670 0.61 100 1978 0.64 100 1867 0.66

SLDMS13-H2 Aluminum 6.10 7.1 105 1810 0.62 105 2093 0.66 105 1976 0.67

SLDMS7-H2 Aluminum 6.90 135 124 2230 0.66 125 2567 0.70 125 2430 0.72

SLDMS9-H2 Aluminum 6.91 313 124 2230 0.66 125 2573 0.70 125 2436 0.72

SLDM12-H2 Copper 5.58 2380 141 2560 0.69 142 2984 0.73 142 2889 0.76

SLDMS10-H2 Copper 5.96 1670 155 2730 0.72 156 3310 0.76 156 3253 0.79

SLDMS11-H2 Copper 6.65 2000 180 2910 0.77 183 3951 0.81 183 3848 0.84

However, at the P , T , and ρ conditions relevant here these models rely primarily on FT-143

DFT calculations using the PBE8 xc functional. As shown here and elsewhere,1,7 PBE144

systematically underestimates the P conditions necessary for dissociation, which can result145

in isentropes that exhibit −dT/dP at P below where saturation in σ was observed in the146

NWM experiments. Perhaps even more problematic, we show in Sec. IV that PBE exhibits147

P errors that result in calculated P that are too low at a given T and ρ condition, or148

equivalently, ρ that are too high at a given P and T condition. For these reasons we do149

not consider these PBE based EOS tables in estimating the conditions reached in the NWM150

experiments.151

To infer an energy gap as a function of ρ from their measurements of σ, NWM appealed152

to a simplified semiconductor model. The data were fit to153

σ = σ0 exp
[
− Eg(ρ)/2kBT

]
(1)

where σ0 is the limiting value of conductivity, kB is Boltzmann’s constant, and Eg(ρ) is the154

energy gap, assumed to be linear in ρ and independent of T . The result of a least-squares155

9



fit was reported to be156

Eg(ρ) = 20− 62.6ρ (2)

where Eg is in units of eV, ρ is the molar density in units of mol/cm3, and σ0 = 90 (Ω cm)−1.157

NWM suggested this fit was reasonable, noting that a value of σ0 = 200 - 300 (Ω cm)−1 is158

typical of liquid semiconductors. However, this value for the limiting conductivity requires a159

negative energy gap to reproduce the measured σ for molar densities above ∼0.32 mol/cm3
160

(using the Ross EOS and method 2 to infer ρ), which is inconsistent with the requirement161

that Eg ≥ 0. If one uses the same model, but instead constrains σ0 to be the average of the162

measured σ at saturation, σ0 = 1850 (Ω cm)−1, a physically reasonable result is obtained.163

In this case164

Eg(ρ) = 18.3− 49.8ρ (3)

and the gap closes at ∼0.37 mol/cm3 (using the Kerley03 EOS and method 1 to infer ρ),165

consistent with the observed saturation in σ.166

These two fits are displayed graphically in Fig. 4(a). The black and gray circles are the167

energy gap values obtained from Eq. 1 using the T and ρ values inferred from the Ross EOS168

using method 2 and the T and ρ values inferred from the Kerley03 EOS using method 1,169

respectively. The dashed and solid black lines are the corresponding fits (Eq. 2 and Eq. 3,170

respectively). The dashed gray line denotes the temperature of the system in eV (kBT as a171

function of ρ). This figure clearly shows the inconsistent behavior that arises from setting172

the limiting conductivity value at σ0 = 90 (Ω cm)−1. The estimated energy gap reaches a173

value equal to (kBT ) at ∼0.32 mol/cm3, significantly lower than the ρ at which a minimum174

metallic conductivity was reached in the experiments. In order to match the measured σ175

at higher ρ a negative energy gap is required. The more reasonable value of σ0 = 1850176

(Ω cm)−1 results in an energy gap that is systematically larger by ∼2 eV, reaching zero at177

∼0.37 mol/cm3, in agreement with observations.178

We note that ρ was not measured in the experiments performed by NWM; the quantity in179

the peak state that was most tightly constrained is the peak P . We therefore also considered180

the inferred energy gap as a function of P , as shown in Fig. 4(b). Again, the estimated energy181

gap using the T and ρ values inferred by NWM using σ0 = 90 (Ω cm)−1 is systematically low,182

reaching a value equal to (kBT ) at ∼120 GPa, roughly 20 GPa lower than the P at which183

a minimum metallic conductivity was reached in the experiments. However, because of the184
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FIG. 4. Energy gap as a function of (a) molar density and (b) P . The black and gray circles are

the energy gap values obtained from Eq. 1 using σ0 = 90 (Ω cm)−1 with T and ρ values inferred

from the Ross25–27 EOS using method 2 and those obtained from Eq. 1 using σ0 = 1850 (Ω cm)−1

with T and ρ values inferred from the Kerley0328 EOS using method 1, respectively. The dashed

and solid black lines are the corresponding fits (Eq. 2 and Eq. 3, respectively). The dashed gray

line denotes the temperature of the system in eV (kBT as a function of ρ or P ).

difference in inferred ρ between the Ross and Kerley03 EOS, the systematic difference in the185

energy gap when viewed as a function of P is ∼1 eV. Thus the error in the NWM fit to the186

semiconductor model (with σ0 = 90 (Ω cm)−1) underestimates the energy gap by ∼1 eV as187

a function of P as compared to the same semiconductor model with a more reasonable value188

of σ0. In the subsequent section we will compare the results of first-principles simulations189

to this semiconductor model.190

III. COMPARISON WITH FIRST-PRINCIPLES CALCULATIONS191

First-principles (FP) calculations of the electrical conductivity (σ) and the energy gap192

at conditions consistent with the multiple-shock compression experiments21,22 performed by193

NWM were carried out within the framework of finite temperature density functional theory194

(FT-DFT). Both semi-local (PBE8) and nonlocal (vdW-DF19 and vdW-DF210) exchange195

and correlation (xc) functionals were considered. FP molecular dynamics simulations were196
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performed using the Vienna ab initio simulation package (VASP), a plane-wave DFT code197

developed at the Technical University of Vienna.37–39 The density was fixed by the total198

volume of the cubic supercell and the ion temperature was regulated with a Nosé-Hoover199

thermostat.40–42 A total 256 atoms were included in the supercell, with a plane-wave cutoff200

energy of 1200 eV. Simulations were performed in the canonical ensemble, and typically201

covered a few to several picoseconds of real time. The thermodynamic quantities were taken202

as averages over an equilibrated portion of the cumulative averages.203

The electrical conductivity was calculated by averaging over 40 randomly selected204

snapshots for a given temperature (T ) and density (ρ) configuration using the Kubo-205

Greenwood43,44 formula206

σ(ω) =
2πe2

3V m2
eω

∑
kνµ

| 〈kν|p̂|kµ〉 |2(fkν − fkµ)δ(Ekµ − Ekν − h̄ω) , (4)

where ω is the frequency, V is the volume of the supercell, e and me are the charge and mass207

of electrons, respectively, and fkµ is the Fermi occupation number for a given temperature.208

The eigenvalues Ekµ for the Bloch states |kµ〉 are computed within each step of the FT-DFT209

simulation so that the dipole matrix elements 〈kν|p̂|kµ〉 are determined with the momentum210

operator. The imaginary part of the electrical conductivity can be obtained from a Kramers-211

Kronig transformation. For these calculations the Brillouin zone was sampled by a 5×5×5212

Monkhorst-Pack k-point grid.45213

The density of states (DOS) was obtained from the same set of 40 randomly selected214

snapshots. For each given T and ρ configuration a histogram of the eigenvalues of the215

band energies was created from the collection of snapshots and smoothed with a gaussian of216

width 0.2 eV. The energy gaps were extracted directly from the simulations. For each time217

step eigenvalues in the vicinity of the fermi energy were extracted. These eigenvalues were218

then averaged. The energy gap was obtained from the energy difference of the averaged219

eigenvalues. The precision to which the energy gap can be directly computed from the220

simulations is set by the local separation of eigenvalue energies on either side of the gap.221

Eigenvalue averages for adjacent eigenstates indicate these local differences to be ∼0.15 eV;222

states with energy gap values on the order of 0.15 eV or less were assumed to be have a223

closed gap and the energy gap was set to zero.224

As described in Sec. II, the measured quantities in the multiple-shock experiments of225

NWM were the impact velocity (vf ) and σ. The peak P in the experiment was determined226
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from the measured vf and the known EOS of the impactor (copper or aluminum), baseplate227

(aluminum), and anvils (sapphire). In the reverberation geometry used in these experiments228

the P in the peak state is independent of the EOS of hydrogen or deuterium, and is therefore229

well constrained. In contrast, T and ρ in the peak state are calculated and are therefore230

dependent upon the particular model used for hydrogen or deuterium. For the reasons231

discussed in Sec. II, we used the Kerley0328 EOS to estimate the T and ρ conditions at the232

corresponding peak P (see Table II).233

To perform a detailed comparison of the NWM experiments with FP calculations we first234

had to determine how best to equate the peak state of the system. In general, the EOS235

surface of different models are not coincident. Thus, in comparing two models one can only236

match two of the three variables P , T , and ρ that define a particular state of the system.237

Since the peak P in these experiments does not depend upon the hydrogen or deuterium238

EOS, P is an obvious choice for one of the variables to equate. The second variable to239

equate is less obvious. However, in exploring the EOS surface it was found that in this P ,240

T , and ρ regime P depends much more strongly on ρ than T . For example, at ∼100 GPa241

a ∼10% increase in P required only a ∼5% increase in ρ, while the same increase in P242

required roughly a factor of two increase in T . Thus for the comparisons presented here, T243

is a more appropriate second variable to equate than ρ. We therefore chose to fix the T in244

the FT-DFT simulations and vary the ρ until the experimentally inferred P was reached.245

The resulting P , T , and ρ states obtained in this way using PBE, vdW-DF1, and vdW-246

DF2 xc functions are listed in Table II (for each functional P and T are the same as those247

listed under Kerley03). As expected, systematic differences in the inferred ρ were observed.248

In particular, the ρ inferred using the PBE xc functional were found to be significantly larger249

(∼9-12%) than the values obtained from Kerley03. In contrast, both of the nonlocal vdW250

xc functionals resulted in ρ values that were in better agreement with the Kerley03 EOS.251

For both functionals the ρ was found to be lower than Kerley03 at low P (-0.1% and -2.2%252

for vdW-DF1 and vdW-DF2, respectively) and higher than Kerley03 at high P (+5.4% and253

+2.1% for vdW-DF1 and vdW-DF2, respectively). These ρ differences and their effect on254

the calculated σ will be discussed in more detail in the next section.255

The calculated σ for the various xc functionals at these P , T , and ρ conditions are listed256

in Table II and plotted as a function of P in Fig. 5(a). This comparison suggests that PBE257

significantly overestimates σ in this P , T , and ρ regime. In particular, calculations using the258
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TABLE II. Predicted σ from various xc functionals for the estimated P , T , and ρ states reached in

the multiple-shock experiments21,22 on hydrogen and deuterium performed by NWM. The first two

columns list the experimental designation and the measured σ, respectively. The next three three

columns list the T , P , and ρ states reached as inferred using the Kerley0328 EOS. The subsequent

columns list the predicted σ and ρ at the inferred P and T for the PBE, vdW-DF1, and vdW-DF2

xc functionals.

Kerley03 PBE DF1 DF2

Experiment
σ P T ρ σ ρ σ ρ σ ρ

(Ω cm)−1 (GPa) (K) (g/cm3) (Ω cm)−1 (g/cm3) (Ω cm)−1 (g/cm3) (Ω cm)−1 (g/cm3)

SLDMS4-D2 0.71 93 2204 1.25 4989 1.397 1.99 1.249 0.30 1.222

SLDMS5-D2 77 121 2987 1.38 8919 1.534 4518 1.437 493 1.359

SLDMS8-D2 417 136 3397 1.44 9970 1.589 5461 1.514 3234 1.455

SLDMS6-H2 2.6 100 1978 0.64 3456 0.710 0.62 0.641 0.11 0.624

SLDMS13-H2 7.1 105 2093 0.66 4990 0.729 2.32 0.652 0.35 0.636

SLDMS7-H2 135 125 2567 0.70 9034 0.780 1546 0.722 16.2 0.683

SLDMS9-H2 313 125 2573 0.70 9034 0.781 1546 0.722 16.2 0.683

SLDM12-H2 2380 142 2984 0.73 10410 0.816 5671 0.777 1693 0.737

SLDMS10-H2 1670 156 3310 0.76 11290 0.840 7061 0.807 3880 0.774

SLDMS11-H2 2000 183 3951 0.81 13180 0.881 8907 0.854 6551 0.827

PBE xc functional predict that a minimum metallic conductivity should have been observed259

in all experiments performed by NWM. In contrast, the overall trend of the experimental260

data is captured reasonably well by the two nonlocal vdW functionals. However, when261

σ is plotted as a function of molar density, as in Fig. 5(b), all three functionals appear262

to adequately reproduce the experimental results. In particular, the predicted σ for the263

two sets of calculations (hydrogen and deuterium) collapse onto linear trend lines in log(σ)264

vs. ρ (dashed lines in Fig. 5). These trend lines are systematically offset by one order265

of magnitude in σ. We note that given the higher shock impedance of deuterium, those266

experiments reached ∼400 K higher T at a similar P and molar density as compared to267

hydrogen. These isotopic differences will be explored further in the next section.268

Similar behavior is exhibited in the inferred energy gaps extracted from FP calculations269

of the DOS. Figure 6 shows the calculated DOS for the conditions reached in the subset of270

hydrogen experiments performed by NWM. Energy gap values obtained for the various xc271

functionals at the T and ρ conditions listed in Table II are plotted in Fig. 7 as functions272
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FIG. 5. Conductivity as a function of (a) P and (b) molar density. Dark (light) gray circles,

measured21,22 σ for hydrogen (deuterium); Black, green, and orange squares (diamonds), calculated

σ of hydrogen (deuterium) using PBE,8 vdW-DF19, and vdW-DF210 xc functionals, respectively,

at the conditions listed in Table II. The black star is an additional calculated conductivity using

PBE at a lower molar density described in Sec. IV. Dashed lines in (b) are guides to the eye that

are offset by one order of magnitude in σ.

of both P and molar density. Also shown in the figure for reference are the inferred energy273

gap values obtained from the measured σ using Eq. 1 with σ0 = 1850 (Ω cm)−1 and the274

T and ρ values inferred from the Kerley03 EOS. As was the case for σ, PBE appears to275

significantly underestimate the energy gap in this P , T , and ρ regime, while the nonlocal276

vdW functionals are in reasonable agreement with the energy gap values inferred from the277

simple semiconductor model described in Sec. II. However, again, when viewed as a function278

of molar density, all three functionals appear to exhibit very similar results; the extracted279

energy gaps for the two sets of calculations (hydrogen and deuterium) collapse onto linear280

trend lines (dashed lines in Fig. 7). These trend lines are offset in energy, with the deuterium281

trend line being systematically ∼1 eV lower than that of hydrogen. Again, these isotopic282

differences will be explored further in the next section.283
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FIG. 6. Density of states extracted from FP calculations for (a) PBE, (b) vdw-DF1, and (c) vdW-

DF2 at the P , T , and ρ conditions (listed in Table II) reached in the multiple-shock experiments21,22

on hydrogen performed by NWM.

IV. DISCUSSION284

The comparisons shown in Figs. 5 and 7 suggest that the most important parameter in285

determining the location of the MA transition for the various xc functionals is the molar286

density, at least in this P , T , and ρ regime. Given this observation, and the significantly287

larger ρ predicted by PBE at the P and T conditions considered here, one must ask the288
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FIG. 7. Energy gap as a function of (a) P and (b) molar density. The gray circles are the energy

gap values obtained from Eq. 1 using σ0 = 1850 (Ω cm)−1 with the T and ρ values inferred from the

Kerley0328 EOS (see Table II). The dashed gray line denotes the temperature of the system in eV

(kBT as a function of P or ρ); the solid black line is a fit to data where the inferred gap was greater

than the temperature of the system. Black, green, and orange squares (diamonds), calculated

energy gap of hydrogen (deuterium) using PBE,8 vdW-DF19, and vdW-DF210 xc functionals,

respectively, at the conditions listed in Table II. The black star is an additional calculated energy

gap using PBE at a lower molar density described in Sec. IV. Dashed lines in (b) are guides to the

eye and indicate an offset of ∼1 eV between hydrogen and deuterium.

question whether the comparison of the NWM experiments with PBE are biased by our289

choice to equate the P and T in the peak state as opposed to the P and ρ. To investigate290

this we performed several more FP calculations of experiment SLDMS13-H2 (one of the291

lower P hydrogen experiments) using the PBE xc functional.292

Fixing the T and ρ at 2093 K and 0.66 g/cm3 (conditions estimated by the Kerley03 EOS)293

results in a P of 88 GPa for the PBE xc functional, ∼16% lower than the experimentally294

inferred P of 105 GPa. An increase of ∼10% in ρ (to 0.729 g/cm3) was required to increased295

the P to 105 GPa. These were the P , T , and ρ values used in the calculations described in296

the previous section (see Table II). Here, we instead fixed the ρ at 0.66 g/cm3 and varied297

the T . A T increase to 5800 K (a factor of ∼2.8) was required to match the experimentally298

inferred P of 105 GPa. The resulting state was found to exhibit metallic behavior, with σ299
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= 7500 (Ω cm)−1 and no energy gap. We performed a similar exercise at an intermediate ρ300

of 0.689 g/cm3. In this case, a T increase to 4200 K (a factor of ∼2) was required to reach301

the experimentally inferred P of 105 GPa. Again, this state was found to exhibit metallic302

behavior, with σ = 7600 (Ω cm)−1 and no energy gap. It seems clear that for the PBE303

xc functional no matter what T and ρ combination one uses to match the experimentally304

inferred P of 105 GPa, the calculated σ will be much too high, by roughly three orders of305

magnitude. The same conclusions would be reached for the higher P experiments performed306

by NWM. From this exercise we conclude that regardless of how one tries to equate the307

P states reached in the NWM experiments, predictions using the PBE xc functional are308

inconsistent with the measured σ.309

To further explore the trends observed in σ and energy gap with molar density, we also310

performed calculations with the PBE xc functional at lower P . The Kerley03 EOS was used311

to estimate the T that would be reached in a ∼80 GPa multiple-shock experiment. These P312

and T conditions, 80 GPa and 1500 K, respectively, correspond to a molar density of 0.3085313

g/cm3 with the PBE xc functional. At these conditions PBE predicts σ=0.31 (Ω cm)−1 and314

an energy gap of 2.4 eV (shown as black stars in Figs. 5(b) and 7(b)). While these result315

do reasonably follow the trends exhibited by the nonlocal vdW xc functionals, PBE does316

appear to display gap closure at a slightly lower molar density. However, we note the T for317

this PBE calculation is considerably lower (1500 K) than the other calculations considered318

here.319

To evaluate the relative effect of T on the FP calculations we consider σ as a function of320

band gap energy, shown in Fig. 8. The as calculated values (listed in Table II) are plotted321

in Fig. 8(a). Also plotted as triangles and squares are the experimentally measured σ as322

a function of inferred energy gap as determined by NWM and reanalyzed in this work,323

respectively; dark and light gray correspond to hydrogen and deuterium, respectively. As324

expected, the FP calculations, particularly with the nonlocal vdW xc functionals, are in325

reasonable agreement with the experimental measurements and the reanalyzed energy gaps,326

showing a small scatter about a common trend line. These σ values were then normalized to327

a common T of 1978 K (the lowest inferred experimental T ) using the semiconductor model:328

σn = σ1 exp

[
−Eg1
2kBT1

(
T1

1978
− 1

)]
(5)

where σ1 at T1 and Eg1 has been normalized to σn at T of 1978 K and the same energy329
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FIG. 8. Conductivity as a function of energy gap. (a) Dark and light gray circles (triangles) are

the results for hydrogen and deuterium, respectively, from experiments21,22 performed by NWM

where the energy gap was inferred from the modified (original) semiconductor model described in

Sec. II. Black, green, and orange squares (diamonds) are calculations for hydrogen (deuterium)

using PBE,8 vdW-DF19, and vdW-DF210 xc functionals, respectively, at the conditions listed in

Table II. The black star is the additional PBE calculation performed at lower molar density.

(b) Same as (a) but with the conductivity values normalized (Eq. 5) to a common T (1978 K,

corresponding to the lowest T NWM experiment) as described in the text.

gap Eg1 . The normalized experimental and calculated σn are plotted as a function of energy330

gap in Fig. 8(b). We see that the small scatter apparent in Fig. 8(a) can be explained by331

the corresponding T differences. In particular, the low value for σ obtained for the 1500 K332

PBE calculation is largely due to the correspondingly low thermal excitation. These results333

do suggest a small isotopic difference for FP calculations of hydrogen and deuterium; σ334

for deuterium appears to be systematically lower than that of hydrogen by a factor of 2-3.335

While the source of this small isotopic difference is not entirely clear, it suggests the energy336

gap is both a function of T and ρ in this regime, as one might expect.337

These comparisons suggest that the significant differences in σ and the energy gap exhib-338

ited by the various xc functionals when viewed as a function of P , as in Figs. 5(a) and 7(a),339

are largely tied to differences in the predicted P for the xc functionals at similar T and ρ340

conditions. We note that the various functionals considered here have recently been care-341
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fully evaluated with respect to quantum Monte Carlo (QMC) calculations by Clay et al.46342

They explored the accuracy of the various functionals in comparison to QMC calculations343

for both liquid and solid hydrogen structures. The vdW functionals, particularly vdW-DF1,344

were found to provide a very good description of the global and local energetics as compared345

to QMC, but exhibited larger differences in P than PBE relative to the QMC calculations.346

The P obtained from all of the xc functionals were higher than QMC (by ∼5-10% in the347

relevant ρ regime), with PBE and vdW-DF2 being the lowest and highest, respectively.348

This trend in P differences observed by Clay et al., which is consistent with the trend349

observed in this study, would seem to suggest that the P determined by the vdW functionals350

is too high rather than the P determined by PBE being too low. However, this conclusion is351

refuted by the incompatibility of PBE with the measured σ from the NWM experiments. We352

note that the calculations by Clay et al. were carried out in liquid structures with Wigner-353

Seitz radii (rs) of 1.30, 1.45, and 1.60 (1.23, 0.88, and 0.66 g/cm3 in hydrogen, respectively)354

at T = 1000 K. The ρ range considered here corresponds to an rs of 1.5-1.6, within the355

range evaluate by Clay et al., however, the T range considered here (2-4 kK) is higher. At356

higher T , thermal population of electrons into the excited states is not insignificant. This357

thermal occupation of electronic orbitals has direct consequences on the liquid structure and358

the forces, but is not included in the QMC calculations.359

Similar observations were made in a recent evaluation of the various xc functionals with360

high-precision Hugoniot and reshock measurements on liquid deuterium,7 which probed the361

MA transition in the largely T -driven regime. In that study the same trend in P was362

observed for the MA transition along the Principal Hugontiot; dissociation, as evidenced by363

a transient drop in the slope of the shock velocity relative to the particle velocity behind the364

shock front, occurred at a lower P for PBE than for the vdW functionals. Furthermore, the365

experimentally determined P onset of dissociation was found to be bounded from below by366

PBE (∼3 GPa lower than experiment) and above by the vdW functionals (∼1 GPa higher367

than experiment). This conclusion was corroborated by measurements of the reshock P368

from Hugoniot states near peak compression. Those measurements suggest that the reshock369

P determined by the vdW functionals are too low by a few percent. In contrast, the P370

difference for vdW-DF1 relative to QMC at those conditions is on the order of +2-4%.371

Again, while the trend in P was found to be the same as that determined by Clay et al.,372

comparison with the MA transition along the Hugoniot suggests that the P for dissociation373
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is in better agreement with the vdW xc functionals, and that PBE underestimates the P374

necessary for dissociation.375

Finally, we note that there are conflicting experimental results for the MA transition in376

the low-T , high-ρ regime where the transition appears to be largely ρ-driven (see Fig. 1).377

Dynamic compression experiments15 on liquid deuterium in the ∼1-2 kK regime performed378

at the Sandia Z machine revealed an abrupt MA transition, as evidenced by a rapid increase379

in reflectivity, between ∼280 and 305 GPa. Similar to the T -driven regime probed by the380

Hugoniot and the intermediate regime probed by the σ measurements of NWM, the dynamic381

compression experimental results are in reasonable agreement with the nonlocal vdW xc382

functionals, and suggest that the PBE xc functional underestimates the P onset of the MA383

transition. In contrast, static high-P and pulsed heated experiments17–20 on hydrogen and384

deuterium in a similar T regime suggest the MA transition occurs at ∼75 to 170 GPa,385

based on observation of T plateaus in the heating curves and increases in reflectivity, in386

apparent agreement with PBE. However, these conditions are consistent with the onset of387

strong optical absorption in the dynamic compression experiments, which lead to alternative388

interpretations of those data.11,15,47 Furthermore, we have shown that the predictions of PBE389

are inconsistent with the σ measurements of NWM. This raises questions about the static390

high-P and pulsed heated studies, particularly given that the MA transition in those studies391

is reported to be in a very similar P but even lower T range than the multiple-shock σ392

experiments examined here.393

V. CONCLUSION394

A detailed comparison of the measured σ from multiple-shock compression experiments21,22395

with FT-DFT calculations using both semi-local (PBE) and nonlocal (vdW-DF1 and vdW-396

DF2) xc functionals was performed. As a part of this comparison, the multiple-shock σ397

experiments were reanalyzed; the original study included inconsistencies in both the inferred398

T states reached in the experiments and in the fit to a semiconductor model used to inter-399

pret the measured σ. Due to the method used to infer the T , which only accounted for the400

entropy increase from the first shock and treated subsequent compression as isentropic, the401

T states reported by NWM are systematically low by ∼440-750 K (∼20-30%). Also, due402

to a low σ0 = 90 (Ω cm)−1, the energy gap inferred from a simple semiconductor model is403
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underestimated by ∼1 eV as a function of P as compared to the same semiconductor model404

with a more reasonable σ0 = 1850 (Ω cm)−1.405

Using P and T conditions inferred from the Kerley03 EOS for the peak states, FP cal-406

culations with PBE, vdW-DF1, and vdW-DF2 xc functionals were performed to directly407

compare with the NWM experiments. Calculations of σ using the PBE xc functional predict408

that a minimum metallic conductivity should have been observed in all of the experiments409

performed by NWM. It was also shown that regardless of how one tries to equate the P410

states reached in the NWM experiments, predictions using the PBE xc functional are in-411

consistent with the measured σ. In contrast, the overall trend of the experimental data is412

captured reasonable well by the two vdW xc functionals. Similar behavior was exhibited in413

the inferred energy gaps extracted from FP calculations of the DOS.414

This study, along with previous studies comparing the various xc functionals with recent415

Hugoniot experiments7 on deuterium that probed the MA transition in the high-T and low-ρ416

regime and dynamic compression experiments15 on deuterium that probed the MA transition417

in the low-T and high-ρ regime, provides a consistent picture for the MA transition over a418

wide P and T range. Over this entire range the P onset of the MA transition is captured419

reasonably well by the nonlocal vdW xc functionals, while PBE appears to underestimate420

the P conditions necessary for dissociation. This likely stems from P errors associated421

with the PBE xc functional, resulting in calculated P that are too low at these T and ρ422

conditions. This raises questions about recent static high-P and pulsed heated studies17–20423

that appear to be in agreement with predictions from PBE, particularly given that the MA424

transition in those studies is reported to be in a very similar P but even lower T range than425

the multiple-shock σ experiments examined here.426
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40 S. Nosé, Mol. Phys. 52, 256 (1984).488
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