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We study the transport on the domain wall (DW) in a magnetic topological insulator. The
low-energy behaviors of the magnetic topological insulator are dominated by the chiral edge states
(CESs). Here, we find that the spectrum and transport of the CESs at the DW are strongly
dependent on the DW configuration. For a Bloch wall, two co-propagating CESs at the DW are
doubly degenerate and the incoming electron is totally reflected. However, for a Néel wall, the two
CESs are split and the transmission is determined by the interference between the CESs. Moreover,
the effective Hamiltonian for the CESs indicates that the component of magnetization perpendicular
to the wall leads to the distinct transport behaviors. These findings may pave a way to realize the
low-power-dissipation spintronics devices based on magnetic DWs.

I. INTRODUCTION

The discovery of topological insulator (TI) has at-
tracted intensive interest in searching for topologi-
cally non-trivial states of condensed matter and subse-
quently, triggered a series of occurrences of novel physical
effects1,2. The quantum anomalous Hall effect (QAHE),
i.e., quantum Hall effect without the external magnetic
field, can be achieved in magnetic TIs by introducing
ferromagnetism in TIs.3,4 The magnetic TI has an in-
sulating bulk classified by a Chern number C and C con-
ducting chiral edge states (CESs) through bulk-boundary
correspondence. In recent, QAHE has been experimen-
tally realized in Cr-doped5–9 and V-doped10 (Bi, Sb)2Te3
magnetic TI thin films, and the Hall resistance shows a
quantized value ±h/e2 implying that the Chern number
of the magnetic TIs C = ±1 which can be controlled by
the magnetization direction11.

The boundary between magnetic TI domains of oppo-
site magnetization with C = ±1 forms a magnetic do-
main wall (DW) as shown in Fig.1(a). The total mag-
netic energy of the magnetic materials consist of the ex-
change interaction, magnetic anisotropy and the dipolar
interaction. A continuous change of the magnetization
leading to the DWs is inherent to magnetic materials to
minimize the total magnetic energy rather than a sharp
change. Both the optimized configuration and thickness
of the DW are determined by a balance between com-
peting energy contributions12,13. Two energetically fa-
vorable configurations are Bloch wall and Néel wall, and
the transition between the two configurations can be con-
trolled by Dzyaloshinskii-Moriya interaction14–17. More-
over, due to the different chirality of CESs across the DW,
two co-propagating CESs are expected to reside on the
DW. Very recently, the DWs of magnetic TI have been
realized in Cr-doped (Bi, Sb)2Te3 by the tip of a mag-
netic force microscope18 and by spatially modulating the
external magnetic field using Meissner repulsion from a
bulk superconductor19, and the chiral transport of CESs
has been observed in these experiments. Owing to the
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FIG. 1. (a) Schematic diagram of a magnetic DW between
two magnetic TI domains. Here the magnetic DW is in the
y direction at x = 0. The magnetization vector M(x) is
homogeneous away from the DW and it points to +z (−z)
direction for x ≪ 0 (x ≫ 0). The direction of M(x) rotates
continuously from +z to −z direction inside the DW. (b) The
sphere of possible M with the magnetization configurations
corresponding to the different rotation modes defined by the
azimuthal angle φ. Here φ = 0 and π/2 corresponds to Néel
wall and Bloch wall, respectively.

robustness of the CESs against backscattering, the DWs
of magnetic TIs have potential applications in low-power-
consumption spintronic devices, such as the nonvolatile
racetrack memory20.

In this paper, we study the transport of a two-terminal
device containing a DW of thickness δ and width W in
a magnetic TI [see Fig.1(a)]. In the low energy case, the
transport behaviors of the magnetic TI are dominated
by CESs at the device edges as well as at the DW. We
calculate the band structures of magnetic TIs with both
a Bloch wall and a Néel wall. For a Bloch wall, two
co-propagating linear CESs at the DW are doubly de-
generate, while for a Néel wall a split is present. As a re-
sult, the transport property is strongly dependent on the
DW configuration. In the Bloch wall case, the incoming
electron with zero energy is totally reflected regardless of
the system parameters. However, in the Néel case, the
device functions as a chirality-based Mach-Zehnder inter-



2

ferometry, so that the transmission coefficient oscillates
between zero and unity with changes in system param-
eters. Moreover, we find that the electrical transport of
the CESs is robust against the disorders for both Néel
and Bloch walls. By constructing the scattering matrix
of the device from the effective Hamiltonian, these trans-
port behaviors can be well understood.

The rest of the paper is organized as follows. After this
introductory section, Sec. II provides the model describ-
ing the configuration of magnetic DWs and the Hamil-
tonian determining the properties of the considered sys-
tem. Then, we calculate the band structure of CESs
residing at the DW of a magnetic TI in Sec. III A and de-
rive one-dimensional effective Hamiltonian of the CESs in
Sec. III B for both Néel and Bloch walls from the Hamil-
tonian given in Sec. II. In Sec. IV, the transport proper-
ties of the magnetic TI via the CESs are studied numeri-
cally by nonequilibrium Green’s function method and can
be understand by the scattering matrix constructed from
the one-dimensional effective Hamiltonian. Sec. V con-
cludes this paper. Some auxiliary materials are relegated
to Appendix.

II. MODEL AND HAMILTONIAN

As shown in Fig.1(a), two magnetic TI domains with
upward (blue region) and downward (red region) mag-
netization are separated by a DW. The magnetization
vectors are homogeneous away from the DW and change
continuously from +z direction to −z direction inside
the DW. The configuration of the DW can be described
by magnetization vector M(x) = (Mx,My,Mz) =
M(sin θ cosφ, sin θ sinφ, cos θ), with a constant magni-
tude M originated from magnetic doping.18 The az-
imuthal angle θ is a function of x with cos θ(x) =
− tanh x

δ and the azimuthal angle φ defines the type of
the magnetic DW. From the sphere of possible magneti-
zation vectors, the azimuthal angle of magnetic vectors is
φ = 0 in Néel wall and φ = π/2 in Bloch wall respectively
[see Fig.1(b)].

The low-energy states of magnetic TI can be described

by the Hamiltonian4,21,28 H =
∑

k
Ψ†

k
H(k)Ψk with

H(k) = νFkyσxτz − νF kxσyτz +m(k)τx +M · σ, (1)

where the momentum k = (kx, ky) and Ψk =
[ψt↑, ψt↓, ψb↑, ψb↓]T being a four-component electron op-
erator, where t and b label electrons from the top and
bottom layers, and ↑ and ↓ denote electrons with spin
up and down, respectively. σx,y,z and τx,y,z are Pauli
matrices for spin and layer. m(k) = m0 −m1(k

2
x + k2y)

describes the coupling between the top and bottom lay-
ers. As M > m0, the magnetic TIs with Chern number
C = ±1 are realized in the domains with homogeneous
upward and downward magnetization. For the numerical
calculation, we discretize the Hamiltonian in Eq.(1) into
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FIG. 2. (a) and (c) The band structures of an infinite slab of
magnetic TI extending along the y direction with a Néel wall
(φ = 0) in (a) and Bloch wall (φ = π/2) in (c). The width
of the slab is 180.6 nm and the thickness of the DW is 1 nm.
The blue solid and red dashed lines represent the chiral modes
on the DW. (b) Schematic depicting the transport process
based on the chiral modes. (d) The zero-energy transmission
coefficient T of the device in Fig.1(a) versus φ for several DW
thicknesses δ with the widths W = 90 nm.

a lattice version23–26,

H =
∑

i

[Ψ†
iT0Ψi + (Ψ†

iTxΨi+δx + Ψ†
iTyΨi+δy +H.c.)],

(2)
with T0 = (m0−4m1

a2 )τx+M ·σ, Tx = m1

a2 τx+
iνF
2a σyτz and

Ty = m1

a2 τx− iνF
2a σxτz with a lattice constant a = 0.6 nm.

Here Ψi = [cit↑, cit↓, cib↑, cib↓]T is a four-component elec-
tron operator on site i . δx (δy) is the unit vector along x
(y) direction. In the calculation, we set the Fermi velocity
νF = 0.222 eVnm, m0 = 0.026 eV, m1 = 0.137 eVnm2,
and M = 0.048 eV.22

III. CHIRAL EDGE STATES ON THE

MAGNETIC DW

A. Numerical calculation of band structure

First, we study the spectrum of the CESs in an infinite
slab of magnetic TI containing a DW [see Fig.1(a)] which
extends along the y direction and has a finite width in x
direction. In the calculation, the band structure is calcu-
lated numerically from the Hamiltonian in Eq. (2) and
the open boundary condition is used along the x direc-
tion. As the slab is invariant by translating along the y
axis, the momentum ky is a good quantum number. Fig-
ures 2(a) and 2(c) show the band structures of the slab
with a Néel wall (φ = 0) and a Bloch wall (φ = π/2),
respectively. Inside the bulk gap, there are four linear
chiral modes with two co-propagating modes along the
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DW (blue solid and red dashed lines) and two degener-
ate modes along the slab edges propagating in opposite
directions (black solid lines). The presence of two chi-
ral modes residing on the DW arises from the change in
Chern number from +1 to -1 across the DW. For Bloch
wall, the co-propagating modes on the DW are degener-
ate, while for Néel wall, the chiral modes are split with
energy dispersions E ∝ −ky ±∆k/2. As the DW is lo-
cated inside the slab, it has no effects on the chiral modes
on the edges as shown in Fig.2(a) and (c).

B. One-dimensional effective Hamiltonian for the

CESs

To make the split clear, let us construct the one-
dimensional effective Hamiltonian for the co-propagating
chiral modes on the DW. By a unitary transformation

U =
1√
2







1 0 1 0
0 1 0 −1
0 1 0 1
1 0 −1 0






, (3)

the Hamiltonian (1) becomes

H ′(k) =

(

H+ M‖
M †

‖ H−

)

, (4)

with

H± = νF kyσ̃x ∓ νF kxσ̃y + (m(k)±Mz)σ̃z , (5)

in terms of new bases (ψ+↑, ψ−↓, ψ+↓, ψ−↑)T with ψ±↑ =

(ψt↑ ± ψb↑)/
√
2 and ψ±↓ = (ψt↓ ± ψb↓)/

√
2, and

M‖ = Mx − iMyσz . σ̃x,y,z are Pauli matrices.
Inside the DW with magnetization vector M(x) =
M(sechx

δ cosφ, sech
x
δ sinφ,− tanh x

δ ), both H+ and H−
are nontrivial due to the sign change of Mz across the
DW, so that there exist two chiral states27,28. As H± are
coupled by elementM‖ in Eq.(4), to find the solutions of
chiral states, we replace kx → −i∂x and decompose the
Hamiltonian as H ′ = H0 + ∆H , in which H0 contains
the decoupled H± and ∆H consists of the element M‖.
We solve H0 first and treat ∆H as a perturbation29,30.
First, we solve the eigenequation H+ζ+(x) = Eζ+(x)

for ky = 0 and E = 0. It can be checked that H+(ky = 0)
and σ̃x satisfy the anticommutation relation {H+(ky =
0), σ̃x} = 0. Thus, the zero-energy eigenstate is the si-
multaneous eigenstate ofH+ and σ̃x. Consider the ansatz
ζ+(x) = ηs+(x)χ

s
x, where σ̃xχ

s
x = sχs

x, s = ±1, and

χs
x = (1, s)T up to a normalized constant, we have

(sνF∂x +m0 +m1∂
2
x +Mz)η

s
+(x) = 0. (6)

With a substitution u = (1+ e2x/δ)−1,31 we arrive at the
hypergeometric form of Eq.(6),

[

u(1− u)
d2

du2
+ (1− 2u+ λ1)

d

du
+

λ2
u(1− u)

+
λ3(1− 2u)

u(1− u)

]

ηs+(u) = 0, (7)

with λ1 = − δsνF
2m1

, λ2 = δ2m0

4m1

, and λ3 = − δ2M
4m1

. In the derivation of Eq.(7), we have used identity tanh x
δ = 1 − 2u.

This equation has poles at u = 0, 1,∞ and therefore leads to hypergeometric solutions. Let’s set

ηs+(u) = uα(1− u)βf s
+(u), (8)

with

α =
δ

2

√

ν2F − 4m1(m0 −M)− νF
2m1

, (9)

β =
δ

2

νF −
√

ν2F − 4m1(m0 +M)

2m1
. (10)

Substituting ηs+(u) into Eq.(7), we arrive at the Gaussian equation

u(1− u)f ′′(u) + [(2α+ 1 + λ1)− (2α+ 2β + 2)u]f ′(u)− (α + β)(α+ β + 1)f(u) = 0, (11)

where we have used identity α2+λ1α+λ3+λ2 = 0 and β2−λ1β−λ3+λ2 = 0. Then Eq.(11) has the special solution

f(u) = K1 2F1(α+ β, α+ β + 1, 2α+ 1 + λ1;u), (12)

with the hypergeometric function 2F1 and a normalized constant K1. Moreover, from the the boundary conditions
ηs+(x = −∞) = 0 and ηs+(x = +∞) = 0, one can find s = −1 (see Appendix A for a detailed discussion on the
boundary conditions). Finally, we get the solution ζ+(x)

ζ+(x) = η−+(x)χ
−
x = K1u

α(1− u)β 2F1(α+ β, α+ β + 1, 2α+ 1+
δνF
2m1

;u)

(

1
−1

)

. (13)



4

Here, we only reserve the sign of s in superscripts.
Next, we solve the eigenequation H−ζ−(x) = Eζ−(x) for ky = 0 and E = 0,

[νFkxσ̃y + (m0 −m1k
2
x −Mz)σ̃z ]ζ−(x) = 0. (14)

In order to solve this differential equation, we use instead of x the variable g = (1 + e−2x/δ)−1 and considering the
ansatz ζ−(x) = ηs−(x)χ

s
x, the Eq.(14) becomes

[g(1− g)
d2

dg2
+ (1− 2g + λ1)

d

dg
+

λ2
g(1− g)

+
λ3(1− 2g)

g(1− g)
]ηs−(g) = 0, (15)

which has the same form as Eq.(7). This allows us to reuse the previous results. To satisfy the boundary conditions
ηs−(−∞) = 0 and ηs−(+∞) = 0, we can obtain the wave function of zero energy for H−,

ζ−(x) = η−−(x)χ
−
x = K2g

α(1− g)β 2F1(α+ β, α+ β + 1, 2β + 1 +
δνF
2m1

; g)

(

1
−1

)

, (16)

with a normalized constant K2.
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FIG. 3. Distribution of expectation value of σ̃x, σ̃y, σ̃z in the
bound state at the DW solved from (a) H+ and (b) H− with
momentum ky = 0 by numerical calculation. (c) and (d) are
the analytic results from ζ+(x) and ζ−(x) in Eqs.(13) and
(16). The insets display probability density of the bound
states.

Written in a four-component notation, ζ+(x) =
η−+(x)(1,−1, 0, 0)T and ζ−(x) = η−−(x)(0, 0, 1,−1)T . Fig-
ure 3 displays the distributions of the probability den-

sity ζ†±(x)ζ±(x) and the expectation value of σ̃x, σ̃y, σ̃z

(ζ†±(x)σ̃iζ±(x) with i = x, y, z) in the bound state ζ±
compared with numerical calculation. Both states are
distributed around the DW and decay rapidly away from
the center of the DW (x = 0) into the bulk. It is ob-
vious that only σ̃x is non-vanishing and negative which
is consist with s = −1 as shown in Fig.3. Moreover,
the analytical results are well consistent with numerical
results.
Now, we consider the perturbation term ∆H by

projecting the Hamiltonian H ′(k) onto the two zero-
energy states leading to the one-dimensional effective

Hamiltonian29,30,

Heff =

(

〈ζ+|H ′|ζ+〉 〈ζ+|H ′|ζ−〉
〈ζ−|H ′|ζ+〉 〈ζ−|H ′|ζ−〉

)

. (17)

It can easily be obtained that 〈ζ+|H ′|ζ+〉 = 〈ζ−|H ′|ζ−〉 =
−νFky and the nondiagonal element depends on the
type of the DW. For Néel wall, the magnetization vector
M(x) = M(sechx

δ , 0,− tanh x
δ ), so M‖ = Msechx

δ I2×2

with the 2 × 2 unit matrix I2×2. The effective Hamilto-
nian becomes

HNéel(ky) =

(

−νFky κ
κ∗ −νFky

)

, (18)

where κ =
∫

η−∗
+ (x)Msechx

δ η
−
−(x)dx is the hybridization

of the two states. The excitation spectrum is E(ky) =
−νFky ± |κ|. These two modes are the nondegenerate
chiral modes with a splitting ∆k = k1 − k2 = 2|κ|/νF
in ky [blue solid and red dashed lines in the Fig.2(a)].
However, for Bloch wall, M(x) =M(0, sechx

δ ,− tanh x
δ ),

soM‖ = −iMsechx
δσz and 〈ζ+|H ′|ζ−〉 = 0. The effective

Hamiltonian becomes

HBloch(ky) =

(

−νFky 0
0 −νFky

)

. (19)

The excitation spectrum is doubly degenerate with
E(ky) = −νFky in accordance with Fig. 2(c). At this
point, it can be seen that the split between the co-
propagating chiral modes results from the x component
of the magnetization inside the DW and ∆k depends on
the type and thickness of the DW.

IV. TRANSPORT OF THE CHIRAL MODES IN

TWO-TERMINAL DEVICE

A. Nonequilibrium Green’s function method

To study the effect of DW configuration on the trans-
port of the DW of magnetic TI, we construct a two-
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FIG. 4. (a) and (c) The transmission coefficient T versus
DW thickness δ for (a) Néel wall (φ = 0) and for (c) Bloch
wall (φ = π/2) in several widths W for E = 0. (b) and (d) T
versus width W for (b) Néel wall and (d) Bloch wall in several
DW thicknesses δ for E = 0.

terminal device [see Fig.1(a)] which contains a DW in
the center region and two semi-infinite left and right mag-
netic TI domains. For low incident energy, the transport
occurs via the CESs and Fig.2(b) depicts the transport
process. By using the nonequilibrium Green’s function
method, the transmission coefficients can be obtained
from23,32–34 T (E) = Tr[ΓLG

rΓRG
a], with the incident

energy E, retarded/advanced Green’s function Gr/a(E),
and line-width function ΓL/R(E). In real transport ex-
periments, the two-terminal conductance G can be mea-
sured and is related to the transmission coefficients by

G = e2

h T at the low temperature, where e is the elec-
tronic charge and h is the Planck constant.

When an electron propagating along the mode a1
(black arrow from the left terminal) arrives at the tri-
junction ν1, it is scattered into the chiral modes c1 and
c2 in the DW region as shown in Fig.2(b). After the prop-
agation along the DW, the electron is scattered off the
trijunction ν2 and gets into the outgoing modes b1 and
b2 eventually. Fig.2(d) shows the transmission coefficient
T at E = 0 as a function of φ which specifies the type of
the DW. T is the periodic function of φ with the period
π, so we only show the results for 0 ≤ φ ≤ π. It can be
observed in Fig.2(d) that for Bloch wall (φ = π/2), the
transmission coefficient T = 0 and remains unchanged
with the change in the DW thickness δ. However, devi-
ating from φ = π/2, T oscillates between 0 and 1 with the
change in φ and DW thickness δ, and is symmetric about
φ = π/2, i.e. T (φ) = T (π − φ). These results suggest
that the current of the device in Fig.1(a) can be switched
on or off by changing the magnetization configuration of
the DW. Such a switch effect has an underlying applica-
tion in spintronics, because that the current is completely
layer-locked spin-polarized28,35.
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FIG. 5. The transmission coefficient T versus DW thickness δ
at the different disorder strengths wd for (a) Néel wall (φ = 0)
and for (b) Bloch wall (φ = π/2). The width of the DW is
W = 75 nm and the other unmentioned parameters are the
same as in Fig. 4(a). The curves in (a) and (b) are averaged
over up to 100 random disorder configurations. The legend of
(a) is the same as in (b).

Let us study the Néel wall and Bloch wall in detail.
Figure 4 shows the dependence of transmission coefficient
T on the DW thickness δ and device width W . For Néel
wall, T approaches zero as the thickness of the DW van-
ishes [see Fig.4(a)]. With increasing in the thickness of
the DW, T oscillates between 0 and 1 for a fixed widthW .
The thinner the DW is, the faster T oscillates. Moreover,
T shows a periodic function of the device width W and
the period is small for thick DW [see Fig.4(b)]. These im-
ply that the device with Néel wall exhibits the behavior
of a two-path interferometer. However, for Bloch wall,
the transmission coefficient T is vanishing regardless of
the system parameters [see Fig.4(c,d)]. At this point, we
can see that the two different DWs show absolutely dif-
ferent transport behaviors. At the Sec. IVB, based on
the effective Hamiltonian Eqs.(18 and 19), we will con-
struct the scattering matrix S of the two-terminal device
to understand the underlying physics.
Moreover, we consider the effect of disorder on the

transport in the two-terminal device. With the pres-
ence of disorders, on each site the term T0 in Eq.(2) is
changed to T0+wiσ0τ0, where wi is uniformly distributed
in the range [−wd/2, wd/2] with disorder strength wd.
Here, we consider a disordered region with a length of
32.4 nm which completely covers the thickest DW in
our calculation. Figure 5 displays the transmission co-
efficients T versus DW thickness δ at the different dis-
order strengths wd. It is apparent that the disorders
hardly change the transport properties for both Néel wall
[Fig.5(a)] and Bloch wall [Fig.5(b)], even if the disorder
strength wd = 0.15eV is much larger than the bulk gap
Egap = 2(M −m0) = 0.044eV. This is because the CESs
are topologically protected and the chirality of the CESs
at the DW is different.

B. Scattering matrix S

To find the scattering matrix which relates the incom-
ing modes to the outgoing modes, we return to the Hamil-
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tonian H ′(k) [see Eqs.(4 and 5)] to see the origin of the
chiral modes a1,2 and b1,2 in Fig.2(b). For left magnetic
TI domain with M = (0, 0,M),M‖ = 0, H+ is nontrivial
and H− is trivial. So a1 and b1 at the edge can be ob-
tained by solving the Hamiltonian H+ with open bound-
ary conditions solely, which is similar with the mode ζ+.
On the other hand, for right magnetic TI domain with
M = (0, 0,−M), H+ is trivial and H− is nontrivial. Sim-
ilarly, a2 and b2 can be obtained from the Hamiltonian
H−, which is similar with ζ−. Considering that a1, b1
and ζ+ (a2, b2 and ζ−) are the bound state solutions of
the H+ (H−) and have the same chirality, at the trijunc-
tion ν1 [see Fig.2(b)], the mode a1 (a2) is scattered onto
ζ+ (ζ−) and at the trijunction ν2, the mode ζ+ (ζ−) is
scattered into b1 (b2).
For Néel wall, the solutions of the chiral modes on the

DW [see Fig.2(b)] can be found as c1,2 = 1√
2
(ζ+ ± ζ−)

from the Hamiltonian HNéel in Eq.(18). Thus, the scat-
tering matrix of the trijunction ν1, Sν1 = 1√

2
(σx + σz)

accounts for the scattering of the incoming modes a1,2
onto c1,2. Similarly, the scattering matrix describes the
trijunction ν2 is Sν2 = Sν1 , where the modes c1,2 are
scattered onto the outgoing modes b1,2. The scattering
amplitude of the two-terminal device is found by com-
posing the scattering matrices,

S = Sv2

(

eik1W 0
0 eik2W

)

Sv1 , (20)

where the second matrix contains the contribution of the
dynamical phase and k1,2 is the momentum of modes
c1,2. In this case, the incoming electron from the chi-
ral mode a1 is equally split into CESs c1 and c2 at
ν1, then c1,2 converge at ν2 and are finally scattered
onto the outgoing modes b1,2, which serves as a Mach-
Zehnder interferometry.36,37 From Eq.(20), the transmis-
sion coefficient is obtained as T = sin2(∆kW/2) with
∆k = k1 − k2. Figure 6 shows ∆k and sin2(∆kW/2) as
functions of the thickness δ of the DW. It can be seen
that sin2(∆kW/2) shows a good consistency with the T
of Fig.4(a) and is a periodic function of the width of the
device in accordance with Fig.4(b). Moreover, for a gen-

eral DW defined by φ, the hybridization κ ∝ cosφ so that
the coefficient sin2(∆kW/2) is the same for φ, π−φ, and
π + φ [see Fig.2(d)].
For Bloch wall, the co-propagating chiral modes on the

wall are doubly degenerate and c1,2 = ζ± which can be
obtained from the Hamiltonian HBloch in Eq.(19). This
means that the incoming mode a1 (a2) is totally reflected
onto b1 (b2). This results a zero transmission coefficient
which is consistent with Fig.4(c) and (d). At this point,
we have well understood the low-energy transport behav-
ior of the device containing a DW based on the effective
Hamiltonian.

V. CONCLUSIONS

In summary, we find that the spectrum of the chiral
modes is strongly dependent on the detailed configura-
tion of the DW. For Bloch walls, the chiral modes are
doubly degenerate, while for Néel walls a split is present.
Correspondingly, the devices with different DW configu-
ration show very distinct transport behaviors. In Bloch
case, the current through the device vanishes regardless
of system parameters. However, in the Néel case, the
transmission coefficient of the DW oscillates between zero
and unity with changes in system parameters and is de-
termined by the interference between the chiral modes.
From the scattering matrix of the device derived from the
effective Hamiltonian of the chiral modes, these transport
behaviors can be well understood. Moreover, the electri-
cal transport of the CESs is robust against the disorders.
These findings may pave a way to control the layer-locked
spin-polarized current based on magnetic DWs.
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Appendix A: Determination of the value of s from

boundary conditions

Here, we solve the value of s from the boundary condi-
tions ηs+(x = −∞) = 0 and ηs+(x = +∞) = 0 for the so-
lution shown in Eqs.(8) and (12). For the limit x→ −∞
or u → 1, 1 − u = e2x/δ/(1 + e2x/δ) ≃ e2x/δ → 0. We
apply the transformation rules for passing over from the
argument u to 1− u of the hypergeometric function,
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2F1(α+ β, α+ β + 1, 2α+ 1 + λ1;u)

=
Γ(2α+ 1 + λ1)Γ(λ1 − 2β)

Γ(α− β + 1 + λ1)Γ(α− β + λ1)
× 2F1(α+ β, α+ β + 1, 2β + 1− λ1; 1− u)

+
Γ(2α+ 1 + λ1)Γ(2β − λ1)

Γ(α+ β)Γ(α + β + 1)
(1− u)λ1−2β × 2F1(α− β + λ1 + 1, α− β + λ1,−2β + 1 + λ1; 1− u).

(A1)

With 1− u = e2x/δ and 2F1(0) = 1, this leads to

ηs+(x) = K1u
α(1− u)β

{

Γ(2α+ 1 + λ1)Γ(λ1 − 2β)

Γ(α− β + 1 + λ1)Γ(α − β + λ1)
+

Γ(2α+ 1 + λ1)Γ(2β − λ1)

Γ(α+ β)Γ(α+ β + 1)
(1− u)λ1−2β

}

→ K1

{

Γ(2α+ 1 + λ1)Γ(λ1 − 2β)

Γ(α− β + 1 + λ1)Γ(α− β + λ1)
e2βx/δ +

Γ(2α+ 1 + λ1)Γ(2β − λ1)

Γ(α+ β)Γ(α + β + 1)
e2(λ1−β)x/δ

}

. (A2)

The boundary condition ηs+(−∞) = 0 implies that β <
λ1 and β > 0. From Eq.(10), one can see that the condi-
tion β > 0 is satisfied always. From the condition β < λ1
and λ1 = − δsνF

2m1

, s can only take −1. On the other hand,

for the limit x → +∞ or u ≃ e−2x/δ → 0, the solution

(12) becomes f(0) = K1 or

η−+(x) → K1u
α ≃ K1e

−2αx/δ.

The boundary condition ηs+(∞) = 0 implies that α > 0.
From Eq.(9), this condition is satisfied at M > m0.
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