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Recent work has extended topological band theory to open, non-Hermitian Hamiltonians, yet
little is understood about how non-Hermiticity alters the topological quantization of associated
observables. We address this problem by studying the quantum anomalous Hall effect (QAHE)
generated in the Dirac surface states of a 3D time-reversal-invariant topological insulator (TI) that
is proximity-coupled to a metallic ferromagnet. By constructing a contact self-energy for the ferro-
magnet, we show that in addition to generating a mass gap in the surface spectrum, the ferromagnet
can introduce a non-Hermitian broadening term, which can obscure the mass gap in the spectral
function. We calculate the Hall conductivity for the effective non-Hermitian Hamiltonian describing
the heterostructure and show that it is no longer quantized despite being classified as a Chern insu-
lator based on non-Hermitian topological band theory. Our results indicate that the QAHE will be
challenging to experimentally observe in ferromagnet-TI heterostructures due to the finite lifetime
of quasi-particles at the interface.

I. INTRODUCTION

The last decade has seen a revolution in the under-
standing of the electronic structure of solids with the
formulation and development of topological band the-
ory, which provides a unified system to classify materi-
als ranging from insulators and semi-metals to supercon-
ductors using topological invariants.1–3 These quantized
topological invariants provide a robust classification for
materials, as they cannot be changed by adiabatic defor-
mations of the systems. An important consequence of a
non-trivial topological classification is that some response
of the system to an external stimulus is also quantized
proportional to its topological invariant. One well-known
example of this quantization is in the integer quantum
hall effect (IQHE) or the quantum anomalous Hall effect
(QAHE), in which the Hall conductivity is given as

σyx = −νocc
e2

h
, (1)

where e is the electron charge, h is Planck’s constant,
and νocc is the sum of the TKNN invariants or Chern
numbers of occupied bands.4,5 Because of the topologi-
cal quantization of σyx, the Hall response is remarkably
robust to perturbations and the presence of disorder, al-
lowing for experimental measurements of the IQHE accu-
rate to a few parts in 1010 of the theoretically-predicted,
quantized value.6 Despite this success in predicting the
quantization of the Hall conductivity, topological band
theory is formulated for closed, Hermitian Hamiltonians,
and it is, therefore, unclear if and how open systems can
be topologically classified.

To address this issue, recent studies have extended
topological band theory to characterize non-Hermitian
Hamiltonians,7–13 which arise in systems that are opened
to external reservoirs or interactions with other particles.

Notably, non-Hermitian Hamiltonians can host topolog-
ical phases and invariants that cannot be seen in Her-
mitian systems, resulting in unusual predictions such as
bulk Fermi arcs in 2D systems.12,14 Despite this progress
in the understanding of non-Hermitian systems and their
topological classifications, the effect of non-Hermiticity
on the quantization of physical observables is not well-
understood.

In this work, we explore the consequences of non-
Hermiticity on physical observables by quantitatively
studying the QAHE generated in the Dirac surface states
of a 3D time-reversal-invariant topological insulator (TI)
when proximity-coupled to a metallic ferromagnet. In
addition to a time-reversal-breaking mass gap generated
in the Dirac surface spectrum by the ferromagnet, we see
that the presence of metallic bands at the Dirac point
give the surface states a finite lifetime, as electrons can
escape into the ferromagnet. This finite lifetime results
in broadening of the states that is comparable in magni-
tude to the mass gap, which in turn, results in a gapless
spectral function. To characterize the impact of the this
broadening on the QAHE, we calculate the Hall conduc-
tivity of this system via the Kubo-Streda formula. Non-
Hermitian topological band theory suggests that such a
system retains its classification as a Chern insulator, but
we find that the Hall conductivity is no longer quantized
as in Eq. (1). We compare the proximity-coupled case to
one where the mass gap is generated by bulk magnetic
dopants and find that the broadening due to magnetic im-
purity scattering is much smaller than the mass gap, thus
allowing for the observation of the QAHE in these sys-
tems. Our results show that the non-Hermiticity intro-
duced in open topological systems causes the loss of topo-
logical quantization of observables and can severely limit
the ability to experimentally observe such responses.
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FIG. 1. (a) Schematic of the proximity-coupled heterostructure. The topological insulator surface, given by the Hamiltonian
Hsurf, is proximity-coupled to a semi-infinite ferromagnet, given by the Hamiltonian HFM, where tc is the strength of the
coupling. (b) The spectral function of the effective Hamiltonian, given by Eq. (9), that describes the proximity-coupled
heterostructure with parameters α = 1, MFM = 1, t0 = 1, and tc = 0.5. Although the ferromagnet generates a time-reversal
breaking mass gap in the surface states, the broadening that is also introduced by the presence of metallic bands at the Dirac
point is large enough to result in a gapless spectrum. (c) The eigenvalues for the Hamiltonian with the same parameters reveals
that the real part of the spectrum is gapped by the mass term and the non-Hermitian contribution simply shifts the eigenvalues
into the complex plane. Since the bands remain separable, the system retains its classification as a Chern insulator.

II. MODEL HAMILTONIAN AND
FERROMAGNET CONTACT SELF-ENERGY

Figure 1(a) depicts a schematic for the TI-ferromagnet
heterostructure we study. The low-energy, effective
Hamiltonian for the surface states of a 3D time-reversal-
invariant TI is given by the 2D Dirac equation

Hsurf(k) = α(kyσx − kxσy), (2)

where k = (kx, ky) is the momentum of the electron, α =
~vF , vF is the Fermi velocity of the surface electrons, and
σi are the spin Pauli matrices. We model the ferromagnet
with a tight-binding Hamiltonian with nearest-neighbor
hopping in the ẑ direction given by

HFM(k) =
∑
z

[
ψ†k,zHon(k, z)ψk,z

+
(
ψ†k,zHhopψk,z+aẑ + H.c.

)]
,

(3)

where ψ†k,z (ψk,z) is the creation (annihilation) operator

for an electron with in-plane momentum k = (kx, ky) and
position z, Hon = ε(k)σ0 + MFM σz is the on-site term,
ε(k) is the in-plane dispersion of the metallic bands of the
ferromagnet, MFM is the spin-splitting energy within the
ferromagnet, and Hhop = −t0 σ0 is the hopping matrix
in the ẑ direction. To understand the effect of proximity
coupling a ferromagnet to a topological insulator (TI)
surface state, we calculate the contact self-energy that

fully captures the effect of a semi-infinite ferromagnetic
contact. To obtain the self-energy, we first must com-
pute the surface Green function, g(E), of the contact,
which for a semi-infinite, uniform material follows the
equation15

[A(E)−Hhopg(E)H†hop]g(E) = I, (4)
where A(E) = EI − Hon, E is the energy of interest,
I is the identity matrix, Hon is the on-site Hamilto-
nian matrix for the surface of the contact, and Hhop is
the hopping matrix perpendicular to the contacting sur-
face. For general Hamiltonians, the solution to Eq. (4) is
non-analytic, but for Hamiltonians that have the specific
property that Hon and Hhop are diagonal, as is the case
for the ferromagnet Hamiltonian in Eq. (3), an analytic
closed-form solution can be obtained. Once the surface
Green function of the contact is found, the contact self-
energies are given simply as

Σc(E) = H†couplingg(E)Hcoupling, (5)

where Hcoupling is the coupling matrix between the sys-
tem of interest and the contact. We assume that there
is no spin mixing at the interface resulting in a diagonal
matrix Hcoupling = −tcσ0. By solving Eqs. (4) and (5),
we obtain a contact self-energy for the ferromagnet with
the form

Σc(E) =

[
Σ↑ 0
0 Σ↓

]
, (6)

where the diagonal components are given as
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Σ↑/↓ =


|tc|2

2|t0|2

(
E − ε(k)∓MFM +

√
(E − ε(k)∓MFM)2 − 4 |t0|2

)
E ≤ ε(k) +MFM,

|tc|2

2|t0|2

(
E − ε(k)∓MFM −

√
(E − ε(k)∓MFM)2 − 4 |t0|2

)
E > ε(k) +MFM,

(7)

and the upper (lower) sign corresponds to up (down)
spin.16 In Supplemental Material Sec. I, we verify the ac-
curacy of this result by comparing the contact self-energy
calculated via Eqs. (6)-(7) with that obtained through
numerical techniques.16–18

III. NON-HERMITIAN EFFECTIVE
HAMILTONIAN

To understand the impact of metallic bands at the
Dirac point, we focus on the case where the bands of
the ferromagnet are centered around E = 0 such that, at
low momenta, ε(k)→ 0. In addition, we impose the con-
straint MFM < 2t0 to ensure that the spin up and spin
down bands do not completely separate in energy to cre-
ate a ferromagnetic insulator. Within this regime, we can
understand the influence of the metallic ferromagnet by
studying the low-energy limit of the contact self-energy
in Eq. (6)-(7):

Σc ≈ −i
|tc|2

2 |t0|2
√

4 |t0|2 −M2
FM σ0 −

|tc|2

2 |t0|2
MFM σz. (8)

Utilizing this approximation, we create an effective
Hamiltonian that describes the TI surface states in the
presence of a proximity-coupled ferromagnet as

Heff = Hsurf + Σc

= −iΓσ0 + α(kyσx − kxσy)−Mσz,
(9)

where Γ ≡ |tc|2

2|t0|2

√
4 |t0|2 −M2

FM and M ≡ |tc|2

2|t0|2
MFM.

As expected, the proximity-coupled ferromagnet intro-
duces a time-reversal breaking term proportional to the
exchange interaction strength in the ferromagnet. In ad-
dition, the presence of the metallic bands from the fer-
romagnet introduces a non-Hermitian broadening term
that gives the surface states a finite-lifetime as sur-
face state electrons can escape into the ferromagnet.
Broadening is a common consequence of a integrating
out the effect of an interaction or coupling to an ex-
ternal reservoir, but this self-energy is notable in that
the broadening, Γ, can exceed the mass gap, M , when√

2t0 > MFM. This implies that the spectral function,
given as A(k, E) = −2Im(Gr(k, E) − Ga(k, E)), where
Gr(k, E) = [Eσ0 − Heff(k)]−1 is the Green function of
the system and Ga = Gr†, can be gapless, as is demon-
strated in Fig. 1(a), despite the fact that a mass gap has
been generated in the surface spectrum.

When we inspect the the energy eigenvalues, given as
ε(k) = −iΓ±

√
M2 + α2|k|2 and plotted with ky = 0 in

Fig. 1(b), we see that the real part is gapped and exactly
that of a massive Dirac electron. The non-Hermitian
broadening simply shifts these eigenvalues by −iΓ but
does not close the gap in the complex energy spectrum.
Since the bands remain separable with non-zero Γ and the
eigenvectors are unchanged from the Hermitian Hamil-
tonian, the bands of this non-Hermitian Hamiltonian
are connected to those of the Hermitian Chern insula-
tor with ν = ± 1

2 .13 When the Fermi energy is within
the mass gap of a Hermitian Chern insulator, we antici-
pate that the Hall conductivity should be quantized to be
σyx = −e2/2h for positive values of MFM as in Eq. (1).
Since the non-Hermitian broadening introduced by the
ferromagnet contact self-energy can be large enough that
the gap in the spectral function is closed, it is not imme-
diately obvious if the Hall conductivity continues to be
exactly quantized for non-Hermitian Chern insulators.

IV. HALL CONDUCTIVITY

To quantify the impact of non-Hermiticity on the quan-
tization of the topological observable in this system, we
explicitly compute the DC Hall conductivity of the non-
Hermitian Hamiltonian in Eq. (9) using the Kubo-Streda
formula,19 which at zero temperature is given as

σyx = σI(a)
yx + σI(b)

yx + σII
yx, (10)

where

σI(a)
yx =

e2~
2πV

tr[vyG
r(εF )vxG

a(εF )], (11)

σI(b)
yx = − e2~

4πV
tr[vyG

r(εF )vxG
r(εF )

+ vyG
a(εF )vxG

a(εF )],

(12)

σII
yx =

e2~
4πV

∫ εF

−∞
dε tr

[
vyG

rvx
dGr

dε
− vy

dGr

dε
vxG

r

−vyGavx
dGa

dε
+ vy

dGa

dε
vxG

a

]
.

(13)

Here V is the volume of space, vi is the velocity operator
in the î direction, and εF is the Fermi energy. For the
effective Hamiltonian in Eq. (9), the velocity operators
are vx = −α~σy and vy = α

~σx.

The first two terms in this formulation, σ
I(a)
yx and σ

I(b)
yx ,

are Fermi surface contributions and are only non-zero
when the Fermi energy crosses an energy band. The

first term, σ
I(a)
yx , includes the intrinsic Berry phase com-

ponent of the anomalous Hall conductivity in addition
to extrinsic effects due to the presence of scattering
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FIG. 2. Hall conductivity of the effective Hamiltonian in Eq. (9) as a function of the Fermi energy, εF , for three values of Γ/|M |.
When Γ = 0, the Hall conductivity is exactly quantized to e2/h when the Fermi energy is within the mass gap (εF /|M | < 1).
As the broadening, Γ, is increased, we see that the total Hall conductivity monotonically decreases and is no longer exactly
quantized.

mechanisms such as side-jump and skew scattering.20–22

The second term, σ
I(b)
yx , is identically zero for the Dirac

Hamiltonian.16,21 The third term, σII
yx, corresponds to

the contribution to the Hall conductivity that is due to
the Fermi sea since the integration over energy can, in
principle, include contributions from all occupied states.
This contribution is quantized when the Fermi energy is
within the mass gap and gives rise to the QAHE when a
Chern insulating band is fully occupied.

When Γ is finite, the Fermi surface and Fermi sea con-
tributions to the Hall conductivity take the closed form:16

σI(a)
yx = −e

2

h

M

|εF |2π

[
π

2
− sgn εF arctan

(
Γ2 +M2 − ε2F

2ΓεF

)]
,

(14)

σII
yx = −e

2

h

sgnM

2π

[
π

2
− arctan

(
Γ2 −M2 + ε2F

2Γ|M |

)]
.

(15)

Figure 2 shows the Hall conductivity for the effective
non-Hermitian Hamiltonian as a function of Fermi level,
εF , at three different values of Γ/|M |. When Γ = 0
and when the Fermi energy is within the mass gap, the
components of the Hall conductivity take the expected

form: |σI(a)
yx | is identically zero, while |σII

yx| is exactly

quantized to e2/2h.20,21 When Γ is non-zero, however,

both σ
I(a)
yx and σII

yx are non-zero within and above the
mass gap. When Γ/|M | � 1, despite the the fact that

σ
I(a)
yx > 0 and σII

yx < e2/2h, the total Hall conductivity,

σyx = σ
I(a)
yx + σII

yx, appears to remain quantized within
the mass gap.

The near quantization of the Hall conductivity for
small broadening can be understood by expanding the
expressions in Eqs. (14)-(15) in powers of Γ/|M |.16 The
leading order terms of the Fermi surface and sea contri-

butions to the Hall conductivity are given as

σI(a)
yx ≈−

e2

h

[
+

1

π

ΓM

M2 − ε2F
− 4M

3π

ε2FΓ3

(M2 − ε2F )3

]
(16)

σII
yx≈−

e2

h

[
sgnM

2
− 1

π

ΓM

M2 − ε2F
− 4M

3π

Γ3M2

(ε2F − |M |2)3

]
.

(17)

We see immediately that the terms that are first order in
Γ exactly cancel. Therefore, the leading-order correction
to the quantized Hall conductivity within the mass gap
is cubic in Γ/|M |:

σyx ≈ −
e2

h

[
sgnM

2
− 4Γ3M

3π

M2 + ε2F
(ε2F − |M |2)3

]
. (18)

Thus, when Γ/|M | � 1, the total Hall conductivity de-
viates negligibly from the quantized value.

When Γ/|M | is comparable in magnitude to the mass
gap, however, higher-order corrections are large enough
to significantly decrease the total Hall conductivity from
the quantized value. Thus, broadening can generate
a distinct non-quantization of the Hall conductivity, in
stark contrast to the robustness associated with Hermi-
tian topological systems. In fact, we see from the expres-
sions for the Hall conductivity in Eqs. (14)-(15) that any
non-zero value of Γ breaks the quantization of the Hall
conductivity.

A. Magnetic Proximity Effect

Our characterization of the impact of non-Hermiticity
on the quantization of the Hall conductivity in Chern
insulating systems has clear ramifications for experimen-
tal observation of the QAHE in ferromagnetic-TI het-
erostructures. Because the non-Hermitian broadening
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TABLE I. Broadening and Induced Exchange Interaction for
Common Ferromagnets

t0
23 (eV) I24 (eV) m25 (µB) Γ (eV) M (eV) Γ/|M |

Fe 3.4 0.88 2.22 11.07 3.32 3.33

Ni 2.0 1.05 0.61 3.95 0.64 6.16

Co 2.6 1.10 1.76 6.27 2.52 2.49

introduced by the ferromagnet contact self-energy in
Eqs. (6)-(7) is comparable to the mass gap in the mag-
netic proximity effect, the Hall conductivity deviates sig-
nificantly from the quantized value predicted from the
topological classification of the bands. In Table I, we es-
timate the broadening, Γ, and induced exchange interac-
tion, M , for common ferromagnetic metals. We assume
the exchange interaction within is given as MFM = Im,24

where I is Stoner parameter of the material and m is the
spin magnetization of the atoms in units of the Bohr mag-
neton, µB . For simplicity, we assume that the interface
coupling is given as tc = t0 for each material. We see that
the ratio of broadening to induced exchange interaction,
Γ/|M |, is well above unity for iron, nickel, and cobalt.
As such, when these ferromagnetic metals are placed in
proximity to the surface a TI, we expect the Hall con-
ductivity to be deviate from the quantized value.

Although our analysis has been limited to the specific
case of a ferromagnetic metal with bands centered on
the Dirac point, we note that large levels of broadening
can arise even in heterostructures with ferromagnetic in-
sulators when the Dirac point lies within the band gap
of the ferromagnet. Figure 3 depicts the band diagram
of a heterostructure of the TI Bi2Se3 and the ferromag-
netic insulator MnSe.26 Due to charge transfer generated
by the work function difference between the two materi-
als, a significant amount of band bending occurs at the
interface. The Dirac point, indicated by the red circle,
remains within the band gap of MnSe, which allows us
to neglect broadening caused by the bulk bands of the
ferromagnet. The bend bending on the TI side of the
interface, however, shifts the Dirac point below the top
of the valence band of the TI. As such, the surface state
electrons can tunnel through the potential barrier and
escape into the bulk valence band of the TI, giving the
surface states a finite lifetime similar to what we ob-
serve in metallic ferromagnets. Theoretical studies on
band bending effects at the surface of TIs have already
shown that significant broadening is generated through
tunneling into bulk bands.27,28 Therefore, even when a
ferromagnetic insulator is used to generate a mass gap in
the TI surface states, the QAHE will be challenging to
observe unless the work function difference between the
materials is overcome using electrostatic gating.

zzinterface

E

Ec

Ev

ϵF

Bi2Se3 MnSe

FIG. 3. Band diagram of the junction between the TI Bi2Se3
and the ferromagnetic insulator MnSe, where Ec is indicates
the energy corresponding to the bottom of the conduction
band of the materials and Ev indicates the energy correspond-
ing to the top of the valence band. Due to work function dif-
ferences between the two materials, significant band bending
can occur in the TI. Although the Dirac point, indicted by
the red circle, lies within the band gap of MnSe, it is now be-
low Ev for z < zinterface, which allows surface state electrons
to tunnel to the bulk valence band of Bi2Se3 and gives the
surface states a finite lifetime. Adapted from Ref. [26].

B. Magnetic Impurity Scattering

We contrast our analysis of the mass gap and broad-
ening generated within proximity-coupled, ferromagnet-
TI heterostructures with the mass gap and broadening
created in a magnetically-doped TI,29 a material sys-
tem in which the QAHE has already been experimentally
demonstrated.30–33 In addition to the exchange splitting
that is generated by the magnetic dopants, scattering of
electrons on these impurities can give the states a finite
lifetime that could cause a loss in quantization of the Hall
conductivity.

To quantify the broadening due to magnetic impurity
scattering, we consider a random impurity potential dis-
tribution of the form

V (r) =

Nimp∑
i

U(r−Ri), (19)

U(r−Ri) =
(
uixσx + uiyσy + uizσz

)
δ(r−Ri), (20)

where Ri are the location of the magnetic impurities,
σα are the spin Pauli matrices, Nimp is the total num-
ber of magnetic impurities, and uiα is the effective ex-
change interaction in the α̂ direction that is induced by
the magnetic impurity. When the QAHE hall is observed
experimentally,30 a small magnetic field is typically ap-
plied to align the magnetic dopants uniformly in the
ẑ direction. Therefore, we can simplify the expression
for the impurity potential distribution to the case where
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uix = uiy = 0 and uiz = uz, allowing us to rewrite Eq. (20)
as

U(r) = uzσzδ(r). (21)

For the next steps, it is convenient to utilize the Fourier
transform of this real-space potential profile, which for
the delta potential we have is given simply as

U(k) =
1

V

∫
dr e−ik·rU(r) =

1

V
u(k), (22)

u(k) = uzσz. (23)

In principle, this random impurity potential breaks the
translational symmetry of the system, which means that
momentum is no longer a good quantum number. How-
ever, an experimental sample is typically much larger
than the phase coherence length in the system, so within
each phase coherence length, an electron travels under
a different random impurity potential configuration be-
fore losing its phase information. Therefore, the electron
will travel under a large number of impurity configura-
tions before being collected at a terminal, which allows
us to perform an impurity self-average to restore transla-
tional invariance of the system.34 The effect of the impu-
rity scattering can then be calculated using an impurity-
averaged self-energy, which to second order in uz is writ-
ten

Σimp(E) = 〈V 〉+ 〈V G0(E)V 〉, (24)

= Σ
(1)
imp(E) + Σ

(2)
imp(E), (25)

where 〈〉 is averaging over disorder configurations and G0

is the bare Green function for the massless Dirac Hamil-
tonian in Eq. (2).

We proceed by calculating the first order term of the
effective self-energy, which is given simply as34

Σ
(1)
imp(E) = 〈V 〉 = NimpU(k = 0), (26)

= nimpuz σz ≡Mimp σz, (27)

where nimp =
Nimp

V is the density of impurities in the
system. To lowest order in the exchange interaction
strength, uz, we see that that a random arrangement
of magnetic impurities results in a net exchange split-
ting for the system that is proportional to the magnetic
impurity density.

The second order term can be calculated in a similar
fashion:16,34

Σ
(2)
imp(E) = 〈V G0(E)V 〉 (28)

= Nimp

∑
k1

U(k− k1)G0(E,k)U(k1 − k) (29)

=
nimpu

2
z

4π
σ0

∫
k dk

[
1

E − αk
+

1

E + αk

−iπδ(E − αk)− iπδ(E + αk)

]
.

(30)

Although the real part of this expression diverges, such
an integral, can be regularized with a suitable momentum
cutoff. Typical calculations choose a Brillouin zone cutoff
of ΛBZ = π/a, where a is the lattice constant, to limit the
calculation within the first Brillouin zone, so we adopt
this regulator:35

Re Σ
(2)
imp(E) =

nimpu
2
z

4πα2
E ln

(
E2

E2 − α2π2

a2

)
σ0. (31)

This second-order effect in uz simply raises the on-site
energy and does not change the qualitative physics of
the problem. Typically, we consider this contribution
as a renormalization of the Fermi energy εF → εF +

limE→εF Re Σ
(2)
imp.36 We now focus on the imaginary part

of this self-energy, which provides the electrons with a
finite lifetime due to the impurity scattering:

iIm Σ
(2)
imp(E) = −inimpu

2
z

4α2
|E|σ0 ≡ −iΓimp σ0. (32)

This term is the leading order contribution to the broad-
ening due to magnetic impurity scattering. Notably,
it acts on both spins with the same sign and follows
the exact form of the broadening due to non-magnetic
impurities.35

Similar to the ferromagnet contact self-energy, we see
that that the presence of magnetic impurities introduces
both a mass gap, Mimp, and a non-Hermitian broadening,
Γimp. These contributions, however, arise from different
orders in the perturbation series, and it is therefore triv-
ial to show that Γimp/Mimp ∝ uz � 1. Thus, the broad-
ening introduced by magnetic impurities is constrained
to be much smaller than the mass gap, resulting in a
nearly quantized Hall conductivity based on Eqs. (14)-
(15) and Fig. 2. Such analysis excludes vertex correc-
tions that naturally arise in perturbative calculations of
conductivity, but the qualitative interpretation remains
the same. The small broadening generated by magnetic
impurity scattering is much less than that generated by a
proximity-coupled ferromagnet and explains why experi-
mental observation of the QAHE is possible in magnetic
topological insulators.30

V. CONCLUSION

In summary, we analytically derive a contact self-
energy that characterizes the effect of proximity-coupling
a metallic ferromagnet to a TI surface state. We show
that when metallic bands from the ferromagnet are
present near the Dirac point, a non-Hermitian broad-
ening term is introduced to the Hamiltonian in ad-
dition to the anticipated time-reversal-breaking mass
gap term. This contact self-energy can introduce large
enough broadening that the surface spectrum appears
gapless despite the presence of a mass gap. We calcu-
late the Hall conductivity for the effective Hamiltonian
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describing the heterostructure and show that for any non-
zero broadening, the Hall conductivity is no longer quan-
tized. For cases when broadening is on the order of the
mass gap, we find that the Hall conductivity can be sig-
nificantly reduced, making the QAHE extremely chal-
lenging to observe in proximity-coupled ferromagnet-TI
systems. For comparison, we also calculate the broaden-
ing and mass gap expected from scattering off of mag-
netic impurities in magnetically-doped TIs and find that
the broadening is constrained to be much less than the
mass gap. As such, the QAHE remains nearly quantized
in magnetic topological insulators despite the presence
of finite broadening. Therefore, our work demonstrates
that although non-Hermitian Hamiltonians can be clas-

sified using non-Hermitian topological band theory, ob-
servables that are topologically quantized in the Hermi-
tian theory, may no longer retain such quantization.
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