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The detailed evolution of the local atomic structure across the (x, T) phase diagram of transition
metal dichalcogenide superconductor Ir1−xRhxTe2 (0≤x≤0.3, 10 K≤T≤300 K) is obtained from high
quality x-ray diffraction data using the atomic pair distribution function (PDF) method. Observed
hysteretic thermal structural phase transition from trigonal (P3m1) to triclinic (P1) dimer phase for
low Rh content emphasizes intimate connection between the lattice and electronic properties. For
superconducting samples away from the dimer/superconductor phase boundary structural transition
is absent and the local structure remains trigonal down to 10 K. In the narrow range of compositions
close to the boundary PDF analysis reveals structural phase separation, suggestive of weak first order
character of the Rh-doping induced dimer-superconductor quantum phase transition. Samples from
this narrow range show weak anomalies in electronic transport and magnetization, hallmarks of the
dimer phase, as well as superconductivity albeit with incomplete diamagnetic screening. Results
suggest that the dimer and superconducting orders exist in the mutually exclusive spatial regions.

INTRODUCTION

Appearance of superconductivity in the proximity and
upon destabilization of other quantum states describes
a number of complex electronic systems, as exempli-
fied by the phase diagrams of unconventional supercon-
ductors [1, 2]. Understanding how superconductivity
emerges in these materials is among the central challenges
in condensed matter physics. While long range ordered
phases are generally seen as detrimental for superconduc-
tivity, fluctuations of these phases are considered to have
ties to superconducting pairing [3], but the details are
intricate and still remain quite puzzling.

Layered transition metal dichalcogenides (TMD) as
low dimensional solids provide an opportune platform to
study various electronic instabilities, most notably the
interplay between charge density wave (CDW) [4, 5] and
superconductivity (SC) [6, 7]. Importantly, in some TMD
classes CDW can be readily tuned into SC by control-
ling system parameters, such as chemical composition
and pressure [8–13], resulting in dome-shaped phase dia-
grams and linear dependence of Tc on the superfluid den-
sity [14], reminiscent of cuprates. The perceived similar-
ity with cuprates that exhibit ubiquitous susceptibility to
charge ordering [15–19] extends also to homologous pseu-
dogaps [20–23]. Thus, systematic explorations of TMDs
are expected to provide further insights of relevance for
the cuprate physics [17, 24–26].

Polymorph of metallic iridium ditelluride, IrTe2, dis-
playing CdI2-type structure [27] attracted considerable
attention following recent discovery of bulk supercon-
ductivity with Tc ∼3 K in intercalated and/or Ir-site
substituted derivates IrTe2:Pd [28], Ir1−xPtxTe2 [29],
CuxIrTe2 [30], and Ir1−xRhxTe2 [31]. Given that super-

conductivity emerges upon suppression of a phase tran-
sition into an intriguing low temperature CDW-like state
associated with q0 = (1/5, 0, 1/5) instability [28, 32], the
discovery triggered a surge of research activity aimed at
revealing the driving force behind this modulation and,
ultimately, its relationship to superconductivity.

Below Ts ∼280 K IrTe2 displays first-order symme-
try lowering transition [33] from high temperature trig-
onal (P3m1, Fig. 1(a)) [34] to low temperature triclinic
(P1, Fig. 1(b)) [35] phase. It is accompanied by sharp
anomalies in electrical resistivity and magnetic suscep-
tibility [33] akin to those seen in CDW bearing ma-
terials [36, 37]. However, mechanism turns out to be
more complex than the Fermi surface nesting. This is
evidenced by substantial electronic structure reconstruc-
tion [38], lack of discernable CDW gap features in spec-
troscopic measurements [38–41] and phonon softening in-
stabilities in phonon dispersions [42], as well as observed
pressure effects opposite to those expected for conven-
tional CDW systems [43]. Low temperature structure
model obtained from single crystal x-ray diffraction not
only adequately accounts for the observed modulated
state [28, 32], but also reveals partial dimerization of Ir
and Te sublattices and associated charge disproportion-
ation [35, 42, 44] resulting in tremendous structural dis-
tortions (sketched in Fig. 1(c)). Recent analysis based
on first-principles total energy density functional the-
ory combined with angle resolved photoemission spec-
troscopy indicates that, apart from CDW-like instability,
uniform lattice deformation and Ir dimerization play very
important role [45].

It has been suggested that SC in chemically altered
IrTe2 variants competes with the low-T state in a quan-
tum critical point (QCP) manner [28], and that fluc-
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FIG. 1. (Color online) Details of IrTe2 structures. (a) Undis-
torted high temperature trigonal model (s. g. P3m1). (b)
distorted low temperature triclinic model (s. g. P1) featuring
Ir dimers. (c) Sketch of local IrTe6 octahedral environments
expected in the absence/presence of Ir dimers (top/bottom).
Dimerization results in dramatic distortions of associated in-
teratomic distances relative to the high temperature struc-
ture: Ir-Ir and Te-Te dimer distances reduce by 0.83 Å and
0.5 Å respectively, while lateral Te-Te distance elongates by
0.29 Å [35], as indicated by block arrows.

tuations of this state possibly mediate superconductiv-
ity [29, 46], tacitly implying similarity to unconventional
SCs. Since most studies focus on the origin and mecha-
nism of the phase transition [32, 42, 45–51], the question
whether the suppression of the low-T phase with chemi-
cal doping proceeds in a first or second order (QCP-like)
manner is still not resolved.

Strong coupling of the electronic state to the lattice
enables utilization of local structure methods, such as
the atomic pair distribution function (PDF) [52] and ex-
tended x-ray absorption fine structure (EXAFS) [53],
to study evolution of such a state across the doping-
temperature, (x, T), phase diagrams of interest. Given
intimate involvement of the structure, proposed fluctu-
ations [28, 29, 46] should leave their footprint in the
nanoscale atomic structure, which can be studied by the
local probes sensitive to presence/absence of distortions
irrespective of the lengthscale and character of their or-
dering. However, only limited number of local structure
studies of this system have been conducted to date. Two
studies based on EXAFS are focused on undoped IrTe2
under ambient [47] and high pressure [54] conditions.
The study of the transition under ambient conditions
suggested that Ir dimers persist locally even in the high
temperature regime, despite the average structure being
undistorted trigonal [47]. Recently reported PDF study
of superconducting Ir0.95Pt0.05Te2 and Ir0.8Rh0.2Te2 did
not find evidence of local fluctuating dimers in the super-
conducting regime, suggesting their absence [55]. This
PDF study also did not find evidence of persisting dimer
fluctuations in IrTe2 at high temperature, in stark con-

trast to the EXAFS analysis based claims [47].
Here we report results of detailed local structure char-

acterization of Ir1−xRhxTe2 across the (x, T) phase dia-
gram using x-ray total scattering based PDF approach.
Ability of the PDF method to reveal hidden nanometer
scale structure aspects in a broad class of complex sys-
tems, including oxides and chalcogenides, important for
more thorough understanding of their physical properties
is by now well established [56–62]. Ir1−xRhxTe2 displays
electronic phase diagram [31] very similar to that of other
doped IrTe2 variants, with superconductivity emerging
close to x=0.1, and involves substitution of Ir by isovalent
Rh with nearly identical ionic radii, thereby providing the
least involved stage to explore this matter. Our analysis
directly maps out suppression of local dimerization with
Rh doping occurring in the same way on all lengthscales.
The quantum phase transition from long range dimerized
to superconducting phase proceeds in a weakly first order
like manner, as revealed by observed intrinsic separation
between non-dimerized and dimerized phases in a narrow
compositional range close to the dimer-superconductor
phase boundary. In this range the diamagnetic screening
increases as the dimer fraction decreases, indicating that
SC and dimers probably do not coexist within the same
spatial regions. In addition, there is no evidence for local
dimers persisting deep into the SC regime, in agreement
with previous report [55]. All these observations rule out
the proposed QCP scenario.

EXPERIMENTAL

Polycrystalline samples of Ir1−xRhxTe2 (0≤x≤0.3)
were synthesized via standard solid-state route. Stoi-
chiometric amounts of elemental Ir, Rh, and Te were
thoroughly mixed, ground, and pelletized. The pellets
were placed in alumina crucibles, sealed into quartz tubes
under 0.2 atm Argon gas, and sintered at 1000 oC for
15 h, followed by cooling to room temperature. The pro-
cess was repeated with intermediate grindings to ensure
chemical homogeneity. Samples were found to be single
phase based on laboratory x-ray powder diffraction and
displayed almost no variation of lattice parameters with
Rh content, in agreement with previous report [31]. Fi-
nal stoichiometries were confirmed by explicit refinement
of site occupancies in structural modeling of the room
temperature PDF data.

Experimental PDFs were obtained from as collected
2-dimensional (2D) diffraction data using standard pro-
tocols [52, 63] based on synchrotron x-ray total scat-
tering measurements carried out at 28-ID-2 x-ray pow-
der diffraction (XPD) beamline of National Synchrotron
Light Source II at Brookhaven National Laboratory. The
setup utilized a 67.7 keV x-ray beam (λ = 0.183 Å), and
was equipped with a flat panel image plate detector based
on amorphous silicon technology (Perkin Elmer). This
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FIG. 2. (Color online) Comparisons of magnetic susceptibility
and total scattering data for selected Ir1−xRhxTe2 composi-
tions. (a) dc susceptibility for x=0.12 and x=0.2 samples at H
= 10 Oe in zero-field-cooling (solid symbols) and field-cooling
(open symbols) modes at low temperature. (b) Reduced to-
tal scattering functions, F (Q), and (c) xPDFs, G(r), for x=0
sample at 300 K (red) and at 10 K (blue).

setup is optimized such as to provide a broad Q-space
coverage, and in turn enhanced r-space resolution, at
the expense of Q-space resolution, as is standard in rapid
data acquisition xPDF setups [64]. The temperature de-
pendent measurements in the 10 K–300 K range (5 K
steps) were done on warming using a closed cycle helium
cryostat (Cryoindustries of America) featuring evacuated
chamber with a holder accommodating simultaneously 3
samples, and a set of thin mylar windows. In order to ex-
plore the system behavior on thermal cycling, additional
measurements over the 80 K–300 K range were performed
for all the samples on cooling and successive warming us-
ing a liquid nitrogen based cryostream (Oxford Cryosys-
tems 700). The raw 2D diffraction data were integrated
and converted to intensity versus Q using the software
Fit2D [65], where Q is the magnitude of the scatter-
ing vector. Data reduction to measured total scattering
structure functions, F (Q) (Fig 2(b)), and their succes-
sive Sine Fourier transform up to a momentum transfer
of Qmax = 25 Å−1 to obtain experimental PDFs, G(r)
(Fig 2(c)), were carried out using the PDFgetX3 [63]
program. PDF structure refinements using models based
on P3m1 and P1 symmetries were carried out using the
PDFgui program suite [66].

RESULTS AND DISCUSSION

We begin by qualitatively comparing the data of parent
IrTe2 at endpoint temperatures (300 K and 10 K) to as-
sess the sensitivity of the total scattering approach to the
symmetry lowering occurring across its structural phase
transition [33, 35, 39, 42]. Despite rather poor Q-space
resolution, the effects of symmetry lowering are apparent

FIG. 3. (Color online) Comparison of azimuthally integrated
2D diffraction patterns of Ir1−xRhxTe2 for 300 K (solid red
line) and 10 K (solid blue line) over a narrow range of mo-
mentum transfer, Q, for (a) x=0, (b) x=0.03, (c) x=0.06, (d)
x=0.12, (e) x=0.2, and (f) x=0.3. All patterns are normalized
by the intensity of (001) reflection (P3m1 indexing).

in the integrated data presented in the form of derived
reduced total scattering function, F (Q) (Fig. 2(b)). The
peaks in, for example, 5–10 Å−1 range appear visibly
sharper for 300 K (solid red line) than for 10 K (solid
blue line), despite the opposite being expected due to
the Debye-Waller effects at high temperature. In corre-
sponding PDFs one readily observes the appearance of
new peaks in 10 K G(r) profile as compared to its 300 K
counterpart, particularly apparent at e.g. interatomic
distances larger than 10 Å in Fig. 2(c). This establishes
the sensitivity of both Q-space and r-space variants of
our data to the symmetry lowering observed in IrTe2.

Similar qualitative survey can then be extended to all
the samples in the Ir1−xRhxTe2 series. Figure 3 pro-
vides a comparison of diffraction patterns obtained by
azimuthal integration of the raw 2D data. The patterns
are further normalized by the intensity of (001) reflection
(P3m1 notation). Profiles in red correspond to 300 K,
while profiles in blue represent 10 K. Samples with 0%,
3%, and 6% Rh display very similar behavior with global
symmetry lowered in 10 K data as evident from addi-
tional although poorly resolved peaks emerging in the
low temperature patterns shown in Fig. 3(a)-(c). Data
for 300 K are also sharper than data at 10 K, consistent
with lower symmetry at base temperature. On the other
hand no additional peaks appear at low temperature for
20% and 30% Rh compositions, with 10 K profiles visi-
bly sharper than those corresponding to 300 K (Fig. 3(e),
(f)), as expected from Debye-Waller effects in a system
where global symmetry does not change [67], and op-
posite to what is observed for lower Rh concentrations.
Given limited Q-space resolution of our measurement,
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FIG. 4. (Color online) Comparison of experimental xPDFs of
Ir1−xRhxTe2 for 0≤x≤0.3 over 10 Å range at (a) 300 K and
(b) 10 K. The data for the endmembers are shown as colored
profiles, and for the intermediates as gray profiles. ∆G(r)
in both panels represents the difference between x=0 (light
red/blue) and x=0.3 (dark red/blue) xPDFs, shown as solid
green line and offset for clarity. At 300 K all xPDF profiles
look very similar. At 10 K xPDF profiles apparently cluster
into two groups, those resembling x=0 (light blue), and those
that are similar to x=0.3 (dark blue). Arrows in (a) mark
lattice repeat distance peaks in the trigonal phase.

this observation does not immediately rule out average
symmetry lowering in these samples, but such conclusion
would certainly be in line with lack of observable anoma-
lies in electrical resistivity and magnetic susceptibility for
these Rh concentrations [31]. Samples with intermediate
compositions close to the dimer/superconductor bound-
ary [31] show response appreciably weaker than those
with low Rh-content, but still consistent with there be-
ing a structural change. This is shown for 12% composi-
tion in Fig. 3(d), with similar behavior also observed for
10% Rh sample (not shown). This assessment indicates
that the average structure changes up to and possibly in-
cluding compositions close to the dimer/superconductor
boundary, while it remains unchanged in the supercon-
ducting region of compositions.

Qualitative comparisons of as measured (without any
scaling) PDFs, shown in Fig. 4 over the range of 10 Å,
provide further noteworthy insights. At 300 K tempera-
ture all the patterns are qualitatively very similar, with
observable differences arising primarily in the PDF peak
intensities, which is expected due to very different x-ray
scattering form factors of Ir (Z=77) and Rh (Z=45) [52].
There is no observable variation with Rh content of the
PDF peak positions, as can be seen by inspecting e.g. lat-
tice repeat distance peaks centered around a ≈ 3.932 Å
and c ≈ 5.397 Å marked by arrows in Fig. 4(a). This is
consistent with unchanged bondlength distribution and
also consistent with previously reported minute variabil-

FIG. 5. (Color online) Comparison of experimental xPDFs of
Ir1−xRhxTe2 over 10 Å range at 10 K for x=0 (solid light blue
line), x=0.1 (solid dark green line), x=0.12 (solid light green
line), and x=0.3 (solid dark blue line). See text for details.

ity in lattice constants of Ir1−xRhxTe2 with Rh content
at room temperature [31], in contrast to Ir1−xPtxTe2,
where Pt doping alters the unit cell parameters appre-
ciably [29]. This is exemplified by PDFs of 0% and 30%
Rh data, shown in Fig. 4(a) as light red and dark red
solid lines, respectively. Their difference, shown as green
line underneath, displays signatures consistent with the
PDF intensity variations. Profiles for all other composi-
tions are superimposed as gray solid lines and gradually
fill the small intensity gaps between the two PDFs corre-
sponding to the endmembers and are virtually indistin-
guishable from already very similar endmember PDFs.
Remarkably, signal in the nonphysical region of r below
2.5 Å, and just before the nearest neighbor peak, is ex-
ceptionally well matched across all datasets, with small
ripples originating from the effects of the finite size of the
Fourier transform window being well aligned for all Rh
compositions. This reflects exceptional reproducibility of
PDF data across all seven studied samples with different
Rh content, as well as the overall data quality [68].

On the other hand, the PDF data comparison at 10 K
reveals quite different behavior. PDFs of 0% and 30% Rh
data are shown in Fig. 4(b) as light blue and dark blue
solid lines, respectively, with their difference (green line)
reflecting additional positional mismatch characteristic of
appreciable changes in the underlying bond length distri-
bution. This is consistent with a change in symmetry on
going from one composition to another at base tempera-
ture. For the samples with in-between compositions the
PDFs are again displayed as gray profiles. These PDFs
appear to cluster together with either the 0% Rh PDF or
the 30% Rh PDF in almost perfect binary registry of two
states, with no visible gradual change. However, careful
inspection reveals that 10% and 12% compositions de-
viate somewhat from this trend and show an intermedi-
ate behavior on the lengthscale of approximately 1 nm
(Fig. 5), suggestive of possible phase separation. Details
of this behavior will be explored quantitatively and ad-
dressed further below.

Next we characterize the local structure evolution more
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FIG. 6. (Color online) Structural refinements of P3m1 model
(solid red line) to Ir1−xRhxTe2 xPDF data at 300 K (open
blue symbols) over 10 Å range. Difference between the data
and the model is shown as solid green line underneath and is
offset for clarity. (a) x=0 (rW =3.9%), (b) x=0.03 (rW =3.8%),
(c) x=0.06 (rW =4.1%), (d) x=0.12 (rW =4.2%), (e) x=0.2
(rW =4.1%), and (f) x=0.3 (rW =4.1%). Refinement of x=0.1
data (not shown) results in a fit with residual of rW =3.9%.

quantitatively by explicitly fitting the structure mod-
els to the experimental PDF data using a full profile
least squares approach, similar to that of the Rietveld
method [69] in conventional powder diffraction as de-
scribed in detail elsewhere [66]. Data at 300 K for all the
samples are found to conform to trigonal P3m1 model of
IrTe2 [33], and all obtained fits are of comparably good
quality as shown in Fig. 6, consistent with all the sam-
ples being single phase. In order to map out structural
evolution with temperature and doping, and to observe
the areas of the phase diagram where the local symme-
try is broken, we utilize high temperature trigonal P3m1
model for all the data of all the samples first. In this
approach high symmetry model is used to detect locally
broken symmetry by charting locations in a (x, T) phase
diagram where such model fails to explain PDF data.
This is typically done by monitoring the evolution of the
weighted fit residual, rW , which quantifies the goodness
of fit of the used model [66]. Additionally, atomic dis-
placement parameters (ADP), U , are also monitored, as
these become anomalously enhanced when the underly-
ing symmetry is lowered thus indicating inadequacy of
the model to explain the established distortions [70, 71].
This simple yet powerful approach has been very success-
ful in detecting presence of low temperature nanoscale
Ir-dimer fluctuations in Cu(Ir1−xCrx)2S4 thiospinel [62]
for Cr concentrations for which long range dimer order
is not observed [72], as mentioned earlier, an informa-
tion crucial for comprehensive understanding of observed
anomalies in electronic transport in that system [62].

Results of this approach applied to Ir1−xRhxTe2 by

FIG. 7. (Color online) Detection of structural transition in
Ir1−xRhxTe2 by P3m1 modeling of xPDF data. Rh content is
indicated in the panels. (a) Fit residual, rW (T ), normalized
to 300 K value. (b) Isotropic atomic displacement parameter
of Ir, U(T ), normalized to 300 K value. (c) Fit residual,
rW (T ), for data collected on cooling (blue) and warming (red)
for samples with selected Rh content. Hysteresis loops for
10% and 12% Rh samples are scaled for clarity, as indicated.
Loops have been offset for clarity. Quantities shown in (a)
and (b) are based on data acquired on warming using cryostat
equipment; these shown in (c) are based on data collected on
thermal cycling utilizing cryostream equipment. Shaded area
in (c) denotes lack of data in the collection mode used.

utilizing P3m1 model over 50 Å range are summarized in
Fig. 7. Both fit residual, Fig. 7(a), and Ir ADP, Fig. 7(b),
are found to exhibit abrupt upturns for IrTe2 at temper-
ature where anomalies in resistivity and susceptibility set
in, evidencing (this time directly) the onset of structural
transformation. Very similar anomalies are also seen in
doped samples with Rh content up to and including 12%,
with the transition temperature gradually decreasing and
transition generally becoming broader with increasing Rh
content, in line with temperature evolution of magnetic
and transport properties [31] confirming coupling of the
lattice degrees of freedom and the underlying physical
properties [39]. For superconducting 20% and 30% Rh
compositions away from the dimer/superconuctor phase
boundary anomalous upturns in fit residual and Ir ADP
are not observed down to the lowest accessible tempera-
ture (10 K), confirming that the average transition does
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FIG. 8. (Color online) Structural refinements of P3m1 model
(solid red line) to Ir1−xRhxTe2 xPDF data at 10 K (open
blue symbols) over 10 Å range. Difference between the data
and the model is shown as solid green line underneath (offset
for clarity). (a) x=0 (rW =14.8%), (b) x=0.03 (rW =13.5%),
(c) x=0.06 (rW =12.9%), (d) x=0.1 (rW =7.7%), (e) x=0.12
(rW =5.7%), and (f) x=0.2 (rW =3.9%). Refinement to x=0.3
data (not shown) gives a similar quality fit to that for x=0.2.

not occur in these samples, and, more importantly, indi-
cating absence of dimer fluctuations within the sensitivity
of our data and the analysis protocol [55]. Weak grad-
ual temperature dependence of rW noticeable for 20%
and 30% compositions in Fig. 7(a) is not an indication
of underlying locally broken symmetry. This is rather a
consequence of fits generally performing better at higher
temperature due to thermal broadening masking any im-
perfections in experimental data that only become ap-
parent at lower temperature. If these were related to
local symmetry breaking, they would also be seen in the
temperature dependent Ir ADPs in Fig. 7(b), but these
exhibit canonical behavior [55, 62, 67, 70].

Inspection of the fits of the P3m1 model to 10 K PDF
data over 10 Å range further corroborates this conclu-
sion. Model clearly fails for 0%, 3%, 6%, and 10% data,
Fig. 8(a)-(d), with slightly better fits for 10% composi-
tion. The model does visibly better for 12%, but the
discrepancies observed in the difference curve, Fig. 8(e),
appear to correlate with similar discrepancies seen for
lower doping and the fit residual is still larger than that
for 300 K. On the other hand P3m1 model fits to 20%
(Fig. 8(f)) and 30% data at 10 K are of comparable qual-
ity to those observed for the same model and samples at
300 K, indicating that this model provides a good de-
scription of the local structure for these compositions at
low temperature and thus confirming that no observable
dimer fluctuations are present [55].

In order to determine the character of the transition in
Rh-substituted samples, the same approach is applied to
the data obtained during thermal cycling. The transition

FIG. 9. (Color online) Structural refinements at 10 K. Fits
of P1 model to the data of (a) x=0 (rW =2.0%), (b) x=0.03
(rW =2.1%), (c) x=0.06 (rW =2.3%), (d) x=0.1 (rW =6.3%),
and (e) x=0.12 (rW =7.3%). (f) P3m1 + P1 two phase model
refinement to x=0.12 data (rW =2.7%). See text for details.

is found to display observable hysteresis in the parame-
ters sensitive to the transition for all the samples where it
occurs, as shown in Fig. 7(c), indicating first-order behav-
ior. Notably, the response becomes substantially weaker
as Rh composition approaches the dimer/superconductor
boundary, with the characteristic upturns in both the fit
residual and Ir ADP measures nearly an order of magni-
tude smaller than for IrTe2. This is consistent with there
being a considerable reduction in the dimer density as
the dimer/superconductor boundary is approached [55].

At this point, and before proceeding to low temper-
ature structure assessment, it is important to note that
orderings other than 1/5 with higher dimer densities have
also been observed in IrTe2 system. Second phase transi-
tion has been reported to occur around ∼180 K from 1/5
to a higher dimer density 1/6 ordering state (presumed to
be the ground state) [73], originally observed to occur as
a function of Se-doping in IrTe2−xSex [32], and confirmed
in several followup studies [46, 48–50, 74, 75]. However,
one of the consequent studies revealed that the appear-
ance of additional phases (beyond the 1/5 phase) is by
no means ubiquitous, and that it very much depends on
the sample synthesis protocols used [76]. Temperature
dependent assessments of our samples shown above do
not exhibit any additional anomalies at lower tempera-
ture that could be attributed to presence of such higher
dimer density phases in our samples. We therefore con-
sider the local structure evolution at low temperature
within the framework of 1/5 ordering model.

For assessment of the local structure at low temper-
ature, P1 dimer model (Fig. 1(b)) with 8 atoms in the
asymmetric unit cell (3 Ir and 5 Te atoms) is used to
fit PDF data at 10 K over 10 Å range, utilizing lattice
and fractional coordinate parameters as reported in the
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FIG. 10. (Color online) (a) (x, T) phase diagram of
Ir1−xRhxTe2. Solid blue and red circles represent mag-
netic phase transition temperature obtained from susceptibil-
ity measurements on cooling and warming, while solid green
circles denote superconducting transition temperature, after
reference [31]. Solid blue and red squares mark structural
transition temperature in Ir1−xRhxTe2 from this study. Solid
green squares denote superconducting transitions observed in
samples used here. Values of superconducting Tc are mul-
tiplied by a factor of 10 for clarity. (b) P1 phase fraction
obtained from local structure refinements (solid gray sym-
bols). The same phase fraction deduced from susceptibility
measurements reported by Kudo et. al. [31] (solid magenta
circles). All lines are guides to the eye. Horizontal dashed
line in (b) marks the estimated PDF sensitivity threshold to
the presence of the local dimer phase [55].

original single crystal x-ray diffraction work of Pascut et.
al. [35]. Although this dimer model has considerably sim-
pler unit cell than one previously reported in P1 setting
by Cao et. al. [42] (75 independent atoms, 25 Ir and
50 Te), it still has 6 lattice parameters and 21 indepen-
dent fractional coordinates, a large number of variables
as compared to 3 (2 lattice parameters and 1 fractional
coordinate) needed to describe the P3m1 high tempera-
ture structure. In order to avoid overparametrization of
the fits due to narrow PDF refinement range, we kept
these parameters fixed to values reported for IrTe2 [35],
and refined only the overall scale factor and ADPs. The
later were additionally constrained to be the same for the
atoms of the same type. Even with this rather conser-
vative approach, fits with exceptionally good agreement
are achieved to the data for 0%, 3%, and 6% Rh compo-
sitions, as evident from Fig. 9 (a)-(c). Interestingly, this
approach gave fits of observably poorer quality for 10%
and 12% Rh data, with fit of the later being slightly worse
than the former, as indicated by the values of fit resid-
ual and also observable in the corresponding difference
curves in Fig. 9 (d)-(e). We recall here the qualitative
comparison of 10 K PDF data (Fig. 5). There one readily

observes that data for 10% and 12% Rh samples display
behavior intermediate between that of low and of high Rh
content compositions, suggestive of a two-phase behavior.
Increasing inability of the triclinic model to explain these
data alone also points to a necessity to explore a two-
phase mixture. Following this, these data were fit using
explicit 2-phase modeling approach. Ingredient phases of
this refinement were P1 and P3m1 using parameters for
IrTe2 at 10 K and 300 K, respectively. These parame-
ters were kept fixed, while refining one ADP for Ir and
one for Te (shared across the phases), and one unique
phase scale factor. This resulted in fits with significantly
improved agreement as compared to cases when the two
phases were refined independently within single phase re-
finements, as illustrated in Fig. 9 (f) for 12% Rh data.
Resulting phase fractions are 0.6(1) and 0.3(1) for 10%
and 12% Rh samples at 10 K, respectively. We also esti-
mated dimer phase fraction from magnetic susceptibility
measurements [77] and reported Rh-content dependent
size of the dip at the transition [31], normalized to its
x=0 value [55]. This shows good general agreement with
the phase fraction estimated from the PDF analysis. Ad-
mittedly, in the PDF modeling of 10 K data of the un-
doped and low Rh-doped samples P1 model results in fits
of comparable quality to that of the 2-phase model. This
implies that variation of the dimer density in this part
of the phase diagram is relatively small and below the
sensitivity of our approach [55], making the fraction of
P3m1 phase effectively inaccessible.

We summarize all observations resulting from the PDF
analysis in a phase diagram shown in Fig. 10. Struc-
ture transition temperatures were determined as mid-
point values obtained from temperature dependence of
parameters indicating failures of the P3m1 model shown
Fig. 7. These are in generally good agreement with those
reported from the measurements of physical properties
in Ir1−xRhxTe2 [31]. Superconducting temperatures for
our samples were determined from dc susceptibility mea-
surements. These are shown for two of our samples in
Fig. 2(a). Although demagnetization corrections have
not been done, these measurements suggest that 12% Rh
sample does not exhibit complete diamagnetic screen-
ing, whereas 20% sample does. In addition, 12% sam-
ple shows broader SC transition with weak pinning sig-
natures as compared to 20% sample. This clearly indi-
cates that there is an enhancement of superconductivity
with doping. On the other hand, dimerized phase frac-
tion (Fig. 10(b)) sharply decreases upon approaching the
dimer/superconductor boundary on increasing Rh con-
tent, having the opposite trend to superconducting frac-
tion. This indicates that SC and dimerized phases likely
do not coexist within the same spatial regions of the sam-
ple and that they are mutually exclusive.

The competitive nature of the interplay between SC
and 1/5-dimer phase is also manifested in the following
observations. Bulk superconductivity occurs without the
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presence of this phase in structural polymorphs of IrTe2
other than trigonal, that have IrTe6 connectivity differ-
ent than edge-sharing [78–81]. Apart from the character
of the structural phase, significant depletion of the carrier
density [82] accompanying the 1/5-ordering has been re-
cently suggested as one of the contributing factors to the
suppression of superconductivity. Recent STM studies
also pointed to the incompatibility of the dimer phase and
superconductivity, evidenced as nanoscale phase separa-
tion between these phases [82]. Adverse effect of dimer-
ization is further seen in AuTe2 [83] and CuIr2S4 [77]
chalcogenides, where SC emerges as well only upon dop-
ing induced breaking of Te and Ir dimers, respectively.
However, in IrTe2 SC appears to be compatible with hon-
eycomb type charge order [82], suggesting that SC may
couple only to a specific type of ordering [82, 84].

CONCLUSIONS

In summary, nanometer scale structure of Ir1−xRhxTe2
has been studied across the (x, T) phase diagram by
means of high energy x-ray total scattering based atomic
PDF analysis. The PDF data at 300 K for all samples
(0≤x≤0.3) studied are equally well explained by trigo-
nal P3m1 model, indicating their single phase character
within the sensitivity of our data. PDF analysis evi-
dences structural phase transition for all compositions
up to x=0.12, and no structural change for x=0.2 and
x=0.3 down to the lowest accessible temperature (10 K).
The structural phase transition temperature gradually
decreases with increasing Rh content, and shows a ther-
mal hysteresis consistent with previous transport and
susceptibility measurements. For samples with composi-
tions away from the dimer/superconductor phase bound-
ary the base temperature PDF data are well explained
by single phase models. However, samples with compo-
sitions close to to the boundary (x=0.1 and x=0.12) are
found to display separation into non-dimerized (P3m1)
and dimerized (P1) phases as evidenced by explicit two
phase refinements of the PDF data. Qualitative mea-
sures of the transition become nearly order of magnitude
weaker for the compositions close to the boundary, im-
plying that the dimer density drops considerably as the
superconducting regime is approached. Given apparent
reciprocal relationship between the doping evolution of
the diamagnetic screening and the dimer fraction, the
study suggests that below Tc superconductivity emerges
in the non-dimerized region of the sample. This points
to the macroscopic phase separation between dimer and
superconducting phases, further reinforcing the idea of
their competitiveness. Our results do not support the
view of quantum critical behavior and further implicate
that dimer fluctuations do not play significant role in the
observed superconducting properties. The analysis car-
ried out here does not rule out a possibility of ordering

other than 1/5(1,0,1) in the regions of the phase dia-
gram where dimerization is observed. However, absence
of any additional anomalies in P3m1 ADPs and fit resid-
uals other than those associated with 1/5-order indicates
that the cascade of phase transitions to states with dif-
ferent ordering vectors is not present in our samples.
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[62] E. S. Božin, K. R. Knox, P. Juhás, Y. S. Hor,

J. F. Mitchell, and S. J. L. Billinge, Sci. Rep. 4,
4081 (2014), URL http://www.nature.com/srep/2014/

140212/srep04081/full/srep04081.html.
[63] P. Juhás, T. Davis, C. L. Farrow, and S. J. L. Billinge, J.

Appl. Crystallogr. 46, 560 (2013), URL http://dx.doi.

org/10.1107/S0021889813005190.
[64] P. J. Chupas, X. Qiu, J. C. Hanson, P. L. Lee, C. P.

Grey, and S. J. L. Billinge, J. Appl. Crystallogr. 36,
1342 (2003), URL http://scripts.iucr.org/cgi-bin/

paper?wf5000.
[65] A. P. Hammersley, S. O. Svenson, M. Hanfland, and

D. Hauserman, High Pressure Res. 14, 235 (1996).
[66] C. L. Farrow, P. Juhás, J. Liu, D. Bryndin, E. S. Božin,
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