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Field quantization in high curvature geometries help understanding the elastic and inelastic scat-
tering of photons and electrons in nanostructures and probe-like metallic domains. The results
find important applications in high-resolution photonic and electronic modalities of scanning probe
microscopy, nano-optics, plasmonics, and quantum sensing. We present a calculation of relevant
photon interactions in both hyperboloidal and paraboloidal material domains. The two morpholo-
gies are compared for their plasmon dispersion properties, field distributions, and radiative decay
rates, which are shown to be consistent with the corresponding quantities for the finite prolate
spheroidal domains. The results are relevant to other material domains that model a nanostructure

such as a probe tip, quantum dot, or nanoantenna.

I. INTRODUCTION

Materials confined to microscopic elongated ”probe-
like” domains, in addition to having been tremendously
enabling in various forms of scanning probe microscopy
(SPM), hold great potential for emerging applications in
fields such as quantum sensing [1-4]. Recent interest in
the properties of such tip-shaped material domains is re-
flected in the demonstration of laser pulse induced elec-
tron emission from a gold solid tip under grating cou-
pled plasmon excitation [5-7]. These applications make
use of the excitation and resonant properties of surface
modes on bounding surfaces and interfaces of metallic,
dielectric, and metallo-dielectric domains that take the
form of a tip [8]. Examples of systems that use a probe
tip include scanning tunneling microscope, photon scan-
ning tunneling microscope, apertured and apertureless
nearfield scanning optical microscope, nanoantennas, and
processes such as tip-enhanced spectroscopy and lithog-
raphy. The intriguing excitations, typically studied near
the tip apex, are expected to receive contributions not
only from stationary modes, such as those occurring at
the surfaces of finite nanoparticles, but also from non-
stationary modes propagating at the infinite interfaces.
The theoretical and modeling tools for investigating the
response of these systems and their dependence specif-
ically upon the geometric characteristics have been in-
dispensable in the development of these applications. In
particular, analytical techniques that lend themselves to
provide complete or partial information on the system
are often regarded as necessary not only for obtaining the
system response (e.g., energy distribution in the nearfield
of the nanoparticles), but also for elucidating the inner
working of the systems (e.g., the contributing eigenstates
and eigenvalues). Calculation of geometric and material
dependencies of surface mode excitation, decay and scat-
tering on the bounding surfaces of nanoscale domains are
both instructive and necessary for better design and fab-

rication.

Here, we investigate the radiative decay rate of plas-
mons by quantizing the surface modes engendered on the
surface of a metallic probe modeled as one sheet of a two-
sheeted hyperboloid of revolution, shown in Fig. 1(a).
This geometry offers an elegant adaptability not only
for the description of the local curvature of a fabricated
probe but also for the modeling of nearly planar inter-
faces [8]. In addition, it has the property that the hy-
perboloidal domain translates along its symmetry axis
when changing the opening angle 6y, that is, smaller
1o = cos by, yields smaller gap 2z, the apex distance to
origin o in Fig. 1(a). To provide a basis for comparison,
we quantize the surface charge density oscillations on the
useful system of a paraboloid of revolution, which offers
a similar apex morphology but a different asymptotic be-
havior away from the apex. Importantly, the apex and
off-apex curvature of a paraboloid of revolution presents a
more natural topology for comparison of its spectral and
scattering properties with that of a finite body of similar
curvature, e.g., a spheroidal domain. Therefore, for the
sake of validation, we extend our investigations to also
study the radiative decay of plasmons excited on a pro-
late spheroid, which owing to its finite volume presents a
more tangible system.

Our presentation is organized as follows. In sec-
tion II, we treat the paraboloidal plasmons. Here, within
the quasi-static framework, representing the material
domain with a frequency-dependent dielectric function,
we derive the nonretarded plasmon dispersion relations,
eigenmodes, and fields. From the classical energy of
paraboloidal charge density oscillations, we then derive
the Hamiltonian of the system. We then proceed to
quantize the plasmon field and, employing an interaction
Hamiltonian derived from the first order perturbation
theory within the hydrodynamic model of an electron
gas [9, 10], obtain an analytical expression for the radia-
tive decay rate of the plasmons. Having established the



full treatment of the paraboloidal system, in section III,
we proceed to investigate the quantized charge density
oscillations on the surface of one sheet of a two-sheeted
hyperboloidal of revolution. In both these sections the
use of non-retarded potentials and dispersion relations is
justified due to the sub-wavelength dimension of the tip.
In section V, we discuss our findings and compare both
the paraboloidal and hyperboloidal results. An interest-
ing comparison of the paraboloidal domain can be made
with respect to the surface modes and radiation patterns
of a prolate spheroid, a finite geometric domain highly
suitable for modeling of nanoparticles such as a quantum
dot. In specific cases, we further validate the results us-
ing computational techniques to obtain the lower energy
eigenmodes and farfield radiation patterns. Concluding
remarks are provided in section V.

II. PLASMON EXCITATION AND RADIATIVE
DECAY ON PARABOLOIDAL SURFACES

Quantum calculations that take into account the ge-
ometric effects of the bounding surfaces of the material
domains are important to corroborate experimental ob-
servations in nanophysics. Here, our goal is to calculate
the probability amplitude that a surface plasmon in a
given initial state, engendered near the apex region of a
probe-shaped material domain, will emit a photon into a
given final state. To model a tip-like domain, we consider
a surface of revolution about the z—axis resulting in the
usual azimuthal symmetry. Using two parameters r and
B, such a surface can be parametrized as [11]:

r=r(r,8) = 7 cos Bi + 7sin 7 + f(T)E,

for any explicit equation of a surface of revolution writ-
ten as z = f(r), where r = /22 4+ y2. Here, we will em-
ploy three specific cases of surfaces of revolution: a sin-
gle sheet of a two-sheeted hyperboloid, a paraboloid, and
a prolate spheroid. Fig. 1(a) shows an example hyper-
boloid. In the following, we will first treat a paraboloid,
for which we begin by seeking pertinent classical quanti-
ties.

A. Nonretarded potential, dispersion relations, and
classical energy of surface charge density

We consider a vacuum-bounded solid paraboloid of
revolution defined by 1 = 19, via the coordinates (£, 7, ¢)
given in Egs. (A-1) and (A-2). Denoting the frequency
w dependent dielectric function of the paraboloidal ma-
terial domain with €1 (w), we set the outside medium di-
electric constant €5 = 1, noting that for a general case
we may retain €, as a parameter. The quasistatic scalar
electric potential ® is continuous everywhere in the space
and satisfies the Laplace equation everywhere except on

FIG. 1: Modeling systems and their potential distributions.
(a) One sheet of a two-sheeted hyperboloid of revolution mod-
eling a nanotip or a nanostructure with local curvature. Sur-
face modes of momentum &, e.g., excited by incoming photons
hw, decay radiatively into a solid angle d€2. The curvature of
the tip apex is set by the po defining the hyperboloidal sur-
face. Here, puo = cosfp, where 6y is the angle between the z
axis and an asymptote to the hyperboloidal surface such that
small 6y yields a sharp probe while 6y — 7/2 corresponds
to zy plane. The apex point zmin = zoo, near the focal
point of the hyperboloid, is set by the scale factor zp, as in
Eq. (B-1). Figures (b), (c) and (d) show the spatial distribu-
tion of the lowest lying eigenmodes of the quasi-static electric
potential for the three modeling domains investigated. For
the same mode index m, optimizing the apex curvature over-
lap within the same spatial zz domains, and analysing the
potential distribution, leads to the determination of the cor-
responding continuous eigenvalues A of the paraboloid (b) and
q of the hyperboloid (d), respectively, as well as the discrete
eigenvalue ! of the prolate spheroid (c). The geometric pa-
rameters 7o, 1o, and (o determines the form of the considered
domains.

the boundary surface n = 79. Employing the Lapla-
clan in Egs. (A-3)-(A-5), and considering the two re-
sulting Sturm-Liouville problems Eqgs. (A-4) and (A-5),
with unbounded domain 7,¢ € [0,00) lead to a continu-
ous spectrum of real eigenvalues and eigenfunctions [12]
in terms of Bessel and modified Bessel functions given
by Egs. (10.3.64) and (10.3.65)[13]. Using the fact that
the potential is bounded on the z-axis and vanishes as
r — o0, together with the asymptotic behavior of the
Bessel functions [14, 15], we denote the potentials with
®; and ®,, for the interior and the exterior domains, re-
spectively, and utilize the Heaviside function © with the
half-maximum convention ©(0) = 3 to write the total



potential as:

O(r,t) = O(no — n)Pi(r,t) + O(n — 7o) Lo (1, ),

or explicitly:

= Sh(®

m,p

<[ " Aoy (I (A6) [@(770 I (M) o (M)
0

Im(/\’rIO)Km()‘n) d>‘7 (1)

+©O(n — o)

where m = 0,1,2,---, and p = 0,1, while A,,,),(t) are
the time ¢ dependent amplitudes to be determined by
the boundary conditions, and {S2,(¢)} indicate the az-
imuthal symmetry of the eigenmodes, explicitly:

She) =
satisfying the orthogonality relation given in Eq. (A-16).
Thus, p determines the parity of the solutions. We also
note that Eq. (1) guarantees the continuity of the po-
tential across the boundary n = ny. With V20 = 0 for
n < no and n > 1, see Egs. (A-6)—(A-9), noting that the
derivative of Heaviside function is the Dirac delta func-
tion d(z), the Poisson equation for the surface charge
density o at the boundary surface n = 7y implies:

00 0%\ _ _dm o
(2)

where h,,, given by Eq. (A-2), is a scale factor of the
paraboloidal system. Therefore, solving for the charge
density (following Eqs. (A-10)-(A-12)), we obtain:

(2 — 0om,)dop cOs Mip + d1p SIn M,

225 d(n —no)
Vo= a?(§2 +n?)

e mmz / Aprp(£) Jon (AE) AN
(3)

If we now let ny denote the number density of free elec-
trons (mass m. and charge —e) in the paraboloidal do-
main, and @ denote the charge displacement vector, then
from the definition of the polarization, the surface charge
o can be written as 0 = —enoi - é,,| Furthermore, the

equatlon of motion for the electrons is given by m. i =
eV<I>i. Thus, we have 4n6 = —wf, ( e, - V@i)‘
it follows that:

, and
n="no

=" 47Ta\/§2+770;p
x / M (8) T (N I, (o) Ko (M) dA.— (4)

Differentiating the charge density in Eq. (3) twice with
respect to time ¢ and equating it with Eq. (4), it follows

4

from the orthogonality of system {
fixed m and p:

SP }m,p that for each

/OOO I (AE) [Amkp(t) + W%AAmAp(t)] dA =0, (5)
where

The (allowed) resonant values of the dielectric function
¢ of the paraboloid can also be independently calculated
from a transcendental equation obtained by imposing the
quasistatic boundary conditions at the bounding surfaces
of the domain within which the scalar electric field satis-
fies the Laplace equation. Therefore, it can be shown that
wm satisfies the Drude model 1—¢,,\, = wP w,, 2 . Utiliz-
ing the orthogonality relation for Bessel functlons given
by Eq.(11.59) [16], (also see Appendix A, Eq. (A-19)
) it follows from Eq. (5) that the amplitudes A,,xp (%)
undergo harmonic oscillations at continuous frequencies
wWma given by Eq. (6), that is:

w72n)\ = %2; >\770 I':n (>\770)

Ausp(t) + 27 Arg () = 0. (7)

The harmonic behavior of the field amplitudes will play
an essential role in the possibility of analytically calcu-
lating the energy of the paraboloidal charge system prior
to quantization.

Having obtained closed form expressions for the poten-
tial and induced surface charge density, we are now in the
position to calculate the potential energy V' due to the
polarization charge distribution p as: V = % fQ p @ dQ2,
where (2 denotes the entire space. Since p is only confined
to the paraboloidal surface 1 = 19 and vanishes elsewhere
in the space, one may integrate over an infinitesimal thin
cover across the boundary: 1y — e < n < ny + €. Letting
¢ — 07 and making the observation ph, = §(n — no)o,
the potential energy can be expressed as a surface integral
given in Eq. (A-15). From the orthogonality relations for
the trigonometric system {S2, (¢)} and the Bessel func-
tions along with the property of the delta function, see
Egs. (A-13)—(A-19) in Appendix A, we obtain the poten-
tial:

dep/ /\Tlo)fm()\??o) [Amkp(t)f A,

(8)

where d,,, is given in Eq. (A-17).
We will now seek the kinetic energy T of the
paraboloidal charge system. Employing the charge dis-

placement vector, we write T = %meno fﬂﬁo udQ). To

obtain an expansion for ﬁ’, we note that in the expression
for the potential ®; given by Eq. (1), one may use the
harmonic oscillator equation Eq. (7) for the amplitudes
to replace Ay (t) with — A, (t) /w2, As a result, in-
tegrating the charge displacement vector with respect to



time, we obtain: m.i = —eVW¥, where

= Sh(p)

% At
‘ /0 Amnll) ;I (n)

Wina

Kn(Ano)dh.  (9)
With this expression in the integral for kinetic energy,
followed by utilization of the Gauss theorem and or-
thogonality relations for {S } and Bessel functions, see

Egs. (A-20)—(A-24) in Appendix A, we can calculate the
kinetic energy as:

Z - / )\770

mp

()\770)

[Amp(t)] iy

(10)
In view of Egs. (8) and (10), we find that the total clas-
sical energy E of the paraboloidal system takes the fol-
lowing form:

m(Ano) K
Z mp/ Aw? A

{ [Aman(®)]” + w2 [Amap (0]} a2,

which is the total energy of the surface plasmon field,
suitable for quantization.

m(A1o)

B. Field quantization and interaction of plasmons
with photons

To obtain the quantized plasmon field, the expression
for the classical field E needs to be rewritten in a suit-
able form. We begin by noting that since the poten-
tial together with the paraboloidal harmonics I, (A7),
Im(AE), K (An), and SP,(p) are all real-valued, we have
that the amplitudes A,,,(t) are real-valued and satisfy
the harmonic oscillator equation Eq. (7). Therefore, to-
ward converting E into the Hamiltonian operator for a
scalar boson field (plasmons are spinless quasi-particles),
we write:

Qmp\

Amkp(t) = 2mn

[am/\p(t) + a:n)\p(t)]’ (11)
where a,, ), are complex-valued time dependent functions
proportional to e~™m and ) are some real-valued
constants to be determined later. The time derivative of
Eq. (11) can now be expressed as:

iamp)\

Am)\p(t) ~ 9

[ () = amrp(@)]. - (12)
Performing field quantization [17, 18], we replace the am-
plitudes amx,(t) and ay,,(t) with operator valued distri-

butions d,,), and its conjugate al and note the com-

mAp’
mutation relations [&m,\p,djn,/\,p,] = O Oppr 6(A — XN).

The continuous spectrum of the eigenvalues A originates
from the infinite axial dimension of the paraboloid. Tak-
ing the normal ordered expansion of the noncommuting
boson creation &Im\p and annihilation a,,, operators, a
comparison with the normal ordered expression of the
Hamiltonian operator for a scalar boson field [17], yields
the Hamiltonian:

Hop = /0 Fomadl, s imapdA, (13)
m,p

if we choose

1
8hAw 5mp . (14)

For the interaction of the plasmon system with a pho-
ton field with Hamiltonian #,, we require the plasmon-
photon interaction Hamiltonian H;, which is required to
determine the radiative decay rate of surface plasmons
excited on the paraboloidal surface. Our full system,
plasmon field + photon field is described by the tensor
product of the Fock spaces for the two constituent fields.
Here, to describe the plasmon-photon interaction, we re-
sort to the hydrodynamical formulation of the electron
gas by Crowell and Ritchie [10], and utilize the Hamilto-
nian: H; = 1 [J- AdQ, where J is the induced current
density and A is the vector potential operator of the
photon field, see Eqgs. (A-25) in Appendix A. This in-
teraction has been used previously to describe the emis-
sion of photons via plasmon decay on finite surfaces of
an oblate spheroid modeling silver nanoparticles vacuum
evaporated on a dielectric substrate [19]. Here, we will
apply this Hamiltonian to modeling the creation of a
plasmon on the surface of the paraboloid by a photon
or the decay of a paraboloidal plasmon and emission of a
photon [17]. This application requires the explicit deter-
mination of the current density operator, which in light
of the displacement operator: @ = —(e/m.)V¥, can be
—(noe?/me) V.

To write the photon field as a sum with discrete mo-
mentum eigenstates as opposed to the continuous rep-
resentation, we consider our electromagnetic field to be
confined to a volume V), which is normally taken to be
represented by a cube. Taking the electromagnetic en-
ergy confined to a volume to be independent of the shape
of the volume [20, 21], we take as our quantization volume
a paraboloidal structure given by ¢ = n = L with L > 0.
The volume is then found to be gLG. In the paraboloidal

2 _
amApf a m<)\770>

written as: J =

coordinates, ¢ and 7 have dimensions of length!/? and
so our volume has dimension L3. The transition to the
discrete sum then follows the lattice strategy in quantum
electrodynamics [22]:

1
W/ s—>—2 (15)



and 6(s—s') = dssr. Hence, we write the discretized vector
potential as:

A=Y T (i eleer d

s j=1,2

zs~r>’ (16)

with s being the three-dimensional photon wavevector
ws = sc, and éij and és;, the photon creation and an-
nihilation time-dependent operators, while &;, the po-
larization vector being perpendicular to s for both val-
ues of j, satisfy the commutation relations [ésj,élj]
d;770(s —s’). For the physical quantities of interest in
our work, we find that the quantization volume )V can-
cels out in our calculations. The photon field Hamil-
tonian corresponding to the vector potential above is
HP = Zsj hwséljésa”

Taking A to be in the radiation gauge with both ® =0
and V- A = 0, we note (V¥) - A = V- (FA), since the
current is confined to the surface of the paraboloid, we
have

2m
HA_”OB / / pr e,,) hehy dédp.  (17)

CMe

Differentiating W given by Eq. (9) with respect to time
and replacing A,,»,(t) using Eq. (12), we can now write
the interaction Hamiltonian as:

- 2720; Z Z en &;) (¢ Zsr+ )
e =12
2
/ / { / ()T (AE) L (A0) Ko (M)
X O”:);Pft)(&jnAp - &7rL)\P)d)‘:| hﬁh‘ﬂ dfd(p’ (18)

where we have taken the integral in £ to be from 0 to L
now since our integral over space is bounded by £ = L.
Having obtained the explicit form of the interaction
Hamiltonian, we now aim to calculate the probability
amplitude that a surface plasmon in a given initial state,
defined by m, A, p will emit a j-polarized photon in s state
with momentum fis. The total radiative decay rate for
a given initial state, y,,p, is obtained by summing over
final photon states, Ymxp = > 4> 12 'yffli;, where by
the Fermi Golden rule, the transition probabilities are:

(Us) _ Gs) [?
mAp ‘Mm)\p 5(0‘}5 - wm)\) (19)
with M%i)p = [{0|¢j;s, Hi @ In np; 10) | denoting the

emission matrix elements, f the final state, and i the
initial state, invoking the commutation properties:

= GmmO(A = XN)dpp,  (20)
=6(s —s")0qq, (21)

(O] mrp @yry 10)
<O‘ éS’q’ élq |0>

the non-vanishing terms yield:

M(js) _

mAp
”062,/ RQmxs 1 oo Ko o) Z9) . (22)
2ime V Vws w? mA?

mA

where we have dropped the 7, and f for convenience and

I(j) _

mA
27 L )
|| su@en-e)n00e heh,ddp. (23
o Jo
For an arbitrary photon wavevector of the form:
s = E(cos ¥, 0,sin 1),
c

we may consider the polarization vectors &; for s-
polarization and p-polarization, being perpendicular and
parallel to Zs-plane, respectively, noting s-&; = 0. Thus,
we consider the polarization vectors & = (0,1,0) and
€y = (sin®),0,—cos®). Under these polarization condi-
tions, Eq. (23) leads to two different integrals to be cal-
culated:
70 _

m)\

/ / €2 8in By (1,€)Tmn(AE) ST () dedp,  (24)

an)

27
ISA :ano/ / &2 smz/mosgp—i—fncomﬁ)
where E,,\(n,€&) = e~ with A given by:

sin (&2 — 773)} .

Az—% {gr]ocoswcosgo—&— 5

Thus, depending on the choice of the polarization vector
¢€;, each integral contributes to a polarization state. In

other words, Ir(i/)\ represents the s-polarization and Ifjg\
corresponds to the p-polarization. For a photon emitted
pointing to the solid angle dQ2 as depicted in Fig. 1(a),
final photon states results in a continuous energy spec-
trum. Hence, we let the quantization volume V go to
infinity so that we have a continuum s-states, that is:

#/s%s/dﬂ, (26)

where V/(27)? is the density of photon states per po-
larization. In view of transition probability given in
Eq. (19), the radiative decay rate per unit solid angle
may be written as:

d')/m)\p _ 1% (7s) 2
dQ - Z (27’() /,ym)\p dSa

7j=1,2




in which using w; = sc, we obtain the final expression:
d’YmAp V OJ2 A 27 ‘ (4s) 2
= - A MY , (27
d) Z (27T)‘5 o3 k2 mAp B ( )
j=1,2 Ws=Wmx

which is observed to be independent of the volume V as

it cancels out with V=1 in \Mff;\)pP Thus, we can take
our quantization volume to be infinite and convert the
sum over the photon states to an integral. Hence, the
paraboloidal decay rate per solid angle is given by:

de)\p _ AS!’:L;) nope
dQ amed \ me

oy 2
) L (Am0) K (Ano)
< [(ZO)"+ @A)°], (28)

where Ir(rg\ and Ir(f; are given by Eqs. (24) and (25),
respectively, and must be computed numerically.

III. PLASMON EXCITATION AND RADIATIVE
DECAY ON HYPERBOLOIDAL SURFACES

Similar to the paraboloidal case, the hyperboloidal do-
main, shown in Fig. 1(a), is highly relevant for mod-
eling of electronic and photonic response of probe-like
nanostructures [8]. Under the same assumptions as the
paraboloidal case (see Egs. (B-1)—(B-8) in Appendix B),
the potential now takes the form:

O(r,0) = 3 Holy)

m=0

| AP 00 o) P10

X qu(,u) + @(HO - ﬂ) qu(HO)qu(_,u) dg, (29>

where A,,,(t) are real time dependent amplitudes and
H,,(p) = (2 = dom) cosmy, and, for convenience, we use
Ppq(+) to denote P™ . ().

3+iq
Following Egs. (A-6)—(A-9) in Appendix A, the surface
charge density o on p = pg is found to be:

1 12
g =
dmzo \| 0 — pd

<X Halo) [ " A () Py () W (10) g,

where Wronskian identity for Wpq(uo) is given in
Eq. (B-13). It follows from the orthogonality relation for
the system {H,,(¢)}, given in Eq. (B-9), that for each
fixed m =0,1,2,..., we have:

[ P W) a0

+ Wy Png (= 110) Prig (H0) Amg(t) | dg = 0. (30)

Applying the Van-Nostrand orthogonality relation for the
conical functions given in Eq. (B-6) and the exact ex-
pression for the Wronskian given in Eq. (B-14), it fol-
lows from Eq. (30) that for each fixed m and ¢ > 1 the
amplitudes A,,q(t) satisfy the harmonic oscillator model
Apng(t) + w3 Amg(t) = 0, where the frequencies w?,, are
given by:

) w2 /1 — pid

—» V- _0p.
ma - 2Zm cosh(mg) ™!

w

(*Ho)Pr/nq(/lo), (31)

with Z;" defined by (B-15). Again, these resonant val-
ues can also be independently calculated from the tran-
scendental equation generated by satisfying the boundary
conditions.

To calculate the classical energy E, we follow the exact
same argument as in the case of a paraboloid outlined
in Section IT and Appendix A. Consequently, using the
orthogonality relations in the hyperboloidal case given by
Egs. (B-9) and (B-6), one finds the hyperboloidal energy:

20 a
E=221-u2Y bom
4 MO; 0

X/OO [Z[’I”cosh(wq)]2
0

Pro(—po) P,
qsinh(wq) w%@q q( MO) q(,UO)

$ { [Amg(®)]” + w2y [Amg(8)] }da. (32)

Using similar ansatz for A,,,(t) and A,,(t) as in
Egs. (11) and (12), the coefficients a?,, can be ob-

mq

tained by a comparison of Eq. (32) with the Hamiltonian
Eq. (13) as:

o Amhdy) qwig Sinh(mg)
mq 2 ’
VA [Zim cosh(7q)]” Prg(—110) Prng(1t0)

(33)
where 8oy, is given by Eq. (B-10).

Utilizing Eq. (16) and the hyperboloidal analogue of
Eq. (17), setting up the plasmon current density, the in-
teraction Hamiltonian for the photon emission can be
expressed as:

U, — 71062 Z Z i(* *_)[A . is-r+AT *iS'!‘]
T 2ime. s 12! Vws OnrCi)1Gese Ces€
2 L 00
X Z/o /1 [/0 Hm(@)qu(ﬁ)qu(—Mo)qu(ﬂ)

« ~ A
w;nq (ainq - amq)dq
mq

hohy dedn.  (34)

Thus, we may calculate the hyperboloidal emission ma-
trix element as:

) nge? h oy, .
M) = oA o o Pma(—110) Prg (o) T35, (35)

; 2
2tme Ws Wing




where for different polarization directions, we obtain:

27 L
x /0 /1 V1% = 1Ppg(0) $in @H,p, (9) Epmg (0, 0)dndep,
(36)

and

17(3; = 20\/1 —,ug
27 L

></ / qu(n){,uox/ﬁ—1sin¢cosgo—|—\/1—,u(2)
o J1

X COS 1/177] Hp (0) Emg(n, @)dnde, (37)

where we have put E,,,(n, ¢) = e~F with

B = Zo;us[ (2 =11 —ug)coswcos¢+uosiﬂ¢ﬁ}

The wavevector s and the polarization vectors é;, és
remain the same as before. Moreover, similar to the case
for paraboloid, the choice of the polarization vector €; in
each integral determines the polarization state. Hence,
L(ﬁg represents the s-polarization and I,(fg corresponds to
the p-polarization. Using Eq. (33) in Eq. (27), and now
the position vector in hyperboloidal coordinates given by
Eq. (B-1), we arrive at:

. _ 2
AVYmg qslnh(ﬂ.q)(SOT}L Prg(—110) Prmg(20)

n062)
e dr2oc3\/1 — 13 < me [Z]I” cosh(?Tq)]2
2 2
X {(I},};) + (15,33) } (38)

IV. PLASMON EXCITATION AND RADIATIVE
DECAY ON PROLATE SPEROIDAL SURFACES

In order to provide a geometric basis for compari-
son, we now treat the case of plasmon excitation on
the surface of a prolate spheroidal domain. This struc-
ture presents an almost identical curvature to that of the
paraboloid but encompasses a finite domain, making the
interpretation of the surface modes and their associated
radiation patterns more tangible. The closely related
structure of an oblate spheroid has been employed in pre-
vious plasmon studies [19]. In both prolate and oblate
systems, a limiting case is that of a sphere [10, 17], which
can serve to validate the results. To obtain the quantized
surface modes of the prolate spheroid, we closely follow
the oblate case [19].

A prolate spheroid is defined by fixing the coordinate
17 = no in coordinate system given in Eq. (B-1). The

quasi-static scalar potential for a spheroid defined by ¢ =
(o may then be written as:

Dr,t) = > AV, (1, 2) [0(60 — OB (C)

m,l,p

X Q" (o) +O(C — )P ()R Q)] (39)

for some real coefficients A, (¢), with | = 1,2,3,---,
m=0,---,l, p=0,1 and P/"(-) and Q}"(-) being the
associated Legendre polynomial of first and second kind,
respectively, while Y}? (1, ) are the real spherical har-
monics (Eq. (C-1)). The allowed values of the dielectric
function &, are then found to be:

(I +m)! { (—1)m
(¢ — Dl —m)! [ P/™(C0)Q7"(Co)

following similar steps for Egs. (1)—(6). We then obtain
the matrix elements for photon emission:

5lm:1,

. o)

2/ Al
20 W (=)' Qump h
2
2wy, Vwy

M = P™(Go) Q(Go)  (41)

—

‘8, Sy {sz()é) Y20, @} ,

using initial expression as in Eq. (C-3), similar to the
oblate spheroidal case in [19], with &; being the unit
polarization vector for the emitted light, j;(-) spherical
Bessel function of order [, (see Eq. (C-5)) and V is the
gradient of the wavevector given in spherical coordinate
(s',6',¢"), where aym,yp, using classical energy as:

o 8th ()™t (l—m)lw},
Pz (L m) P (Co) @ (Go)

Following the same quantization scheme as before, radia-
tive decay rate of plasmons per unit solid angle §2, is then
calculated to be:

dyimp _ T 20w}y, (1 = 1m(wim)) P™ (Co)

e A -1D)P™(G)
. 2
< [F(s.0.0)] . (42)
where
X ] 2 8// 8Y€n(0//’ (p/l)
Py o0.0) = 220 g Jog =1 P 2
Go YR (07,97
*sing dp" ’

with (s”,0”,¢") denoting the wavevector in spherical
coordinate for which the transformations are given in
Eq. (C-6) and for the two polarization states s and p
[19].



V. RESULTS AND DISCUSSIONS

The harmonic functions, making up the eigenmodes
of the hyperboloidal and paraboloidal systems, represent
the normal modes of the charge density. The infinite axial
dimension of these domains results in the corresponding
eigenvalues (A and ¢) to form continuous spectra as op-
posed to the discrete value spectrum (1) of finite domains
such as spheroidal particles. While, this difference in the
nature of the eigenvalues is less noticeable when visual-
izing the potentials, as seen in Fig. 1(b), (c¢) and (d), it
becomes noteworthy when performing the quantization
since now an integration over the corresponding eigen-
value spectrum enters the Hamiltonian, Eqs. (18) and
(34). However, an inspection of the asymptotic proper-
ties of the integrands in the Hamiltonians reveal fast con-
vergence facilitating the calculation of the needed matrix
elements. To proceed, we note that for a more reasonable
comparison of the two systems, their physical dimensions
must be made comparable. Therefore, we geometrically
adjust the paraboloid and the hyperboloid so as to con-
trol and match their apex curvature and further match
it with that of a finite prolate spheroidal domain. The
latter, due to its finite domain, makes a natural case to
validate the findings for the two infinite domain cases
investigated.

For settings consistent with nanofabrication and pho-
ton scattering experiments involving gold probes, where
strong plasmon excitation has been reported [7, 23], we
employ the following settings: 79 = 60 nm and pg =
86 nm for the systems in Fig. 1(b), (c) and (d). The close
relationship of the calculated eigenvalues with the surface
plasmon momenta are clearly observable from the ” wave-
length” of the charge density oscillations in Fig. 1(b), (c),
(d) and Fig. C.2. For proper geometric and modal ad-
justments, the similarities in the potential distributions
are clearly evident from the contour plots. Since for the
argument values ;1 & 1, —1, the conical functions become
singular, a numerical artifact in the form of a discon-
tinuity in the contour lines appear near the symmetry
axis of the hyperboloids, where p attains those values.
Comparison with the corresponding potential distribu-
tion in the spheroidal case can be facilitated by taking
(o = 65 nm matching its curvature with that of the
apexes in paraboloidal and hyperboloidal domains. With
the dimensions adjusted, using Eqgs. (1), (29) and (39) to
simulate the spatial distributions of the potentials for the
three cases, one clearly observes the analogous role of A
and ¢ to the discrete spectrum [. The lowest azimuthal
mode m = 0 for the three domains shown in Fig. 1(b),
(c) and (d) was simulated by taking the second indices
as A =1, ¢ = 0.2 and [ = 1, generating relatively same
potential distributions. The potential distributions for
higher modes are shown in Fig. C.1, where two higher
modes for each domain (shape parameters 79, 1o and (o)

FIG. 2: Paraboloidal and hyperboloidal nonretarded surface
plasmon dispersion relations. The resonance values of the di-
electric function € are shown for low lying modes as a function
of the continuous eigenvalue A for a paraboloid (black) and ¢
for a hyperboloid (red). The surfaces of the paraboloid and
hyperboloid are set by the parameter 1o and po, respectively.
The discrete modes are denoted by m for the azimuthal oscil-
lations.

are shown. In doing so, the Legendre functions P,,q(u) of
imaginary order and their derivates have been calculated
using the computational algorithm of Gil and Segura [24],
and the integral expansion of Kolbig [25]. Analogous to
plasmon wavevector in the case of excitations on a pla-
nar interface (or a Cartesian thin film), which can be
emulated by o — 7/2 in Fig. 1(a), the higher the A,
q, and [ for the same m, the higher the number of fluc-
tuations for the same spatial domains, as shown in Fig.
C.2. Furthermore, from the spheroidal nearfield distri-
bution, one can readily observe the multipole order so
that (m,!) = (0, 1) corresponds to a dipolar distributions,
whereas (m, 1) = (0,2) leads to a quadrupolar behavior,
etc. Similarly, for (m,q) = (0,1.5) or (m,\) = (0,2)
one obtains the corresponding multipolar nearfield dis-
tributions of the apex regions. Thus, guided by these
charge density oscillations, controlled by the parameters
(my, X\;m0), (M, q, o), and (m, 1, {y) for the three cases and
by a geometric matching of their apex curvatures, one
may discuss the eigenmode dependent radiative decay
rates.

In addition to the material-specific electronic and op-
tical properties, in as far as the effect of the local curva-
ture is concerned, we expect the considered cases to ex-
hibit similarities in their resonance spectra. The plasmon
dispersion relations are good indicators of this resem-
blance. To study the relation between resonance modes
of isolated solid paraboloids and hyperboloids in vacuum,
we assume a local dielectric function and calculate their
eigenmode dependent allowed values €,,) and €,,4 using



Egs. (6) and (31). A comparison of the lowest lying plas-
mon modes (m = 0,1,2 and 3 of fixed probes 79 and
o) is given in Fig. 2. The modes may alternatively be
displayed with reference to bulk plasma frequency wy,.
Interestingly, the higher m modes show a higher sensi-
tivity to the morphological differences between the two
systems, in particular for lower A and ¢ values, that is,
in the long wavelength limit, which in analogy with the
planar plasmons would be near the light line, where re-
tardation effects are more pronounced [8]. We also note
that in the hyperboloidal case, in the limit u, — 0, we
have €,,, — —1; that is, the modes asymptotically ap-
proach the surface plasmon resonance (w — w,/v/2), as
expected for a Cartesian half-space. This limit is also
approached by large m values as seen in Fig. 2. In the
short wavelength regime \, ¢ — oo, the dielectric function
reads:
cot(6y)

Emg ~ —1 — . (43)

yielding the same surface plasmon limit [8, 26]. Similar to
the paraboloidal case, using the asymptotic behavior of
modified Bessel functions I,,(An) and K,,(A\n) for large
order m and large arguments A and 71 (see Egs. (9.7.8)
and (9.7.9) in [27]), we can write:

Emr ~ —1 — ﬁ, (44)
which implies the same limit for large A.

Following the field distribution and resonant dielectric
values corresponding to the normal modes of the sur-
face charge density oscillations, we may assume that a
plasmon has been created in a given eigenmode (m, o, p)
where 0 = M\, q,l designating the paraboloid, the hy-
perboloid and the spheroid, respectively. If the plas-
mons on the paraboloidal, hyperboloidal or spheroidal
surface are in the initial state &Imop)i |0), the proba-
bility amplitude for their emission into the final pho-
ton state ézrsj)f |0) could be obtained using expressions
(22), (35) and (41). The |0) indicates that the fields
have been populated with 0 plasmons or photons (not-
ing @mop |0) = c(s5)|0) = 0) whereas a general photon-
plasmon state is written as |¥U) = |ng;) ® |[mop) , that
is, a state with ns; j-polarized photons of momentum s,
and Nmop plasmons in the (m,0,p) state.

Keeping the mode patterns, here, the ¢ = 0, 7-
plane projection of the relative potential distributions in
Fig. 1(b), (c) and (d) and dispersion relations in Fig. 2 in
mind, we now compare the radiative decay rate per solid
angle of plasmons engendered on the three domains, us-
ing Eq. (28) (paraboloid with ny = 60 nm), Eq. (38)
(hyperboloid with pg = 86 nm) and Eq. (42) (prolate
spheroid with (o = 65 nm) for two lowest azimuthal mods
m = 0 and 1. To calculate the matrix elements given in
Egs. (22) and (35), the integrations Iﬁi; and I,(,{Z, (in
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FIG. 3: The radiative decay rate of plasmons engendered on
paraboloidal, hyperboloidal, and prolate spheroidal surfaces.
The decay rate of paraboloidal plasmons (blue) is computed
from Eq. (28) for the single eigenmode m = 0 (right), m = 1
(left) and A = 1 when the shape parameter is 70 = 60 nm.
Similarly, the decay rate of hyperboloidal plasmons (green)
computed from Eq. (38) corresponds to the eigenmode m = 0
and g = 0.2 for a shape parameter po = 86 nm. For compar-
ison, the radiative decay rate (red) for plasmons excited on
a prolate spheroidal surface is computed using Eq. (42) for
Co = 65 nm and m = 0, l = 1, corresponding to the dipolar
mode. To facilitate visual comparison within the same plot
window, note that the spheroidal case for m = 0 (right) has
been multiplied by 0.006 and for the case m = 1 (left) by
0.01. The composition of the specific parameters for compar-
ison was guided by the potential distribution in each case.

case for paraboloid and hyperboloid, respectively) must
be carried out numerically as they lack analytical solu-
tions in variable £ in the case for paraboloid and 7 in the
case for hyperboloid. The choice of polarization vectors
é; for j = 1,2 corresponds to Iﬁ/)\ given by Eq. (24) to
represent the s-polarization, and I,,(jz\ given by Eq. (25),
the p-polarization. Inspecting the integrands for their
convergence, we compute the integrals using an iterative
numerical integration scheme (Runge-Kutta) due to lack
of fast oscillations. The result is shown in Fig. 3. Note
that to facilitate visual comparison within the same plot
window, the radiative decay rate for prolate spheroid for
modes m = 0 and m = 1 have been multiplied by 0.006
and 0.01, respectively. The effect of higher index modes
A, ¢ and [ with the same azimuthal order m on radiative
decay rate per solid angle may also be studied, as shown
in Fig. 4. As one may expect from the nearfield pat-
terns of higher A, and ¢, analogous to [ = 2, a quadrupo-
lar pattern appears for the emitted photons. Here, it is
understood that an angular segment is occupied by the
probe itself, as opposed to the 0 — 27 range for the finite
volume spheroidal systems. It is further understood that
for larger particles or probe apex size retardation effects
may modify the higher order modes.

The dependence of the radiative decay rate upon the
parameter that sets the boundary, allows for control of



FIG. 4: Comparison of the higher order modes’ radiative de-
cay rates for the three different cases described in Fig. 3. In
the case of the prolate spheroidal plasmons, the emitted radi-
ation pattern corresponds to the quadropolar charge density
oscillations.
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FIG. 5: Curvature induced shift in the radiation pattern as-
sociated with the decay of plasmons excited on the hyper-
boloidal surfaces for the modes m = 0 (left) and m = 1 (right)
and ¢ = 0.2. To facilitate comparison within the same plot
window, the case for p; has been multiplied by 20 (left) and
by 50 (right).

the curvature and thus the photon emission patters. As
can be seen from Fig. 5, for the m = 0 mode, the higher
the curvature of the hyperboloidal apex, the lower the
amplitude and the narrower the angular distribution of
the emitted photons. Moreover, for the m = 1 the higher
curvature while resulting in a lower amplitude does not
result in in a higher angular confinement.

VI. CONCLUSIONS

The presented quantization of charge density oscilla-
tions on the surface of geometric entities with local cur-
vature but with an extended dimension constitutes first
time results with potential for modeling quantum effects
in plasmonics. The obtained analytical expressions for
the operators associated with surface plasmon quanti-
ties, help calculating interactions with other quantized
fields, e.g., the interaction of the probe with a nearby
quantum emitter, or with the radiation field of a quan-
tum dipole. Owing to their apex symmetry and curva-
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ture, the comparison of the calculated quantities show
that hyperboloidal and paraboloidal plasmons qualita-
tively exhibit similar dispersion relations and radiative
decay rates. We conclude that, the quantitative differ-
ences observed in the allowed resonance values of the di-
electric function and the emitted radiation patterns are
therefore primarily attributed to the difference in cur-
vature in the asymptotic region, away from the apex.
From a comparison with the modes excited on a prolate
spheroidal surface, for which experimentally typically
only low energy dipolar and quadrupolar eigenmodes or
their mixtures have been observed to contribute to far
field radiation in the visible spectrum, we expect that
also only low lying modes will contribute to the emission
spectra of the probe. Unlike the all discrete spectrum
of the quantum numbers associated with the spheroidal
modes, the eigenvalues characterizing the hyperboloidal
or paraboloidal plasmons along their infinite dimensions
exhibit a continuous spectrum, making a direct compar-
ison of plasmon wavevectors unclear. However, visual-
ization of the eigenmode field patterns, that is, how the
fields fluctuate for given continues eigenvalues in the case
of hyperboloids and paraboloids, can facilitate the com-
parison with the discrete eigenvalues for the spheroidal
case. For a given set of eigenmodes, photon emission from
the higher apex curvature tips occurs with a more local-
ized radiation pattern. Following the presented results
for the allowed values of the dielectric functions &,,;((p),
emx(10) and €,,4(1t0), the corresponding dispersion rela-
tions and radiative decay rates can be obtained for real
materials from a comparison with the experimentally de-
termined optical properties of solids (such the compila-
tion by Hageman [28], or by Palik [29]). In summary, the
presented results can aid the design and fabrication of
tips with specific photonic and plasmonic characteristics.
For example for a gold or silver tip, such as those used in
electron emission experiments [23], using the presented
results one may determine both the fabrication design
parameters and the excitation laser wavelength and po-
larization. In such applications, a comparison of Fig. 2
and C.2 with the optical properties of, for example sil-
ver [28], indicates the availability of several resonance
modes in the visible. The results can help the analysis
of the radiation emitted from the nanotips as a result of
electron or photon scattering, which are of importance
to plasmonics in experiments such as EELS (electron en-
ergy loss spectroscopy) and SPM. For a specific mate-
rial typically employed in plasmonics such as gold and
silver, the results offer estimates of the polarization, an-
gular, and spectral properties of the emitted radiation.
In such instances, the emitted photons may be analyzed
for the specific eigenmode of charge density oscillation
(m, A) that created them. In light of the obtained multi-
parameter dependence, any agreement with the theory
would require fabrication control of the geometric fea-
tures of the nanostructure.
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Appendix A

In Appendix A, we provide the detailed calculations
for the formulas and results claimed in section II. The
paraboloidal domain allows the parametric study of the
various scattering processes as functions of the local cur-
vature without displacement of the domain. The quasi-
static solution of the electric scalar potential near a
paraboloidal domain has been reported in [30]. The
paraboloidal coordinates (£, 7, ), are related to the rect-
angular coordinates by

r=afncosp, y=alnsing, z= g €=,

(A-1)

with the corresponding scale factors

h§ = h,,,] = a\/§2 + 7]2 a.nd h<p = aé‘n,

where 0 < ¢ < 27 denotes the usual azimuthal angle, a >

0 is a dimensionless constant to be determined later, and

the two coordinates n, & > 0 are such that the surfaces of

constant n > 0 and £ > 0 describe upward and downward

paraboloids of revolution about the z-axis, respectively.
Laplacian is given by

(A-2)

62—; 672_’_}&4_872
S a?(E24n?) |02 Lo on?

10 1 1) o2
+(e+iw) 7] @9

1 0n
Assuming the ansatz [14] ®(£,n,¢) = F(A)G(An)e'™?,
F satisfies the Bessel equation:

d? 1d m?
ngz b (1 - 52)} Fu(X) =0,  (A-d)

with the Bessel functions of the first and second kind
Im(AE) and Y, (AE) forming a set of solutions, allowing
us to express any general solution in terms of these func-
tions. Likewise, GG satisfies the modified Bessel equation:

d? 1d m?
— 4+ -———(1+— )| Gn(An) =0 A-5
{dn2+ndn (+772>} ) =0, (8-9)
with now the modified Bessel Functions I,,,(An), K, (An)
forming the basis for our solutions.
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Calculation of V2®: The potential & could be written
as:

® = 0O(no — n)Pi(r,t) + O(n — o) Po(r, 1),

where the inside and outside potentials ®; and ®, are
given by Eq. (1). The Laplacian of ® in paraboloidal
coordinates is given by Eq. (A-3). Since the Heaviside
function depends on the coordinate 7, we only need to
consider ‘g—f; and ‘gz‘f as the partial derivatives of ® with
respect to the other coordinates £ and ¢ can be trivially
expressed in terms the corresponding partials of ®; and
d,, respectively. Using the fact that the derivative of
Heaviside function is the Dirac delta function ¢ (in the

distributional sense), one finds

o
o(n — o

—0(no —n)®; + 0(n — n0)Po,

where the last two terms of the above expression vanish
due to the fact that ®; = ®, at the boundary n = .
Thus

o® o®;
- O(no — 77)377] +
(A-6)

0P 0P, 0%,

- ©(no —n) o +0O(n—no) o (A-7)

and as a result
0% 92 d; 9°d,
G O(no — U)Tvﬁ +0O(n - 770)377’2
0 0P,
_ _ _ (A
5(no — 1) n +46(n —n0) n (A-8)

Substituting Eqs. (A-7) and (A-8), together with par-
tials derivatives of ® with respect to £ and ¢, into the
Laplacian Eq. (A-3) gives

1 5 0P, 09
a2(£2+n2)[ (=) ( o 877)

+0(n0 —)V?®; + O(n — 770)62@0] . (A-9)

V2P =

Treating the above expression in the sense of a distribu-
tion in 7 only and noting that V2®; and 62{)0 vanish for
n < no and 1 > ng, respectively, we obtain the claimed
identity Eq. (2) for the Laplacian of ®.

From Eq. (2), one can solve for the charge density to
obtain:

(A-10)

1 <6<I>O 8<I>i>
o= | — —
drar/€24+n2 \ On  On
The expression on the right-hand side of Eq. (A-10) can
be easily calculated from Eq. (1) as:

(50 _0m)
(977 877 n="no

52806 [ A0 O Wi () . (A1)

=m0




where W, (-) denotes the Wronskian given by:
Win(2) = Im (2) K, (2) = I, (2) K (2). (A-12)

In view of the identity Wy, (2) = —1 (2 # 0) for the
modified Bessel functions [14], and from Egs. (A-10) and
(A-12) we obtain Eq. (3).

Calculation of the potential energy V: The poten-
tial energy is given by:

1
V: 5/_ O'(I)i‘n:n dS
n="no

1 27 e’}
- 5/0 /0 o i, hehy dédp.  (A-13)

From Eq. (1), the potential ®;]

77 mo ZSP

/ Am)\p

Substituting Eq. (A-14) and the expressions for o, he,
and h, from Egs. (5) and (A-2) into the above integral
for V gives

vee X[ /S ()

m’,p’ m,p

nen, 1S given by

X

/ " Ayt (T N110) K s (X110) Tt (V) X

/ A () I (AE) d/\lgdgpdé“ (A-15)

Using the orthogonality relation for {S2,},, »,

27
SP.(0)S% () dp = T, S Oppr (A-16)
0
where
Omp = 400p + 01 — 2 G000y, (A-17)
we can write Eq. (A-15) as
a a
=3 Z Smp
m,p
[ Ao O 00) o (X T () X
0 0

x / °°Amp<t>Jm<Ae>dA]gds. (A-18)
0

Finally, in view of the orthogonality relation for Bessel
functions given by Eq. 11.59 [16]:

S(A—N)

(A1)

/0 T () T (VE)d =
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for m > —1, and A, ) > 0, we obtain Eq. (8).

Note that in the above calculations, we have changed
the order of integration to simplify the obtained expres-
sions. This is done in view of the Fubini’s theorem based
on the absolute integrability of the above expressions.
Our argument is based on the asymptotic behavior
of Bessel functions, see [14], Egs. (5.11.6), (5.11.8)
and (5.11.9), and the fact that the potential, and thus
Eq. (1), is finite in the entire space. The mathematical
details, however, is beyond the scope of this paper, and
is therefore omitted. The same argument is also used
in the other cases using the asymptotic behavior of the
corresponding eigenunctions, but has been omitted in
this presentation.

Calculation of the kinetic energy T: Comparing the
expression for ¥ given by Eq. (9) with the inside po-
tential given by Eq. (1), it is clear that ¥ also satisfies
the Laplace equation V2P = 0. Using the vector identity
VI -V = V(BV) — (IV2¥), together with the fact
V2 = %62\11 =0, it follows that V¥ - V¥ = V(¥V ),
and, as a consequence,

(A-20)

Next, we substitute Eq. (A-20) in the expression for T
and apply Gauss’s theorem to obtain:

2
T="° "0/ (FV D)
urf

RdA, (A-21)

2me }n:no

where, as in the case of potential V', the integral is taken
over the surface n = 1y with the surface area element
dA = h¢hgd€de. Using the formula for gradient in the
paraboloidal coordinates and noting n = e, on the sur-
face, one gets

_ 6 ng /27r/
2me
Using the definition of ¥ given by Eq. (9) and the ex-

pressions for the scale factors Eq. (A-2), the right-hand
side of Eq. (A-22) can be written as:

_anoenOZZ/ (p)dep

m,p m’,p’

s Bii’éi“m%

o Bm/ (T
y / B ®) ) ey
0

Wi ar

18\11

hehdédp.(A-22)
=m0

I (A10) K (An0) dA

rr (N'10) Ky (N'mpo ) dX' | € dE.
(A-23)

Invoking the orthogonality relations Eq. (A-16) and
Eq. (A-19) in Eq. (A-23) by using a similar argument



as the one given for the case of the potential, it follows
that

2
_anowy N
=7 mzp Srmp

x/ooo wiA [Bmpx(t)r L (A0) I1,, (Anio) [Kom (Anio)]* .
m (A-24)

Now in view of Eq. (6), we have :

—1
nows /wiy = (MK (Ano) I, (Ano))

This substitution in Eq. (A-24) gives Eq. (10).
Interaction Hamiltonian: Briefly, the hydrodynam-

ical formulation of the electron gas by Crowell and
Ritchie [10] yields:

- 0 e - ﬁQ -
Va\lf(r, t) = —Evfb(r, t)+ nfOVn(r, t),
V2®(r,t) = dmen(r, ), (A-25)

V2U(r,t) = gn(r,t)/no,
ot

where ®(r,t), U(r,t) and n(r,t) are the electric poten-
tial, velocity potential, and electronic density, respec-
tively, in the electron gas, while ng is the electronic den-
sity in the undisturbed state of the electron gas and 3 is
the propagation speed of the disturbance through elec-
tron gas. By linearizing these equations, employing per-
turbation theory, Ritchie obtained the first order inter-
action Hamiltonian H; = %fJ - AdS), where J is the
induced current density and A is the vector potential
operator of the photon field.

Appendix B

Appendix B provides the details for the formulas and
results claimed in sections III. An arbitrary point in the
Cartesian space can be expressed in terms of the prolate
spheroidal coordinates (1, 1, ¢) [14, 31] by

x =20/ (n* = 1)(1 — p?) cos ¢,
y=20V(n*—1)(1 - p?)sing,

Z=ZonNM,
with the corresponding scale factors:
n - u n? — pi?
11—
V=) 1), B-2)

where zp > 0 is an overall scale factor, 1 < n < oo,
-1 < p <1,and 0 < ¢ < 27 denotes the usual az-
imuthal angle. The surfaces of constant p define hyper-
boloids of revolution about the z-axis, while the surfaces

(B-1)
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of constant 7 correspond to prolate spheroids. It is of-
ten customary to use the substitutions sinh{ = 7 and
sinf = p with 1 <7 < o0, and —1 < p < 1; however,
in this presentation the surfaces of constant coordinates
are no longer geometrically meaningful.

Considering a solid hyperboloid of revolution p > pg
(up > 0) with dielectric constant £; immersed in a
medium whose dielectric constant €9 can be assumed
with no loss of generality to be 1, it follows that the po-
tential of the electric ®(u,n, ¢) has to satisfy the Laplace
equation V2P = 0 everywhere except on the boundary
surface u = o, where the Laplacian is given by [14]:

n? — u? 92
+ i) 3@} (53)

Assuming the ansatz [14] ®(u,n, ) = F(n)G(u)e™?,
one finds that F' and G satisfy the differential equations:

d [, . dF,] m®
d o G, m? _

Letting ¢ = v(v+1) (see [12, 14, 32]), where v = —1 +iq
and ¢ € [0,00), one can obtain a continuous spectrum of
real eigenvalues and eigenfunctions in terms of the asso-
ciated Legendre functions or conical functions P™ Jrlq(z)
(denoted by P,,4(2)) of complex lower index with —oo <
z < oo satisfying the orthogonality relation [12]:

Zm
q tanh(ﬂq

/ Pang(n) P (n)ly =

A bounded satisfactory real-valued solution to the first
equation in Eq. (B-4) is given by Pfﬁﬂ.q(n) (see [12,
2
14, 32]), whereas a pair of satisfactory real-valued solu-
tions to the second equation in Eq. (B-4) are given by
Pf’lﬂ.q( u) and PmlJr q( w) [14, 26, 33]. Avoiding the
2
singularity at ¢ = —1 [14], we shall choose the solu-

)5(61 —4q'), (B-6)

tion PT;_H(I(N) for the inside region pg < p < 1 and
2
PTl+iq(—u) for the outside region —1 < u < pg. Thus,
2

the inside and outside potentials ®; and ®, are expressed
as sums over the Fourier harmonics

[

/0 qu(t)Pln%_H‘q (n)P:n%+iq(_/’(') dq e’

Py P g () dg ™ (B-7)

(B-8)

respectively, where A, (t) and B,q(t) are complex val-
ued amplitudes and m € Z. Using the fact [34] that



r(: +m—iq)P™ , (2) = I(3 —m—iq)P_7" . (2) for all
—3ztiq —3tig

z € Rand m > 0, it follows that one only needs to expand

®; and P, in terms of cosme, for m = 0,1,2,.... More

precisely, we use the system H,,(¢) = (2 — dom) cos ¢

satisfying the orthogonality relation:

27
H,.(p)Hp () dp = T00m0mm s (B-9)

0

where

5Om =1+ 50m~ (B—lO)
Finally, imposing the continuity of the potential across
the boundary g = po, we find the inside and outside
potentials, which are expressed in Eq. (29).
Applying the Laplacian in Eq. (B-3) to the poten-
tial Eq. (29) and using a similar argument given in
Egs. (A-6)—(A-9), we find

Vi = —

1- /,62 < 8@0 6@1

B =12\ on aﬂ>5(ﬂ—uo)- (B-11)

Using the expressions for ®; and ®, in Eq. (29), we get

0d, 0;
- -N"H
< o 6u> =10 Z (?)

m

[ Aual®) % Pl Wl da, - (B12)
0

where W,,q(1t) denotes the Wronskian for the conical
functions:

dPrng(— dP,,
qu(u) = P””Q(H)W - P’rnq(_u)d/qfv(m.

(B-13)

The exact value of Eq. (B-13) is given by [12]:

2Z7" cosh(mq)
Win ="t U B-14
q(1t) Wm ( )
where
m ’H’L 1 2k -1

zy =]l ( )) : (B-15)

k=1

Appendix C

Here are some relations we have used in section. IV.
The known real spherical harmonics are given by [34]:

Ylfn(ﬂ’@\/@%l)r(él:;;_(l )B -

X [5; cos(mey) + 6171 cos(me)], (C-1)
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with associated Legendre functions P/"(-) and orthogo-
nality relation:

2m 1
/0 / Y, (ks 0) Y (15 ) dpadip = S Srmmy Oy
-1
(C-2)

Emission matrix element in prolate spheroidal case fol-
lowing the same relations as in the paraboloidal and hy-
perboloidal cases could be obtained as:

2
M(js) _ noe h ahnp
em Vws 2iw? |

//677 &;)Yh (1, )_wrh he d,ud<p

P (60)@Qr" (o) (C-3)

=Co

The following integral identity has been used in cal-
culation of prolate spheroidal matrix element given by
Eq. (16.127)[35]:

—471'22 Ji(kr) Z

m=—1

Yim (60", ¢") (C-4)

where j;(kr) is the Spherical Bessel function of order [
whose relation with regular Bessel function J)(-) is given

by:
() = [ 3=y @)

Lastly, the relations between spherical wavevectors s’ and

s” in spherical coordinate are determined by taking the

following transformations:

(C-5)

COSZ
G-1

0
/¢ —15,] + Cos.k. (C-T)

S/ = —|— Sy + E, (C-G)

Co C

0
s = \/C8 — 1syi




FIG. C.1: The spatial distribution of the one low and one high
lying eigenmodes of the quasistatic electric potential for the
three modeling domains investigated. For the same mode in-
dex m, optimizing the apex curvature overlap within the same
spatial zx domains, and analyzing the potential distribution,
leads to the determination of the corresponding continuous
eigenvalues A of the paraboloid (top) and g of the hyperboloid
(middle), respectively, as well as the discrete eigenvalue [ of
the prolate spheroid (bottom). The geometric parameters 7o,
1o, and ¢ determines the form of the considered domains. For
proper geometric and modal adjustments, the similarities in
the potential distributions are clearly evident from the con-
tour plots. The discontinuity in the contour lines near the
symmetry axis of the hyperboloids is due to the singularity in
the conical functions there.
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FIG. C.2: Paraboloidal, hyperboloidal, and prolate spheroidal
nonretarded surface plasmon dispersion relations. The reso-
nance values of the dielectric function € are shown for low
lying modes as a function of the continuous eigenvalue X\ for
a paraboloid (top) and g for a hyperboloid (middle), and as a
function of the shape parameter ¢ for a prolate spheroid. The
surfaces of the paraboloid and hyperboloids are set by the
parameter n9 and po, respectively, while ¢ defines the form
of the spheroidal surface (bottom). The discrete modes are
denoted by m for the azimuthal oscillations and by [ in the
spheroidal case.
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