
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Impact of disorder on the superconducting transition
temperature near a Lifshitz transition

Thaís V. Trevisan, Michael Schütt, and Rafael M. Fernandes
Phys. Rev. B 98, 094514 — Published 18 September 2018

DOI: 10.1103/PhysRevB.98.094514

http://dx.doi.org/10.1103/PhysRevB.98.094514


Impact of disorder on the superconducting transition temperature near a Lifshitz
transition

Thaís V. Trevisan,1, 2 Michael Schütt,1 and Rafael M. Fernandes1
1School of Physics and Astronomy, University of Minnesota, Minneapolis 55455, USA

2Instituto de Física Gleb Wataghin, Unicamp, Rua Sérgio Buarque de Holanda, 777, CEP 13083-859 Campinas, SP, Brazil

Multi-band superconductivity is realized in a plethora of systems, from high-temperature super-
conductors to very diluted superconductors. While several properties of multi-band superconductors
can be understood as straightforward generalizations of their single-band counterparts, recent works
have unveiled rather unusual behaviors unique to the former case. In this regard, a regime that has
received significant attention is that near a Lifshitz transition, in which one of the bands crosses the
Fermi level. In this work, we investigate how impurity scattering τ−1 affects the superconducting
transition temperature Tc across a Lifshitz transition, in the regime where intra-band pairing is
dominant and inter-band pairing is subleading. This is accomplished by deriving analytic asymp-
totic expressions for Tc and ∂Tc/∂τ−1 in a two-dimensional two-band system. When the inter-band
pairing interaction is repulsive, we find that, despite the incipient nature of the band crossing the
Fermi level, inter-band impurity scattering is extremely effective in breaking Cooper pairs, making
∂Tc/∂τ

−1 quickly approach the limiting Abrikosov-Gor’kov value of the high-density regime. In
contrast, when the inter-band pairing interaction is attractive, pair-breaking is much less efficient,
affecting Tc only mildly at the vicinity of the Lifshitz transition. The consequence of this general
result is that the behavior of Tc across a Lifshitz transition can be qualitatively changed in the
presence of strong enough disorder: instead of displaying a sharp increase across the Lifshitz tran-
sition, as in the clean case, Tc can actually display a maximum and be suppressed at the Lifshitz
transition. These results shed new light on the non-trivial role of impurity scattering in multi-band
superconductors.

I. INTRODUCTION

Just a few years after the development of the BCS the-
ory of superconductivity, an extension of this model to
multi-band superconductors (SC) was proposed by Suhl
et al. [1] and Moskalenko [2] to investigate the con-
sequences of overlapping bands in the superconducting
state of certain transition metals. Indeed, multi-band
superconductivity should be common among materials
in which multiple electronic d orbitals are occupied, and
whose crystal field splittings are not too large. Cur-
rently, there are many known multi-band superconduc-
tors, ranging from conventional superconductors such as
MgB2 [3], NbSn3 [4], and NbSe2 [5], to unconventional
superconductors such as BaFe2As2 [6], Sr2RuO4 [7], and
CeCoIn5 [8]. More recently, multi-band superconduc-
tivity has been demonstrated in bulk SrTiO3 [9, 10]
and in LaAlO3/SrTiO3 heterostructures [11], although
the microscopic origin of superconductivity in these sys-
tems remains hotly debated [12–16]. Theoretically, sev-
eral recent studies have unveiled unique properties of
multi-band superconductors that are not realized in their
single-band counterparts [17–24].

An interesting regime in multi-band superconductors
is when one of the bands is incipient, i.e. its bottom
(or top) is just below (or above) the Fermi level. The
appearance or disappearance of a Fermi pocket from the
Fermi surface is often called a Lifshitz transition (LT)
[25]. Note that, in its original conception, a LT referred
to a change in the topology of the Fermi surface from
open to closed. However, given the widespread use of this
term to denote also the situation of a band crossing the

Fermi level, we will here use LT to refer to the latter case.
Near a LT, the energy scale of the pairing interaction is
larger than the Fermi energy of the incipient band, which
may lead to interesting new behaviors [26–36].

Experimentally, tuning a multi-band superconductor
to a LT has been achieved by doping, gating, and even
pressure. For instance, such a LT has been shown to
take place in the phase diagrams of Ba(Fe1−xCox)2As2
[37], pressurized KFe2As2 [38], SrTiO3−δ [9], and gated
SrTiO3/LaAlO3 [11]. Theoretically, the goal is to re-
late the thermodynamic properties of the SC across the
LT transition with the microscopic properties of the gap
function, in order to shed light on the mechanisms in-
volved in the pairing problem. Take, for instance, the
case of Ba(Fe1−xCox)2As2: the superconducting transi-
tion temperature Tc was found to vanish when the hole
pockets sank below the Fermi level, indicating the domi-
nance of inter-band pairing over intra-band pairing [37].
The latter would be expected to dominate if the stan-
dard electron-phonon interaction was the pairing glue.
The situation, however, is much less clear in SrTiO3−δ
and gated LaAlO3/SrTiO3 [9, 11]: there, superconduc-
tivity is quite well established in the single-band regime,
indicating dominant intra-band pairing. However, Tc is
actually suppressed across the LT, once the second band
crosses the Fermi level. Such a behavior is at odds with
general theoretical expectations that Tc should increase
across a LT since the extra band provides more carriers
to be part of the SC state [26, 27, 36].

In this paper, we investigate how disorder affects Tc
and the gap functions across a two-band LT. We argue
that the impact of disorder is fundamentally different de-
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pending on whether the inter-band pairing interaction is
repulsive or attractive. In the former case, inter-band
impurity scattering is strongly pair-breaking, implying
that once the second band becomes part of the Fermi
surface, pair-breaking effects become more substantial.
Interestingly, crossing the LT leads to a change in the
pairing symmetry from sign-changing gaps between the
two bands to same-sign gaps [39]. These effects, in con-
trast, do not happen for an attractive inter-band inter-
action.

In our previous work [39], this problem was solved
numerically in 3D and in 2D in the dirty limit, and
applied to the particular cases of SrTiO3−δ and gated
LaAlO3/SrTiO3. Here, we instead focus on general an-
alytical asymptotic results for small impurity scatter-
ing in 2D, which leads to important insights on the
mechanisms involved. We obtain not only analytic ex-
pressions for Tc, but also for the rate of change of
Tc with respect to inter-band impurity scattering τ−1

inter,
∂Tc/∂τ

−1
inter. The latter is derived by using a technique

based on Hellmann-Feynman theorem, following the sem-
inal work of Ref. [40]. Starting in the high-density
regime, where the system has long crossed the Lifshitz
transition, we recover the well-known result for identi-
cal bands that ∂Tc/∂τ−1

inter = 0 for attractive inter-band
pairing (sign-preserving s++ superconducting state), and
∂Tc/∂τ

−1
inter = −π/4 (the universal Abrikosov-Gor’kov

value) for repulsive inter-band scattering (sign-changing
s+− superconducting state). Deviations from this fine-
tuned condition of identical bands with identical intra-
band pairing interactions leads to a reduction of the Tc
suppression in the s+− case, and an enhancement of the
Tc suppression in the s++ case. When the system is well
inside the single-band regime, i.e. well before crossing
the Lifshitz transition, the suppression rate ∂Tc/∂τ−1

inter
is very small regardless of the sign of the inter-band pair-
ing. The interesting behavior takes place in the vicinity
of the Lifshitz transition. For the s+− state, we show
that ∂Tc/∂τ−1

inter is strongly suppressed and quickly ap-
proaches the high-density value, even in the regime where
the second band is only incipient. This contrasts to the
behavior of the s++ state, in which ∂Tc/∂τ

−1
inter has a

small minimum at the Lifshitz transition, before it in-
creases towards the high-density value.

The paper is organized in the following way: to in-
troduce the model, we start in Sec.II with a clean two-
band superconductor, solving the pairing problem both
numerically and analytically. In Sec.III, we generalize
the model to include non-magnetic random impurities.
Sec. IV presents the analytic asymptotic solutions of the
dirty superconductor across a LT both in the high-density
regime and in the dilute regime. In Sec.V we summarize
our conclusions. Appendices A, B and C provide more
details about the analytic calculations performed in the
main text.

II. CLEAN TWO-BAND SUPERCONDUCTOR

A. Gap equations

The two-band superconducting system that we study
here is described by the Hamiltonian:

H0 =
∑
k,i,σ

ξi,k c
†
i,kσci,kσ

+
∑

k,k′,i,j

Vijc
†
i,k↑c

†
i,−k↓cj,−k′↓cj,k′↑ , (1)

where c†j,kσ and cj,kσ are the operators that create and
annihilate, respectively, an electron in band i (i = 1, 2),
with momentum k and spin σ. As in Refs. [27, 39],
we consider parabolic electron-like bands ξ1,k = k2

2m1
− µ

and ξ2,k = k2

2m2
− µ + ε0, as illustrated in Fig. 1. The

bottom of band 1, W1 = −µ, is split from the bottom
of band 2, W2 = −µ + ε0, by the energy scale ε0 > 0.
The chemical potential µ > 0 is a control parameter in
our model, which tunes the system through a Lifshitz
transition (LT) at µ = ε0.

The pairing interaction is described by the matrix Vij
and contains both (momentum-independent) intra-band
pairing, V11 and V22 which do not need to be necessarily
equal, and inter-band pairing, V12 = V21. As a result,
the isotropic SC gap ∆i in band i is given by:

∆i = −
∑
k,j

Vij 〈cj,−k↓cj,k↑〉 . (2)

yielding the usual mean-field Hamiltonian:

H0 =
∑
k,i,σ

ξi,k c
†
i,kσci,kσ

−
∑
k,i

(
∆i c

†
i,k↑c

†
i,−k↓ + h.c.

)
, (3)

Figure 1: (color online) Illustration of the two-band model
used in this work. Two electron-like parabolic and concentric
bands are displaced by an energy ε0 > 0. Their occupations
are controlled by the chemical potential µ > 0. When µ
becomes larger than ε0, the second band becomes populated,
signaling a Lifshitz transition (LT).
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Before introducing disorder, we rederive the results for
Tc of a clean two-band system across a LT (see also Ref.
[27] and references therein). Introducing the Nambu
spinor ψ̂†k =

(
c†1,k↑ c1,−k↓ c

†
2,k↑ c2,−k↓

)
, we can readily

obtain the normal and anomalous Green’s functions of
band i, Gi and Fi, which appear in the Nambu’s Green’s
function Ĝ0 as:

Ĝ0(k, ωn) =


G1,0 F1,0 0 0
F1,0 −G∗1,0 0 0

0 0 G2,0 F2,0

0 0 F2,0 −G∗2,0

 , (4)

We find:

Gi,0(k, ωn) = − iωn + ξi,k
ω2
n + ξ2

i,k + ∆2
i

, (5)

and

Fi,0(k, ωn) =
∆i

ω2
n + ξ2

i,k + ∆2
i

. (6)

The latter is related to the pair expectation value,
〈ci,−k↓ci,k↑〉 = T

∑
n Fi,0(k, ωn), from which we can de-

rive the gap equation:

∆i = πT
∑
j,n

λij∆j

〈
1

ω2
n + ξ2 + ∆2

j

〉Ω0

j

. (7)

Here, we introduced the dimensionless coupling constants
λij = −ρj,0Vij , such that positive and negative λij corre-
spond to attraction and repulsion, respectively. We also
defined the notation:

〈O(ξ)〉ξci ≡
1

πρi,0

ξcˆ

Wi

dξρi(ξ)O(ξ) , (8)

where O(ξ) is an arbitrary function of energy, ξc denotes
the upper cutoff of the integral, and Wi denotes the bot-
tom of band i. In the gap equation, the upper limit of
the integration corresponds to the energy cutoff of the
pairing interaction, Ω0, which plays a similar role as the
Debye frequency in the standard BCS approach. Finally,
ρi(ξ) is the density of states per spin of band i, and ρi,0 ≡
ρi(Wi + ε0). Since we have parabolic bands, ρi(ξ) = mi

2π

for the 2D case and ρi(ξ) =
(2mi)

3/2√ε0
4π2

√
ξ−Wi

ε0
for the

3D case, yielding ρi,0 = mi

2π and ρi,0 =
(2mi)

3/2√ε0
4π2 , re-

spectively. The linearized gap equation follows directly
from Eq. (7):(

∆1

∆2

)
=

(
λ11 λ12

λ21 λ22

)
Âclean(µ, Tc)

(
∆1

∆2

)
. (9)

where Âclean has matrix elements:(
Âclean

)
ij

= δijπTc
∑
n

〈
1

ω2
n + ξ2

〉Ω0

i

= δij
π

2

〈
1

ξ
tanh

(
ξ

2Tc

)〉Ω0

i

. (10)

Equation (9) defines an eigenvalue problem. Tc, as a
function of the chemical potential µ, is determined when
the largest eigenvalue of λ̂Âclean equals 1, where (λ̂)ij =
λij . This is given by:

∏
i=1,2

[(
Âclean

)
ii

det
(
λ̂
)
− λī̄i

]
= λ12λ21 , (11)

as long as det
(
λ̂
)

= λ11λ22 − λ12λ21 6= 0. Here, we in-
troduced the notation ī = 1(2) for i = 2(1). It is clear
that the equations depend only on the product λ12λ21,
i.e. only on the square of the inter-band interaction V 2

12.
As a result, Tc(µ) is independent of whether the inter-
band pairing interaction is repulsive or attractive [27, 36].
On the other hand, the sign of the off-diagonal term λ12

(which by definition is the same as the sign of λ21 and the
opposite of V12) determines the eigenvector correspond-
ing to the largest eigenvalue of λ̂Â . When λ12 > 0, this
eigenvector is such that ∆1 and ∆2 have the same sign,
corresponding to a conventional s++ SC state. When
λ12 < 0, ∆1 and ∆2 acquire opposite signs, correspond-
ing to an unconventional s+− SC state

It is important to note that the chemical potential µ
that appears in the gap equation is not the T = 0 chem-
ical potential, but actually µ(Tc). Close to the LT, be-
cause the Fermi energy is small, µ(Tc) can be different
than µ(0) [29]. To avoid this issue, one can express the su-
perconducting transition temperature as function of the
total number of electrons in the system, N , which is given
by:

N = 2
∑
k

1− Tc
∑
j,n

ξj,k
ω2
n + ξ2

j,k


= 2πV

2∑
j=1

ρj,0

〈
1

1 + e ξ/Tc

〉Λ

j

, (12)

where V denotes the total volume of the system (or to-
tal area, in the 2D case). Note that, here, the upper
integration cutoff is the bandwidth Λ.

The numerical solution of Eqs. (9) and (12) is straight-
forward, and gives Tc(N) as shown in Figs.2 (a) and (b)
for the 2D and 3D cases, respectively. In these figures, Tc
is normalized by ε0 and N is normalized by the critical
value Nc at which the LT takes place, which corresponds
to µ(0) = ε0. For this particular figure, we used the same
density of states for both bands (ρ1,0 = ρ2,0), we set the
interaction cutoff and the bandwidth to the same value
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Figure 2: (color online) Phase diagram of the clean two-band SC: the first two panels show Tc as function of the occupation
number N for (a) 2D bands and (b) 3D bands, for several values of the parameter λ12. In panel (c), we compare Tc as a function
of N with Tc as a function of the chemical potential µ(Tc) for the 2D case with |λ12| = 0.013. In all panels, λ11 = λ22 = 0.13
and ρ2,0 = ρ1,0. Note that Tc is normalized by the energy displacement between the bands ε0 and N is normalized by the
critical occupation number Nc at which the LT takes place.

Ω0 = Λ = 5ε0, and considered dominant intra-band in-
teractions λ11 = λ22 = 0.13 with subleading inter-band
interactions, |λ12| � λ11. The main feature is the en-
hancement of Tc in the vicinity of the LT. Such an en-
hancement is sharper for 2D bands since in this case the
density of states is discontinuous as the chemical poten-
tial crosses the band edge.

B. Asymptotic solution

To set the stage for the analytic investigations of the
dirty case, here we derive an analytic asymptotic expres-
sion for Tc(µ) in the particular case of 2D bands. Note
that, as discussed in Ref. [39] and illustrated in Fig. 2,
the case of 3D bands is qualitatively similar than the 2D
case. The main quantitative differences arise from the
fact that the density of states of the 3D bands vanish
smoothly at the band edge. Moreover, because the be-
havior of the curves Tc(µ) and Tc(N) are very similar, as
illustrated in Fig.2(c), we will focus on the former.

Returning to the matrix elements
(
Âclean

)
ij

in

Eq.(10), it is clear that the main effect of the LT is on
the lower integration limits Wi. Recall that W1 = −µ
is the bottom of band 1 and W2 = −µ + ε0 is the bot-
tom of band 2. If the chemical potential was such that
µ� Ω0, the problem would be in the high-density limit,
and we would recover the usual BCS result

(
Âclean

)
ij

=

δij

(
ρi,F
ρi,0

)
ln
(

1.13Ω0

Tc

)
, where ρi,F is the density of states

at the Fermi level. To capture the behavior near the LT,
we first perform the energy integration and obtain:

(
Âclean

)
ii

= Tc
∑
n

1

ωn

[
arctan

(
Ω0

ωn

)
− arctan

(
Wi

ωn

)]
.

(13)
For each band, there are two different asymptotic

regimes in which the Matsubara sum can be evaluated
analytically: |Wi| � Tc and |Wi| � Tc (note that, in our
weak-coupling approach, Ω0 � Tc always). This defines
4 regions in the (µ, Tc) phase diagram, as schematically
shown in Fig. 3:

• In region I, we have −W1 < Tc and W2 > Tc. This
region corresponds to µ < µ∗1, with µ∗1 ∼ Tc (µ∗1).
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• In region II, we have −W1 > Tc and W2 > Tc.
This region corresponds to µ∗1 < µ < µ∗2, with µ∗2 ∼
ε0 − Tc (µ∗2).

• In region III, we have −W1 > Tc and |W2| < Tc.
This region corresponds to µ∗2 < µ < µ∗3, with µ∗3 ∼
ε0 + Tc (µ∗3).

• In region IV, we have −W1 > Tc and −W2 > Tc.
This region corresponds to µ > µ∗3.

As shown in Appendix A, we find the diagonal matrix
elements in each region:

(
Âclean

)
11
∼ 1

2


ln
(
κΩ0

Tc

)
+ µ

2Tc
, region I

ln
(
κ2Ω0µ
T 2
c

)
, otherwise

, (14)

and

(
Âclean

)
22
∼ 1

2



ln
(

Ω0

ε0−µ

)
, regions I and II

ln
(
κΩ0

Tc

)
+ (µ−ε0)

2Tc
, region III

ln
(
κ2Ω0(µ−ε0)

T 2
c

)
, region IV

,

(15)
where κ = 2eγ/π ≈ 1.13, with γ denoting Euler’s
constant. Solving the gap equation (11) now corre-
sponds to solving a simple transcendental equation, since(
Âclean

)
11

and
(
Âclean

)
22

are analytic functions of µ and
Tc. This is in contrast to the full numerical solution,
which requires numerical evaluation of Matsubara sums
or energy integrations.

Figure 3: (color online) Regions of the (µ, T ) phase diagram
for the calculation of the asymptotic behavior of Tc(µ) in the
clean and dirty regimes. The size of the regions are exagger-
ated for schematic purposes. The precise definition of each
region is given in the main text.

Figure 4: (color online) Comparison between the numerical
(symbols) and asymptotic analytical results (solid curve) for
Tc, as function of the chemical potential µ, for the 2D clean
system across the Lifshitz transition at µ = ε0. Panel (b) is a
zoom of panel (a) that highlights the very narrow range of µ
for which the asymptotic solutions start to fail (gray dashed
area). The parameters used here are the same as in Fig. 2(c).

In Fig. 4(a), we compare the asymptotic and numerical
results for the 2D clean system, demonstrating their ex-
cellent agreement. It is important to emphasize that, due
to its very nature, the asymptotic solution is not contin-
uous across the boundaries defining the different regions.
In fact, as shown in Fig. 4(b), some of the asymptotic so-
lutions show diverging behavior near the boundaries. Im-
portantly, as highlighted in the same figure, the ranges of
µ for which the asymptotic solutions do not behave well
are very small – in fact, they are too small to be shown
in the scale of panel (a), and are thus omitted in that
plot. Although in the clean case the advantages of the
asymptotic approach may seem rather minor, it will play
an important role in gaining insight to the behavior of
the dirty system.
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III. DIRTY TWO-BAND SUPERCONDUCTOR

The effects of impurities in our model are captured by
adding to Eq.(3) the impurity Hamiltonian

Himp =
∑

k,k′,σ

∑
α,β

Wαβ(k− k′)c†α,kσcβ,k′σ , (16)

where Wαβ(q) is the impurity potential. Because we
are interested in the case of incipient bands, we fo-
cus on small-momentum impurity scattering. For sim-
plicity, we consider equal intra-band impurity potential,
v ≡ W11 (0) = W22 (0), and inter-band impurity poten-
tial u ≡W12 (0) = W21(0).

To proceed, we consider the standard self-consistent
Born approximation, as illustrated in Fig.5. The Green’s
function in Nambu space is given self-consistently by
Dyson’s equation:

Ĝ−1(k, ωn) = Ĝ−1
0 (k, ωn)− Σ̂(k, ωn) . (17)

where the matrix Ĝ0(k, ωn) is the Green’s function of the
clean system shown above in Eq.(4), and Σ̂(k, ωn) is the
impurity self-energy:

Σ̂(k, ωn) = nimp

ˆ
ddk′

(2π)d
Ŵk′−kĜ(k′, ωn)Ŵk−k′ , (18)

Here, nimp is the impurity concentration and Ŵk,k′ rep-
resents the impurity potential in Nambu space,

Ŵk,k′ =

v 0 u 0
0 −v 0 −u
u 0 v 0
0 −u 0 −v

 . (19)

Ĝ can be parametrized by the same matrix structure
as Ĝ0 in Eq.(4), but with renormalized Matsubara fre-
quencies ω̃n,j , energy dispersions ξ̃j,k ≡ ξj,k + hn,j and

Figure 5: Panel (a) shows the diagrammatic expansion for the
self-energy in the self-consistent Born approximation. Panel
(b) shows the Dyson’s equation for the total Green’s func-
tion according to the self-consistent Born approximation. The
solid single lines represent Ĝ0(k, ωn), while the dashed lines
refer to the impurity potential Ŵk,k′ .

SC gaps ∆̃j . As a result, we find the following set of
self-consistent equations

ω̃n,i = ωn +
∑
j

τ−1
ij ω̃n,j

2

〈
1

ω̃2
n,j + (ξ + hn,j)

2
+ ∆̃2

j

〉Λ

j

,

(20)

∆̃i = ∆i +
∑
j

τ−1
ij ∆̃j

2

〈
1

ω̃2
n,j + (ξ + hn,j)

2
+ ∆̃2

j

〉Λ

j

,

(21)

hn,i = −
∑
j

τ−1
ij

2

〈
ξ + hn,j

ω̃2
n,j + (ξ + hn,j)

2
+ ∆̃2

j

〉Λ

j

. (22)

where we introduced the impurity scattering rates τ−1
ij =

2πnimpρj,0
(
|v|2δi,j + |u|2δī,j

)
, with ī = 1(2) if i = 2(1).

We also introduced here the bandwidth Λ, which we set
to be the same for both bands, for simplicity. Since we
are interested in the linearized gap equation, we can take
the limit of ∆̃j → 0 in the equations above. The linear
relationship between ∆̃i and ∆i is then given by:(

∆̃1

∆̃2

)
=

1

Dn
M̂n

(
∆1

∆2

)
, (23)

where the matrix M̂ is:

(
M̂n

)
ij

=

1−
τ−1
ī̄i

2

〈
1

ω̃2
n,̄i

+
(
ξ + hn,̄i

)2
〉Λ

ī

 δi,j

+
τ−1
ij

2

〈
1

ω̃2
n,j + (ξ + hn,j)

2

〉Λ

j

δī,j (24)

and Dn ≡ det(M̂n) is its determinant, given explicitly
by:

Dn = 1−
∑
i

τ−1
ii

2

〈
1

ω̃2
n,i + (ξ + hn,i)

2

〉Λ

i

+

+
det
(
τ̂−1

)
4

∏
i

〈
1

ω̃2
n,i + (ξ + hn,i)

2

〉Λ

i

(25)

with
(
τ̂−1

)
ij
≡ τ−1

ij . To calculate Tc, we once again relate
the pair expectation value with the anomalous Green’s
function, 〈ci,−k↓ci,k↑〉 = T

∑
n Fi(k, ωn). Using the re-

lationship between ∆̃i and ∆i above, we obtain a gap
equation of the same form of Eq.(9), but with the matrix
Âclean → Âdirty. The new matrix is given by:

(
Âdirty

)
ij

= πTc
∑
n

B
(n)
i

Dn

(
δij + C

(n)
ij

)
(26)
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Figure 6: (color online) Superconducting transition tempera-
ture Tc as a function of the occupation number N of a dirty
two-band SC with 2D bands. The dashed line corresponds to
finite inter-band impurity scattering (dirty system), whereas
the solid line corresponds to the clean system. The parame-
ters are the same as in Fig. 2(c); here, the intra-band impurity
scattering is set to zero.

where

B
(n)
i =

〈
1

ω̃2
n,i + (ξ + hn,i)2

〉Ω0

i

, (27)

and

C
(n)
ij = −δi,j

τ−1
ī̄i

2

〈
1

ω̃2
n,̄i

+
(
ξ + hn,̄i

)2
〉Λ

ī

+ δī,j
τ−1
ij

2

〈
1

ω̃2
n,j + (ξ + hn,j)

2

〉Λ

j

. (28)

It is clear that, when τ̂ = 0, Âdirty reduces to Âclean.
Similarly, the equation relating the chemical potential µ
to the total number of electrons N is modified to:

N = 2
∑
k

1− Tc
∑
j,n

(ξj,k + hn,j)

ω̃2
n,j + (ξj,k + hn,j)

2

 (29)

Solving Eqs.(20) and (22) together with the eigenvalue
problem and the number equation, we can determine
Tc(N) numerically. The results, which were presented in
Ref.[39], reveal a pronounced suppression of Tc at the Lif-
shitz transition in the case of dominant attractive intra-
band pairing and sub-dominant repulsive inter-band pair-
ing. In the case of sub-dominant attractive inter-band
pairing, the suppression is much milder. These results
are reproduced for completeness in Fig. 6.

While Ref.[39] discussed in details the implications of
this numerical result for the understanding of the phase
diagrams of SrTiO3 and LaAlO3/SrTiO3, here we are in-
terested in the mechanisms behind this suppression of Tc
near the Lifshitz transition, and its generalization to a

wider parameter regime that goes beyond those applica-
ble to the materials above. To achieve this goal, we de-
velop now an analytical asymptotic solution of Tc in two
different regimes: the dilute regime and the high-density
regime.

IV. ASYMPTOTIC SOLUTION OF THE DIRTY
TWO-BAND SUPERCONDUCTOR

Our goal here is to analytically study Tc
(
τ̂−1

)
in the

different regions of the two-band superconductor (µ, Tc)
phase diagram shown in Fig. 3. To avoid cumbersome
notations, we denote Tc

(
τ̂−1 = 0

)
≡ Tc,0, and Âdirty ≡

Âd, Âclean = Âc. Since the general function for Tc
(
τ̂−1

)
has no analytic form, we will focus here on the behavior
for weak disorder and compute ∂Tc/∂τ−1

ij . This quan-
tity can be conveniently calculated applying Hellmann-
Feynman theorem (see for instance Refs. [40, 41]). Re-
call that Tc is given by the solution of the linearized gap
equation ∆̂ =

(
λ̂Âd

)
∆̂. Let α (T ) be the largest eigen-

value of
(
λ̂Âd

)
for a given temperature T and α0 (T ) the

largest eigenvalue of
(
λ̂Âc

)
. Denote by

〈
α

(0)
L

∣∣∣ and ∣∣∣α(0)
R

〉
the left and right eigenvectors corresponding to α0 (T ).
Hellmann-Feynman theorem states that

∂α

∂τ−1
ij

∣∣∣∣∣
τ−1
ij =0

=

〈
α

(0)
L

∣∣∣∣∂(λ̂Âd)
∂τ−1

ij

∣∣∣∣α(0)
R

〉
〈
α

(0)
L

∣∣∣α(0)
R

〉 (30)

Note that, because λ̂Âd is generally non-symmetric, we
need to introduce both left and right eigenvectors. Recall
that we focus here in the case of fixed chemical potential
µ. Since α(Tc) = 1, using Maxwell relations, we obtain
[40, 41]:

∂Tc

∂τ−1
ij

∣∣∣∣∣
τ−1
ij =0

= −

〈
α

(0)
L

∣∣∣∣∂(λ̂Âd)
∂τ−1

ij

∣∣∣∣α(0)
R

〉
〈
α

(0)
L

∣∣∣α(0)
R

〉 1

(∂α0/∂T )|T=Tc

.

(31)
Our goal here is to compare the changes in Tc pro-

moted by impurity scattering in the high-density and di-
lute regimes.

A. High-density regime

We first discuss the high-density regime, i.e. when the
system is far from the Lifshitz transition, and the chem-
ical potential is away from the band edge, µ� {Ω0, ε0}.
This is the parameter regime most commonly studied
in BCS-type approaches to two-band superconductivity.
We will recover here several results previously published
in the literature [18, 42, 43], but also set the stage for the
analysis near the LT.



8

Because µ � {Ω0, ε0}, the lower cutoff of the energy
integrals (8) is modified according to:

〈O(ξ)〉ξci ≡
ρi,F
πρi,0

ξcˆ

−ξc

dξO(ξ) (32)

where ξc can assume the values Ω0 or Λ, and we re-
placed the density of states by its value at the Fermi
level, ρi,F ≡ ρi(ξF ). In this regime, we can also neglect
the renormalization hn,i of the band dispersions. The in-
tegrals that appear in the definitions of ω̃n and Âd can
then be computed in a straightforward way:

〈
1

ω̃2
n,i + ξ2

〉Ω0

i

=

〈
1

ω̃2
n,i + ξ2

〉Λ

i

=
ρi,F

ρi,0|ω̃n,i|
(33)

As a result, the self-consistent equation for ω̃n,i can be
solved analytically, yielding:

|ω̃n,i| = |ωn|+
1

2

∑
j

τ−1
ij , (34)

In the expression above and in the remainder of this
section, we renormalize the scattering rates and coupling
constants such that ρi,F

ρi,0
τ−1
ij → τ−1

ij and ρi,F
ρi,0

λij → λij .
This corresponds to using the density of states at the
Fermi level ρi,F , instead of ρi,0, in the corresponding
definitions, i.e. in this section λij = −ρj,FVij and
τ−1
ij = 2πnimpρj,F

(
|v|2δi,j + |u|2δī,j

)
.

Thus, the different components of
(
Âd

)
ij

=

πTc
∑
n

B
(n)
i

Dn

(
δij + C

(n)
ij

)
become:

B
(n)
i

Dn
=

(
|ωn|+ 1

2

∑
j

τ−1
īj

)

|ωn|

(
|ωn|+ 1

2

∑
j

τ−1
jj̄

) (35)

B
(n)
i

Dn
C

(n)
ij =

(
−δi,jτ−1

ī̄i
+ δī,jτ

−1
īi

)
2 |ωn|

(
|ωn|+ 1

2

∑
j

τ−1
jj̄

) (36)

where:

Dn =

|ωn|

(
|ωn|+ 1

2

∑
j

τ−1
jj̄

)
∏
i

(
|ωn|+ 1

2

∑
j

τ−1
ij

) (37)

The Matsubara sums appearing in Âd can be evaluated
using the result:

∑
n

1

|ωn|+ x
≈ 1

πTc

[
ln

(
Γc

2πTc

)
− ψ

(
1

2
+

x

2πTc

)]
,

(38)
where Γc is the upper cutoff of the Matsubara sum (which
is Γc = Ω0 � Tc for the B(n)

i terms), and ψ(x) is the
digamma function. We find that Âd can be cast in the
form:

(
Âd

)
ij

= δi,jPi + δī,jQi (39)

with:

Pi = ln

(
κΩ0

Tc

)
−

ρī,F
ρ1,F + ρ2,F

[
ψ

(
1

2
+
τ−1
inter

2πTc

)
− ψ

(
1

2

)]
(40)

Qi =
ρī,F

ρ1,F + ρ2,F

[
ψ

(
1

2
+
τ−1
inter

2πTc

)
− ψ

(
1

2

)]
(41)

where τ−1
inter ≡ 1

2

(
τ−1
12 + τ−1

21

)
is the average inter-band

impurity scattering and κ ≈ 1.13 is the same constant
that appears in Sec.II for the clean case.

It is clear that Âd depends only on the average inter-
band impurity scattering τ−1

inter, i.e. Tc is unaffected by
intra-band impurity scattering. This is not surprising,
since the gaps are isotropic and Anderson’s theorem en-
forces that intra-band non-magnetic impurity scattering
cannot affect superconductivity. Using these expressions,
the solution of the gap equations, corresponding to find-
ing the largest eigenvalue of

(
λ̂Âd

)
, becomes a transcen-

dental equation that can be solved in a straightforward
way.

We now proceed to evaluate ∂Tc/∂τ−1
inter using Eq. (31).

For convenience, we introduce the ratio between the den-
sities of states of the two bands to be r ≡ ρ2,F /ρ1,F . By
definition, it follows that λ12/λ21 = τ−1

12 /τ
−1
21 = r. The

largest eigenvalue of the clean gap equation is given by

α0 = λ+ ln

(
κΩ0

Tc

)
(42)

where:

λ+ = λ0 +

√
δλ2 +

1

r
λ2

12 (43)

For simplicity of notation, here we introduced λ0 =
1
2 (λ11 + λ22) and δλ = 1

2 (λ11 − λ22). The right and left
eigenvectors are given by:

∣∣∣α(0)
R

〉
=

(
δλ+

√
δλ2 + 1

rλ
2
12

1
rλ12

)
(44)
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and:

〈
α

(0)
L

∣∣∣ =

(
δλ+

√
δλ2 + 1

rλ
2
12

λ12

)T
(45)

Note that the relative sign of the two components of
the eigenvectors, which correspond to the ratio between
the two gaps ∆1/∆2, is determined solely by sgn (λ12) =
sgn (λ21), i.e. sgn (∆1/∆2) = sgn (λ12). As explained in
Section II, this implies that attractive inter-band pair-
ing interaction, λ12 > 0, promotes a sign-preserving s++

state, whereas repulsive inter-band pairing interaction,
λ12 < 0, promotes a sign-changing s+− state.

Next, from the definition of Âd in Eq. (39), we obtain:

∂
(
λ̂Âd

)
∂τ−1

inter

∣∣∣∣∣∣
τ−1
inter=0

=
1

(1 + r)

π

4Tc,0
×

(
λ12 − rλ11 −λ12 + rλ11

λ22 − λ12 −λ22 + λ12

)
(46)

It is straightforward to now compute ∂Tc/∂τ−1
inter via

Eq. (31), using that ∂α0

∂Tc
= − λ+

Tc,0
. The full expression

is long and not very insightful. In the particular case
of r = 1, however, the expression simplifies significantly
and we obtain:

∂Tc

∂τ−1
inter

∣∣∣∣
τ−1
inter=0

= −π
8

1− sgn (λ12)√(
λ11−λ22

2λ12

)2

+ 1

 (47)

This expression reveals important properties of impu-
rity scattering in multi-band superconductors. First, as
mentioned above, only inter-band impurity scattering is
pair-breaking. Second, this pair-breaking effect takes
place generically for both s+− and s++ states. Indeed,
as long as λ11 6= λ22, Tc will be suppressed by impurities
regardless of the sign of the inter-band interaction λ12.

It is clear, however, that the suppression is stronger
in the case of repulsive interaction λ12 < 0. Compared
to the Abrikosov-Gor’kov result for the suppression rate
of Tc by magnetic impurity scattering in single-band s-
wave superconductors,

(
∂Tc

∂τ−1
mag

)
AG

= −π4 , it follows that∣∣∣ ∂Tc

∂τ−1
inter

∣∣∣ ≤ ∣∣∣ ∂Tc

∂τ−1
mag

∣∣∣. Note that, according to the expression
for the leading eigenvector (44), the magnitudes of the
two gaps are necessarily different when λ11 6= λ22, i.e.
|∆1| 6= |∆2|. In the fine-tuned case of equal intra-band
pairing interactions, λ11 = λ22, which corresponds to two
gaps of same magnitudes, |∆1| = |∆2|, Tc for the s++

state displays no suppression with disorder τ−1
inter, whereas

Tc for the s+− state displays its maximum suppression.
Thus, at the same time that λ11 6= λ22 promotes pair-
breaking effects for the s++ state, it reduces the pair-
breaking effects for the s+− state. This is illustrated in
Fig. 7(a).

Figure 7: (color online) The rate of suppression of Tc by inter-

band non-magnetic impurity scattering τ−1
inter,

∂Tc

∂τ−1
inter

∣∣∣∣
τ−1
inter=0

for repulsive (λ12 < 0, red curves) and attractive (λ12 > 0,
blue curves) inter-band pairing interactions, in the high-
density regime. In panel (a), the density of states of the
two bands are set to be the same, but the intra-band pair-
ing interactions of the two bands, λ11 and λ22, are allowed to
be different. In panel (b), λ11 is set to be the same as λ22,
but the two density of states are allowed to be different, with
r = ρ2,F /ρ1,F . In both panels, the suppression rates are nor-
malized by the magnitude of the Abrikosov-Gor’kov value of
−π/4 corresponding to the suppression rate of Tc of a single-
band superconductor by magnetic impurity scattering.

The difference in the density of states between the two
bands, signaled here by r 6= 1, plays a similar role as
the difference in the intra-band pairing interactions. For
instance, if we set λ11 = λ22 but consider an arbitrary r,
we find:

∂Tc

∂τ−1
inter

∣∣∣∣
τ−1
inter=0

= −π
8

[
1− 2

√
r sgn (λ12)

1 + r

]
(48)

Once again, the suppression of Tc for the s++ state is
minimum (in fact, zero) when r = 1, whereas the sup-
pression of Tc for the s+− state is maximum (and equal
to the Abrikosov-Gor’kov value) when r = 1. This be-
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Figure 8: (color online) Comparison between the numerical (symbols) and asymptotic analytical results (solid curves) for Tc,
as function of the chemical potential µ, for the 2D dirty system across the Lifshitz transition at µ = ε0. The parameters are the
same as in Fig. 4 but with λ12 < 0 (repulsive inter-band pairing interaction) in panel (a) and λ12 > 0 (attractive inter-band
pairing interaction) in panel (b). The inter-band impurity scattering τ−1

inter is set to τ
−1
inter/ε0 = 10−3.

havior is shown in Fig. 7(b). We emphasize that our
analysis reproduces similar conclusions about the role of
impurities in multi-band superconductors that have been
previously reported elsewhere [18, 42, 43].

B. Dilute regime

Our analysis of the high-density regime reveals that
impurity pair-breaking effects on Tc arise from the inter-
band scattering rates, τ−1

21 and τ−1
12 . Thus, in this subsec-

tion, to simplify the analysis, we neglect intra-band scat-
tering processes, and set τ−1

11 = τ−1
22 = 0. Furthermore,

in the same spirit of the previous subsection, we focus
on the weak-disorder regime, in which τ−1

12 and τ−1
21 are

small compared to Tc,0. Finally, we consider 2D bands,
in which case the density of states does not depend on
the energy. Within these approximations, to linear or-
der in the scattering rates, the renormalized Matsubara
frequency in Eq.(20) becomes:

ω̃n,i = ωn

(
1 +

1

2π
τ−1
īi
fn,̄i

)
, (49)

where we defined the function:

fn,i ≡
1

ωn

[
arctan

(
Ω0

ωn

)
− arctan

(
Wi

ωn

)]
(50)

Note that, similarly to the previous section, we neglect
the renormalization of the band due to disorder, hn,i. As
shown below, this approximation yields very good agree-
ment between the numerical and the asymptotic results.
Evaluating the matrix elements of Âd in Eq. (26), we
find, to linear order in the impurity scattering rate:

Âd = Âc + τ−1
interδÂ (51)

Here, Âc is the clean-case diagonal matrix discussed in
Section II B, τ−1

inter ≡ 1
2

(
τ−1
12 + τ−1

21

)
is the average inter-

band impurity scattering, and δÂ is given by:(
δÂ
)
ij

=
1

2π

[
Riδij + S

(
−δi,j + δī,j

)]
(52)

with

Ri = −Tc
∑
n

(
Λ

Λ2 + ω2
n

− Wi

W 2
i + ω2

n

)
fn,̄i,

S = Tc
∑
n

fn,1fn,2, (53)

The expressions above are obtained after two simpli-
fications: we set the density of states of the two bands
to be equal, ρ1,0 = ρ2,0, and consider Ω0 = Λ. Note
that the main results presented here do not rely on these
simplifications.

To determine analytic asymptotic expressions for the
matrix elements of Âd, we follow the same procedure as
in the clean case as outlined in Sec.II B, and divide the
(µ, Tc) phase diagram in four regions. The calculation
is tedious but straightforward; the resulting expressions
for R1, R2, and S are long and shown explicitly in Ap-
pendix B. In terms of these expressions, finding Tc corre-
sponds to solving the transcendental algebraic equation
that comes from the condition that the largest eigenvalue
of λ̂Âd equals one (see Appendix C).

In Fig. 8, we compare the numerical and asymptotic
analytical results for the cases of attractive and repulsive
inter-band pairing interaction. As in the clean case, the
agreement between the two methods is excellent, except
in very narrow regions where the asymptotic approxima-
tion fails. As in Fig. 4, these regions are too narrow com-
pared to the scale of the plots and are thus not shown
in the plots. We note that the agreement between the
asymptotic solution and the numerical results near the
LT improves as the scattering rates becomes smaller.
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Figure 9: (color online) The rate of suppression of Tc by inter-band impurity scattering, ∂Tc

∂τ−1
inter

∣∣∣∣
τ−1
inter=0

for attractive (λ12 > 0,

panel (a)) and repulsive (λ12 < 0, panel (b)) inter-band pairing interactions, in the dilute regime. The insets highlight the
asymptotic behaviors across the boundaries of regions II, III, and IV of Fig. 3. In both panels, the suppression rates are
normalized by the absolute value of the Abrikosov-Gor’kov suppression rate of −π/4, corresponding to the case of a single-band
superconductor by magnetic impurity scattering. The parameters used here are ρ1,0 = ρ2,0, λ11 = λ22, and λ12 = λ21.

Figure 10: Rate of enhancement of Tc by changes in the chem-
ical potential, ∂Tc

∂µ
, for the clean 2D system. The parameters

are the same as those used in Fig. 9. To make the comparison
with that figure more transparent, we also normalize the rate
of change of Tc by π/4.

In Figs. 9(a) and (b), we plot the analytic asymptotic
behavior of ∂Tc

∂τ−1
inter

∣∣∣
τ−1
inter=0

as function of the chemical po-

tential for attractive and repulsive inter-band pairing in-
teractions, respectively. Note that the computation of
such suppression rate of Tc from Eq.(31) is straightfor-
ward and details are provided in Appendix C. Similarly
to Fig. 7, we normalize ∂Tc/∂τ−1

inter by the Abrikosov-
Gor’kov suppression rate−π/4. The insets display zooms
of the behaviors of the asymptotic solutions near the LT
– as in the analysis of previous sections, the asymptotic
solutions are not continuous across the boundaries of the
different regions of Fig. 3.

The results far from the LT are not surprising: be-
fore the LT, when only one band is present, ∂Tc/∂τ−1

inter
is very small, since the second band is sunk below the
Fermi level. After the LT, when the second band is no

longer incipient, ∂Tc/∂τ−1
inter approaches the high-density

values −π/4 for repulsive inter-band interaction and 0
for attractive inter-band pairing interaction.

The interesting behaviors of ∂Tc/∂τ−1
inter take place in

the vicinity of the LT. For λ12 < 0, we note a very rapid
increase of the magnitude of the suppression rate, despite
the fact that the second band is only incipient. On the
other hand, for λ12 > 0, the magnitude of the suppression
rate displays a rather mild maximum when the second
band crosses the Fermi level.

The fate of the evolution of Tc in the dirty system
across the LT depends then on the competition between
two opposite effects: the suppression of Tc due to the
pair-breaking promoted by inter-band impurity scatter-
ing, and the enhancement of Tc promoted by the new
electronic states that become part of the superconduct-
ing state once the second band crosses the Fermi level.
The latter effect is illustrated in Fig. 10, where ∂Tc/∂µ
obtained from the asymptotic analytical solution of the
clean system is shown. Generally, one expects that, for
sufficient strong disorder, and for a repulsive inter-band
interaction, the former effect wins, such that Tc displays
a maximum at the LT. This is indeed what we observed
in the full solution of the dirty gap equations shown in
Fig. 8.

V. CONCLUDING REMARKS

In summary, in this work we developed an asymptotic
analytical framework to investigate the behavior of the
superconducting transition temperature Tc across a Lif-
shitz transition in a dirty two-band system. Our system-
atic study unveiled two competing effects that influence
the evolution of Tc. The first effect arises from the fact
that the system gains energy via the opening of a su-
perconducting gap in the incipient band, which leads to
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an enhancement of Tc (see Fig. 9(c)). The second effect
arises because, as soon as the second band emerges above
the Fermi level and the gap becomes non-negligible, pair-
breaking effects kick in due to inter-band impurity scat-
tering, resulting in a suppression of Tc. While the first
effect is insensitive to the nature of pairing state – i.e.
whether it is an s++ state resulting from inter-band at-
traction or an s+− state resulting from inter-band repul-
sion – the second effect is much stronger in the case of
repulsive pairing interactions. As a result, for an s+−

superconductor with significant impurity scattering, Tc
is expected to be maximum at the LT. Therefore, our
results offer important benchmarks to assess indirectly
from the shape of the superconducting dome whether a
multi-band superconductor is conventional (i.e. driven
by attractive pairing interactions only) or unconventional
(i.e. driven by repulsive pairing interactions). Note
that, if the impurities were magnetic, impurity scattering
would be strongly pair-breaking for both attractive and
repulsive inter-band interactions (see also Ref. [44]). As
a result, although an explicit calculation is beyond the
scope of this work, one expects a similar behavior of Tc
across the Lifshitz transition in both cases.
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Appendix A: Matsubara sums for the clean case

Deriving an analytic expression for the matrix elements(
Âclean

)
ij

involves calculating, analytically, Matsubara

sums of the type
∑
n

1
ωn

arctan
(
y
ωn

)
= sign(y)

Tc
s1

(
|y|
Tc

)
,

where the quantity y can assume the values Ω0,W1 = −µ
or W2 = −µ+ ε0, and

s1(|x|) ≡ 2

∞∑
n=0

1

(2n+ 1)π
arctan

(
|x|

(2n+ 1)π

)
. (A1)

We calculate an approximate expression for s1(|x|),
taking advantage of the asymptotic behavior of
arctan

(
|x|

(2n+1)π

)
in two regimes, |x| � 1 and |x| � 1. If

|x| � 1, |x|
(2n+1)π � 1 for all n, and a Taylor expansion

of arctan
(

|x|
(2n+1)π

)
leads to

s1(|x| � 1) = 2

∞∑
l=0

(−1)lζ(2l + 2)
[
22l+2 − 1

]
(2l + 1)(2π)2l+2

|x|2l+1 ,

(A2)
where we used the fact that

∞∑
n=0

1

[(2n+ 1)π]
k

=

(
2k − 1

)
ζ(k)

(2π)k
, (A3)

with integer k ≥ 2 and ζ(k) denoting the Riemann zeta
function. The leading term is clearly the l = 0:

s1(|x| � 1) ∼ |x|
4

(A4)

On the other hand, if |x| � 1, |x|
(2n+1)π � 1 for small

values of n, but the ratio decreases with increasing n,
until it eventually behaves as |x|

(2n+1)π � 1 for large
enough n. Denoting by N∗ the value of n such that
(2N∗ + 1)π = |x|, i.e. N∗ = |x|

2π −
1
2 , we approximate

arctan
(

|x|
(2n+1)π

)
by its Taylor expansion in powers of

1/|x| when 0 < n < N∗, and by its Taylor expansion in
powers of |x| when N∗ + 1 < n <∞. The result is

s1(|x| � 1) =

N∗∑
n=0

1

2n+ 1

− 2

∞∑
l=0

(−1)l

(2l + 1)|x|2l+1

N∗∑
n=0

[(2n+ 1)π]
2l

+ 2

∞∑
l=0

(−1)l|x|2l+1

(2l + 1)

∞∑
n=N∗+1

1

[(2n+ 1)π]
2l+2

. (A5)

The sums over n that appear in Eq.(A5) can be eval-
uated analytically:

N∗∑
n=0

1

[(2n+ 1)π]
k

=



(2k−1)ζ(k)
(2π)k

+ 1
(2π)k(|k|+1)

B|k|+1

(
1 + |x|

2π

)
, if k ≤ 0

1
2π

[
ψ
(

1 + |x|
2π

)
− ψ

(
1
2

)]
, if k = 1

(2k−1)ζ(k)
(2π)k

− 1
(k−1)!

(−1
2π

)k
ψ(k−1)

(
1 + |x|

2π

)
, if k > 1

,

(A6)

and
∞∑

n=N∗+1

1

[(2n+ 1)π]
k

=

1

(k − 1)!

(
−1

2π

)k
ψ(k−1)

(
1 +
|x|
2π

)
, if k ≥ 2, (A7)
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where ψ(k)(x), ψ(x) = ψ(0)(x) and Bk(x) are, re-
spectively, the polygamma function of k-th order, the
digamma function, and the Bernoulli polynomials. In the
limit |x| � 1, a Taylor expansion, up to order O

(
1
|x|k

)
leads to:

N∗∑
n=0

1

[(2n+ 1)π]
k
∼


1

2π ln (κ|x|) , if k = 1

(2k−1)ζ(k)
(2π)k

− 1
2π(k−1)|x|k−1 , if k ≤ 0 or k > 1

, (A8)

and
∞∑

n=N∗+1

1

[(2n+ 1)π]
k
∼ 1

2π(k − 1)|x|k−1
, if k ≥ 2.

(A9)
where we defined the constant κ = 2eγ/π ≈ 1.13, with γ
denoting Euler’s constant.

Substituting Eqs.(A8) and (A9) into Eq.(A5), we find
that its second and third terms result in the same con-
stant

∞∑
l=0

(−1)l

π(2l+1)2 = C
π (C ≈ 0.92 is the Catalan’s con-

stant), differing only by a minus sign. Thus, they cancel
out, and we obtain:

s1(|x| � 1) ∼ 1

2
ln (κ|x|) . (A10)

To summarize, combining Eqs.(A4) and (A10), we have

s1(|x|) ∼


|x|
4 , if |x| � 1

1
2 ln (κ|x|) , if |x| � 1

. (A11)

Note that s1(|x| → 1+) 6= s1(|x| → 1−). This is be-
cause the asymptotic approach we described begins to fail
for |x| of order one, as we can see in Fig.11. As a con-
sequence, the asymptotic expressions for Tc(µ) deviate
from the numeric results when µ approaches the bound-
aries µ∗1, µ∗2 and µ∗3 of the regions of the phase diagram
illustrated in Fig. 3. At these points, either |W1| or |W2|
becomes of the order of Tc.

Appendix B: Matsubara sums for the dirty case

In the case of a dirty two-band SC, there are two dis-
tinct types of Matsubara sums that we need to calculate
for δÂ, as shown in Eq. (53). The first are sums of the
type:

∑
n

1

ωn
arctan

(
y1

ωn

)
y2

y2
2 + ω2

n

=
sign(y1y2)

T 2
c

s2

(
|y1|
Tc

,
|y2|
Tc

)
(B1)

Figure 11: (color online) Numerical and asymptotic solutions
for the Matsubara sum (A1). The dot-dashed blue and red
lines are the asymptotic solutions for |x| � 1 and |x| � 1,
while the solid line is the numerical result. The dashed verti-
cal lines delimit the region where the asymptotic approxima-
tion begins to fail.

where we define:

s2(|x1|, |x2|) ≡

2

∞∑
n=0

1

(2n+ 1)π
arctan

(
|x1|

(2n+ 1)π

)
|x2|

|x2|2 + [(2n+ 1)π]
2 ,

(B2)

The other sum is:

∑
n

1

ω2
n

arctan
(
y1

ωn

)
arctan

(
y2

ωn

)
=

sign(y1y2)

T 2
c

s3

(
|y1|
Tc

,
|y2|
Tc

)
where we define:

s3(|x1|, |x2|) ≡

2

∞∑
n=0

1

[(2n+ 1)π]
2 arctan

(
|x1|

(2n+ 1)π

)
arctan

(
|x2|

(2n+ 1)π

)
.

(B3)

In these expressions, both y1 and y2 can assume the
values Ω0 = Λ, W1 = −µ, or W2 = −µ+ ε0. To proceed
with the calculation of (B2) and (B3), we use an asymp-
totic approach similar to that described in Appendix A.
In each of the four regions of the two-dimensional pa-
rameter space |x1| × |x2| bounded by the lines |x1| = 1

and |x2| = 1 (see Fig.12), we substitute arctan
(

|xi|
(2n+1)π

)
and |xi|

|xi|2+[(2n+1)π]2
by their Taylor expansions in powers

of |xi| if |xi| � 1, or 1/|xi| if |xi| � 1.
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Figure 12: (color online) Different regions of the two-
dimensional parameter space |x1| × |x2| in which the ana-
lytic expansions are performed. In region 3, the silver area
around the line |x1| = |x2| indicates the region where the ap-
proximations lose precision, since the neglected terms of order

O
(

1

|xj |
(
|x<|
|x>|

)2
)
, j = 1, 2, become more important.

When |xi| � 1 we decompose the sums over n into two

contributions,
∞∑
n=0

f(n) =
N∗i∑
n=0

f(n) +
∞∑

n=N∗i +1

f(n), where

f(n) denotes any function of n. As in Appendix A, N∗i =
|xi|
2π −

1
2 is defined such that (2N∗i +1)π = |xi|. When both

|x1| � 1 and |x2| � 1, the decomposition is such that
∞∑
n=0

f(n) =
N∗<∑
n=0

f(n) +
N∗>∑

n=N∗<+1

f(n) +
∞∑

n=N∗>+1

f(n), with

N∗< = min{N∗1 , N∗2 } and N∗> = max{N∗1 , N∗2 }. There-
fore, besides the sums already calculated in Eqs. (A3),
(A8) and (A9), we also need, for |xi| � 1,

N∗2∑
n=N∗1

1

[(2n+ 1)π]
k
∼


1

2π ln
(
|x2|
|x1|

)
, if k = 1

1
2π(k−1)

[
1

|x1|k−1 − 1
|x2|k−1

]
, if k ≤ 0 or k > 1

, (B4)

After a tedious but straightforward calculation, we
then find the following asymptotic approximations for
(B2) and (B3) in each of the four asymptotic regions of
the (|x1| , |x2|) plane:

s2(|x1| , |x2|) ≈



0 , if |x1| , |x2| � 1

κ′ |x2| , if |x1| � 1, |x2| � 1

1
2|x2| ln (κ |x<|)− |x1|

2|x>|2
+ |x2| θ(|x1|−|x2|)

4|x1|2
, if |x1| , |x2| � 1

0 , if |x1| � 1, |x2| � 1

(B5)

and

s3(|x1| , |x2|) ≈



0 , if |x1| , |x2| � 1

κ′ |x2| , if |x1| � 1, |x2| � 1

π2

16−
(|x1|+|x2|)
2|x1||x2| ln(κ |x<|)− 1

2|x<| + |x<|
2|x>|2

, if |x1| , |x2| � 1

κ′ |x1| , if |x1| � 1, |x2| � 1

(B6)

Here, we defined the constant κ′ = 7ζ(3)
8π2 ≈ 0.11 and de-

fined |x<| = min{|x1|, |x2|} and |x>| = max{|x1|, |x2|}.
Recall that ζ(x) is the zeta function, θ (x) is the Heav-
iside step function and κ ≈ 1.13 is the constant defined
in Appendix A.

It is important to note that we treat the approxima-
tions we use during the derivation of Eqs.(B5) and (B6)
consistently: in all the four regions of the parameter

space shown in Fig.12, we kept only terms up to order
O(|x|2), with |x| � 1. Note that there is a small sliver
region around |x1| = |x2| in region 3 where this approx-
imation loses precision as compared to the other regions
of the (|x1|,|x2|) plane.

The matrix elements of δÂ, defined in Eq. (53), are
given by combinations of (B5) and (B6). In each region
of the phase diagram shown in Fig.3, the leading contri-



15

butions yield for R1:

R1 ∼



Ω0+µ−ε0
2Ω2

0
+ 1

2Ω0
ln
(
ε0−µ

Ω0

)
, region I

4Ω0+µ−2ε0
4Ω2

0
+ µ θ(ε0−2µ)

4(ε0−µ)2
− ε0−µ

2W 2
>

+ 1
2Ω0

ln
(
ε0−µ

Ω0

)
− 1

2µ ln
(

µ
W<

)
, region II

4Ω0−µ
4Ω2

0
− 1

2µ ln
(
κµ
Tc

)
+ 1

2Ω0
ln
(
κΩ0

Tc

)
, region III

4Ω0+µ−2ε0
4Ω2

0
+ µ−ε0

2µ2 − 1
2µ ln

(
κ2µ(µ−ε0)

T 2
c

)
− 1

2Ω0
ln
(
κ2Ω0(µ−ε0)

T 2
c

)
, region IV

. (B7)

For R2, we find:

R2 ∼



ε0−µ
4Ω2

0
+ 1

2(ε0−µ) ln
(
κ(ε0−µ)

Tc

)
− 1

2Ω0
ln
(
κΩ0

Tc

)
, region I

µ+ε0
4Ω2

0
− µ

2W 2
>

+ (ε0−µ) θ(2µ−ε0)
4µ2 + 1

2(ε0−µ) ln
(
κ2(ε0−µ)W<

T 2
c

)
− 1

2Ω0
ln
(
κ2µΩ0

T 2
c

)
, region II

Ω0+µ
2Ω2

0
+ 2κ′(ε0−µ)

T 2
c

− 1
2Ω0

ln
(
κ2µΩ0

T 2
c

)
, region III

µ+ε0
4µ2 + µ+ε0+4Ω0

4Ω2
0
− 1

2Ω0
ln
(
κ2Ω0µ
T 2
c

)
− 1

µ−ε0 ln
(
κ(µ−ε0)

Tc

)
, region IV

, (B8)

and for S:

S∼



1
2(ε0−µ) −

ε0−µ
2Ω2

0
+ 1

2(ε0−µ) ln
(
κ(ε0−µ)

Tc

)
− 1

2Ω0
ln
(

κΩ2
0

(ε0−µ)Tc

)
, region I

2µ−ε0
2µ(ε0−µ)−

ε0−2µ
2Ω2

0
+ 1

2W<
− W<

2W 2
>

+ ε0
2µ(ε0−µ) ln

(
κW<

Tc

)
− 1

2µ ln
(
κµ
Tc

)
+ 1

2(ε0−µ) ln
(
κ(ε0−µ)

Tc

)
− 1

2Ω0
ln
(

κ2Ω2µ
(ε0−µ)T 2

c

)
, region II

π2

8Tc
− 2κ′(ε0−µ)

T 2
c

− 1
2µ + µ

2Ω2
0
− 1

2µ ln
(
κµ
Tc

)
− 1

2Ω0
ln
(
κ3Ω2

0µ
T 3
c

)
, region III

π2

4Tc
− 1

µ−ε0 −
ε0

2µ2 + 2µ−ε0
2Ω2

0
− 1

2Ω0
ln
(
κ4Ω2

0µ(µ−ε0)
T 4
c

)
− 1

2µ ln
(
κ2µ(µ−ε0)

T 2
c

)
− 1

µ−ε0 ln
(
κ(µ−ε0)

Tc

)
, region IV

,

(B9)

where, W< ≡ min{|W1|, |W2|} and W> ≡
max{|W1|, |W2|}. The order of the terms in the
expressions for R1, R2 and S are also consistent with
those in Eqs.(B5) and (B6).

Appendix C: Tc(µ) and ∂Tc/∂τ
−1
ij in the dilute regime

Here, we provide more details about the calculation
of the analytic asymptotic expression of Tc, as well as
its suppression rate by inter-band non-magnetic impu-
rity scattering, ∂Tc

∂τ−1
inter

∣∣∣
τ−1
inter=0

, as function of the chemical

potential.
Recalling that we denote by α(T ) the largest eigen-

value of λ̂Âd, where Âd is defined in Eq.(51), it follows
that, similarly to Sec.II B, finding Tc(µ) involves solving

a transcendental algebraic equation α = 1, with:

α =
1

2

[
a11 + a22 +

√
(a11 − a22)2 + 4a12a21

]
, (C1)

where we defined, in terms of the analytic expressions for
Ri and S calculated in Appendix B:

a11 = λ11

[
A1 +

τ−1
inter

2π
(R1 − S)

]
+
τ−1
inter

2π
λ12S

a12 = λ12

[
A2 +

τ−1
inter

2π
(R2 − S)

]
+
τ−1
inter

2π
λ11S

a21 = λ12

[
A1 +

τ−1
inter

2π
(R1 − S)

]
+
τ−1
inter

2π
λ22S

a22 = λ22

[
A2 +

τ−1
inter

2π
(R2 − S)

]
+
τ−1
inter

2π
λ12S , (C2)
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with A1 =
(
Âc

)
11

and A2 =
(
Âc

)
22
. The result-

ing Tc(µ), for both attractive (λ12 > 0) and repulsive
(λ12 < 0) inter-band superconducting interaction, and its
comparison with the numeric solution of the gap equa-
tions are shown in Fig. 8.

Once we know Tc(µ), it is straightforward to compute
∂Tc

∂τ−1
inter

from Eq.(31). It follows that the different terms
entering Eq.(31), also in terms of the analytical expres-
sions for Ri and S, are given by:

〈
α

(0)
L

∣∣∣∣∣∂(λ̂Âd)

∂τ−1
inter

∣∣∣∣∣α(0)
R

〉
=

1

2π

{
(1− λ11A2)

[
(R1 − S)(λ11 − λ2

11A2 + λ2
12A2) + λ12S(1 + λ11A1)

]
+λ2

12A1(R2 − S + λ12SA2)
}

, (C3)

and

∂α0

∂T

∣∣∣∣
T=Tc

=
1

2− λ11(A1 +A2)

2∑
j=1

(
λ11 − λ2

11Aj + λ2
12Aj

) ∂Aj̄
∂T

∣∣∣∣
T=Tc

(C4)

as well as

〈
α

(0)
L

∣∣∣α(0)
R

〉
= (1− λ11A2)2 + λ2

12A1A2 . (C5)

In the previous equations, Ai ≡
(
Âc

)
ii

and we set

λ11 = λ22 for simplicity. The resulting ∂Tc

∂τ−1
inter

∣∣∣
τ−1
inter=0

, for

both attractive and repulsive inter-band superconducting
interaction, are shown in Fig. 9.
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