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We present a microscopic theory of the magnetic quadrupole moment density Q;; in periodic
crystals with combined time reversal (T) and inversion (I) symmetry. We obtain a gauge-invariant
expression with clear physical interpretation and demonstrate the typical behaviour of Q;; in a
minimal two-band model that hosts a tilted Dirac cone. We then show that Q;; leads to an intrinsic
nonlinear anomalous thermoelectric current. As an example, we calculate the nonlinear Nernst and
Hall current in the loop-current model for cuprate superconductors, and demonstrate their unique
behaviour and capability of indicating TI-invariance.

The classification of electronic states with broken sym-
metries is a fundamental issue in physics. An interest-
ing scenario arises when a state breaks time-reversal (T)
and inversion (I), but retains the combined TI symme-
try. Such a state can be realized by a vortex-like ar-
rangement of spin magnetic moments in certain mag-
netoelectrics [1-3], or antiferromagnetically aligned mi-
croscopic current loops as predicted in excitonic insula-
tors [4, 5] and the pseudogap regime of cuprate super-
conductors [6, 7]. These states are often called the hid-
den order phase because the TI-invariance forbids a net
macroscopic magnetization, making their experimental
detection a challenging task [8-12].

On the theory side, symmetry considerations have led
to the proposal of the toroidization 7 as the order pa-
rameter of TI-invariant states [2, 13]. It is a time-
odd polar vector derived from the antisymmetric part
of the magnetic quadrupole moment density Q;;, i.e.,
Tr = %eijk- Q,;. Classically, Q;; is defined by [13]

Qij:%/ri(rxJ)de, (1)

where J is the current density. However, a microscopic
understanding of Q;; in crystals has remained elusive.
This is because the position operator in Eq. (1) is ill-
defined in the Bloch representation, the very same diffi-
culty that has motivated the modern theory of electric
polarization [14, 15] and orbital magnetization [16, 17].
Without a proper theory of Q;;, it is difficult to connect
experimental observations to microscopic theories.

In this Letter, we bridge this gap by providing a micro-
scopic derivation of the orbital Q;; in periodic crystals.
The quantum mechanical theory of the spin part of Q;;
has been recently studied in Ref. [18]. Using the semi-
classical theory of electron dynamics [19-21], we obtain
a gauge-invariant expression in terms of bulk Bloch func-
tions. The resulting Q;; enjoys several desired properties:
it satisfies all symmetry requirements, and its derivative
with respect to chemical potential recovers the magneto-
electric polarizability in an insulator [18]. Typical behav-
ior of Q;; is demonstrated in a minimal two-band model
with a tilted Dirac cone.

Moreover, based on our microscopic theory, we show
that Q;; directly leads to a nonlinear intrinsic anoma-
lous thermoelectric current. Since the linear anomalous
current is forbidden in TI-invariant systems, the nonlin-
ear current is the leading order contribution and can be
used to probe such symmetry. As a concrete example, we
calculate this nonlinear anomalous current in the loop-
current model for cuprate superconductors [6, 7]. We
find that both the nonlinear Hall and nonlinear Nernst
effects are nonzero in this system, and they are greatly
enhanced at the saddle points and the Dirac points of
the energy bands, respectively. Our result thus allows
a more quantitative analysis of TI-invariant systems be-
yond pure symmetry considerations.

Microscopic derivation.—To overcome the difficulty of
the ill-defined position operator, we start by defining the
quadrupole moment density Q;; as a response function.
We consider a homogeneous periodic crystal, perturbed
by an inhomogeneous magnetic field B(r). If the mag-
netic field as well as its spatial variation is small, Q;; can
be obtained from the local free energy density F(r) as
follows:

OF (r)

FTENY : (2)

Q;j(r) = — B(ir)go 0(0;By) B(r)

Here in taking the derivative with respect to 0;B;, the
magnetic field at r needs to be kept fixed.

To carry out a perturbative calculation, we assume
that the system can be described by a non-interacting,
mean field Hamiltonian H that is commensurate with
the crystal lattice. The perturbed Hamiltonian can be
written as Hp = fI(ﬁ + A(r);r), where p = i, is the
momentum operator, and A(r) is the magnetic vector
potential. For simplicity we have set ¢ = h = 1. The
vector potential is chosen to be

1 1
A(r) = §B(r) X T — g(rz&-B) X7, (3)
One can verify that A(r) generates the correct magnetic
field up to the first order derivative of B(r).

With the above setup, we are ready to evaluate the
correction to the free energy perturbatively. Our tool of



choice is the semiclassical theory of Bloch electron dy-
namics [19-21]. This approach has been used to calcu-
late Q;; due to the spin moments in Ref. [18]. How-
ever, there is a notable difference. For the spin Q;;, the
magnetic field enters only through the Zeeman coupling,
hence only first-order calculation is needed. Here, the
magnetic field enters through the minimal coupling, and

J

we need to calculate the free energy response to the sec-
ond order derivatives of A(r). Since the semiclassical
formalism is by now a fairly standard approach, we leave
the details of the derivation in the supplementary [22],
and only present the final result. For a single Bloch band
labeled by 0, Q;; is given by

Qij = /(;f)g{f{z gRe[(Ai)On(Mj)nO] — 1—1261%]’3;@(1“%)0} + Q[— Z 2Re[(AiJon(M;)no] _ lekejakgie” . (4

where n is the band index, €9 and ¢, are band energies
with |ug) and |u,) being the periodic part of the corre-
sponding Bloch functions. f is the Fermi-Dirac distribu-
tion function, and G = —kpT In(1 4+ exp((u — &0)/kpT))
is the grand potential density. The zero temperature for-
mula of Q;; can be obtained by taking the T" — 0 limit,
where f = O(u—e¢) and G = (e —u)O(p—¢). The deriva-
tives in Eq. (4) are all with respect to the momentum k.
Einstein summation convention is implied for repeated
indices.

Even though Eq. (4) has a rather complicated appear-
ance, each term has a clear physical meaning. The quan-
tity Aop, defined by Ay, = (ugliBk|u,), is the Berry
connection. It also has the meaning as the interband el-
ement of the position operator [19]. The quantity M,
defined by M,,g = Zm;ﬁO %(vnm + Vo0nm) X Ao with
Unm = (Un|0|uy,) the velocity matrix element, thus has
the meaning of the interband orbital magnetic moment.
Together, the first term in Eq. (4) can be interpreted
as the quantum mechanical counterpart of the classical
definition r;(r x J); in Eq. (1). In the second term,
(Tjs)o = (uo0|0j0s|up) is the Hessian matrix. We note
that 0;0s represents the noncommutativity between 7
and v. Therefore, the second term in Eq. (4) simply
accounts for the fact that r; and (r x J); is noncommu-
tative.

Next we turn to the third and fourth term in Eq. (4).
The third term is due to the positional shift of the elec-
tron wave packet under a magnetic field [20]. The same
term also appears in the spin toroidization derived in
Ref. [18], with the orbital magnetic moment M, re-
placed by the spin magnetic moment. In the last term,
9ij = DonzoRe[(Ai)on(Aj)no] is the quantum metric
for band 0. The appearance of the quantum metric
is characteristic of the second order semiclassical the-
ory [20, 21]. Different from the conventional perturba-
tive term through interband virtual transition as in the
previous term, it represents the mixing of Bloch states
within the same Bloch band [21].

The expression of Q;; in Eq. (4) satisfies several gen-
eral requirements. First, it is gauge-invariant, as an ar-

€0 — € 3
n=0 0 n

(

bitrary phase factor added to |ug) does not yield any
change to Eq. (4). It can be also easily generalized to the
multi-band case by summing over all the occupied bands,
instead of the single band 0.

Secondly, as dictated by general thermodynamic prin-
ciples [18], Q;; should be related to the orbital magneto-
electric polarizability ;; = dP;/dBj in insulators, where
P; is the polarization induced by the magnetic field B;.
Set T' = 0 and differentiate Q;; with respect to p. The
first two terms multiplied by f vanishes for an insulator.
The forth term yields a total derivative, which again van-
ishes for an insulator. By comparing the third term with
the expression of a;; obtained in Ref. [23], we find

68(%] = —04j; . (5)
The same relation has also been obtained by Shitade et
al. [24].

Finally, we check the transformation properties of Q;;.
Due to the appearance of the three k-derivatives in each
term, Eq. (4) is manifestly odd under T and I, but even
under TI. As for point group operations, note that the
magnetic moment M transforms as an axial vector and
the Berry connection A transform as a polar vector, indi-
cating that the two terms containing M and A are pseu-
dotensors. The remaining terms share the same property
due to the appearance of the Levi-Civita symbol. There-
fore, Q;; should transform as a pseudotensor, whose an-
tisymmetric part corresponds to a polar vector, i.e. the
orbital toroidization 7, under point group operations.

Minimal model—To demonstrate our theory, we con-
sider a minimal two-band model with the following
Hamiltonian,

H = ky + vpkyon + vykyoy + Ao, , (6)

where o,, 0, and o, are Pauli matrices, v, vy, v, are
characteristic velocities, and A is the energy gap. The
energy spectrum has the shape of a tilted Dirac cone,
with ex = v'k, + (v2k2 + v2k2 + A?)Y/2. In practice,
v’ can be tuned by applying strain to systems that host
Dirac points.
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FIG. 1. Q,. for two-dimensional tilted Dirac cone. The pa-
rameter is chosen as follows: v, = vy, = v, v' = 0.5v. The
chemical potential is in unit of v. Q. is in unit of ev/47r2.

The tilting is essential to have a finite Q;;. To see
this, we note that for two dimensional systems the elec-
trons can only couple to B,. Therefore, the only non-
trivial components of Q;; are Q.. and Q,.. Since
Q.. = —0F/9(0,B.) and the system is invariant under
the mirror-y operation, Q.. must vanish. On the other
hand, the tilting v’k, breaks the mirror-z symmetry, and
hence a nonzero Q. is allowed. We note that the anal-
ysis based on mirror symmetries also applies to three-
dimensional tilted Dirac cones, and a finite Q;; is thus
expected for Dirac/Weyl semimetals that breaks both T
and I, and that has a finite tilting.

To calculate Q. we first set A = 0, T" = 0, and as-
sume that the chemical potential falls in the valance band
(1 < 0). We find that Q. is a constant %% [22]. If
the Fermi energy falls in the conduction band, similar
calculation shows that Q,, is the same constant with an
opposite sign: —%% Therefore, Q. experiences a fi-
nite jump when the chemical potential crosses the Dirac
point. The magnitude of the jump is proportional to the
tilting near the Dirac point, consistent with the above
symmetry analysis. This sudden jump behavior is a pe-
culiar property of the Dirac point physics. As we can see
below, as soon as a gap opens up at the Dirac points, the
curve becomes smooth. When the gap is finite, we resort
to direct numerical integration of Eq. (4). Figure 1 shows
Q.- as a function of the gap parameter A. It is obvious
that as the gap becomes smaller, Q,. behaves closer to
the Heaviside function. As the chemical potential moves
deeper in the band, the orbital toroidization approaches
the same value independent of A.

Intrinsic nonlinear transport.—With the microscopic
theory of Q;; fully established, we now discuss its con-
sequences in transport experiments. According to the
theory of macroscopic electromagnetism [13, 25, 26], an
inhomogeneous medium can carry an equilibrium cur-
rent due to magnetization M and magnetic quadrupole
moment Q;j: Jmedium = V X M + V x (9;Q;;€;). In

transport studies, this current must be discounted since
it cannot be measured by conventional transport experi-
ments. This point has been extensively discussed in the
literature [27, 28]. Consequently, the current measured
in a transport experiment is given by

J = Jlocal —VxM -V x (ézﬁjQw) s (7)

where Jiocal = —€Tr[0d(r — 7)] is the local current den-
sity. Equation (7) is valid when local equilibrium can be
established everywhere in the system.

The first order current due to V x M has been calcu-
lated in Ref. [28]. Here with our microscopic theory of
Q;; and by further calculating Jjoca1 up to second order,
we can obtain the second order current. For illustration
purposes, we assume that the spatial inhomogeneity is
induced by a constant temperature gradient V1. Leav-
ing the details in the supplementary [22], we obtain the
corresponding thermoelectric current at second order,

dk ) (20 —p)* Of
J(z) — / (QTPVT X (elﬂijﬁjT)OT%, (8)

where 0;; = 2Re Zn?ﬁo[(Ai)on(vo X Ano);/ (0 — €n)].

The current J? is independent of the relaxation time,
and is therefore of intrinsic nature. It also flows perpen-
dicular to the temperature gradient in the absence of a
magnetic field, i.e., it is an anomalous current. More-
over, if the system respects T1 symmetry, the linear order
anomalous current in Eq. (7) always vanishes, leaving the
nonlinear current J® as the leading order contribution.
The existence of an intrinsic nonlinear Hall-type current
combined with the lack of its linear counterpart can thus
serve as a signature of TI-invariance.

We have also derived the current driven by the chemi-
cal potential gradient at second order [22]. By comparing
this current with Eq. (8), we find that it shares a struc-
tural similarity with Eq. (8) and can be obtained from
Eq. (8) by replacing (o — p)(VT/T) with V. Since
Vi is equivalent to an electric field E, according to the
Einstein relation, our current should coincide with the
nonlinear anomalous Hall current driven by E. This lat-
ter current has been derived in a completely different set-
ting [20]. By comparing these two currents, we confirm
their coincidence and hence the validity of our result.

Recently, an extrinsic nonlinear Hall effect has been
discussed in Ref. [29], in which the nonlinear current is
linearly proportional to the relaxation time. However, it
vanishes in TT-invariant systems. In systems with broken
T, I, and TI, the extrinsic and intrinsic contribution
coexist, but the intrinsic one would dominate in dirty
samples where the relaxation time is small.

Loop-current state.—As a concrete example, we con-
sider the loop-current model proposed for the pseudogap
regime of cuprate superconductors [6, 7]. In this model,
microscopic current loops develop within the Cu-O plane
due to strong Coulomb interactions. Depending on their
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FIG. 2. Loop-current state and spectrum (left panel) and
Q..+ (right panel). In panel (a), the red arrows show the
direction of the microscopic current. The energy spectrum is
plotted along (1,1,0) direction. The parameter choices are
r = 1.5¢ and ¢’ = 0.5¢. p and Q. are in units of ¢ and
eat/16m%h, respectively.

arrangement, the system can be TI-invariant. Figure 2a
shows such a state: the intracell current loops break T,
but each cell consists of two antiferromagnetically aligned
current loops, which retains the combined TT symmetry.
As a result, the linear anomalous current vanishes, but
the nonlinear anomalous current should exist. In the
following we calculate the magnetic quadrupole density
and nonlinear thermoelectric transport coefficients of this
model using our theory.

The Hamiltonian of the loop-current model shown in
Fig. 2a is given by [30]

. 0 1Sy +1TCy ilsy +ircy
H = | —its, —ircy 0 /558y , (9
—its, —irc,  t'sys, 0
where s, = sin(kza/2), ¢ = cos(kya/2), and a is

the lattice constant. The basis of the above model is
(Id), Ipz), |py)) where the d-orbital is from copper and the
two p-orbitals are from oxygen. t and ¢’ are the hopping
strengths for copper-oxygen and oxygen-oxygen from the
kinetic energy. r is the effective hopping strength be-
tween copper and oxygen from the Coulomb interaction.

This model has three bands. With our choice of pa-
rameters the lower two bands touch linearly at two points
as shown in Fig. 2a, with energies at —0.44¢ and —0.27¢
respectively. The upper two bands also touch at two
points, but at the same energy 0.33t (these points are
not on the high symmetry lines and are thus not shown
in Fig. 2a).

Before calculating Q;;, we first analyze the symmetry
of this model. Let us define the 2’ axis along the [1,1,0]
direction and the y’ axis along the [1,1,0] direction as
indicated in Fig. 2a. The model Hamiltonian in Eq. (9)
breaks the mirror-z’ symmetry but preserves the mirror-
1y’ symmetry. Following our discussion earlier, the only
nonzero component of Q;; is Q..

%1073
0.2+ 13
> )
) AN Kg
* 0 0 %
Q. )
-0.2 1-3
-2 -1 1 2

=97

FIG. 3. Nonlinear thermoelectric (red) and nonlinear elec-
tric (blue) conductivity for the model in Eq. (9). Buryry
and 0/, are in units of et/(16m°ah) and e/(16m*tah), re-
spectively. Both quantities are calculated using self-adaptive
method. We also set a finite temperature at 7' = 0.05¢, and
add a small imaginary part 0.001¢ to the denominator of € in

Eq. (8).

Figure 2b shows the calculated Q,.: as a function of
chemical potential. The peak structure can be traced
back to the finite jump near the three tilted Dirac points
located at u = —0.44¢, —0.27¢, 0.33t. A detailed analy-
sis is presented in the Supplmenetary [22]. In Fig. 3, we
plot the nonlinear anomalous thermoelectric conductiv-
ity 8 and the nonlinear anomalous electric conductivity
o as a function of the chemical potential. They can be
obtained from the nonlinear current through the rela-
tion J; = Bijk(9;TOkT)/T? + 045 (0;u0kp). Due to the
mirror-y’ symmetry, the only nonzero off-diagonal com-
ponents are Byryry and ogryry .

Both response functions are very sensitive to the Fermi
energy. However, (.1, and oy, has different peak
structures as shown in Fig. 3. The nonlinear thermoelec-
tric conductivity varies drastically near the three Dirac
points, in accordance with the peak structure in Q..
In comparison, the nonlinear electric conductivity has
peaks in different energy ranges, far away from those
Dirac points. The reason is as follows. Besides the three
Dirac points, the model Hamiltonian also has three sad-
dle points, at around p = 0 and 4 = +1.8t. Near the
saddle points, the density of states diverges. The peak
structure of o is exactly due to this divergent density of
states. The expression of 3 contains a factor (¢ — )2,
which cancels the divergent behavior of the density of
states. As a result, # does not show peaks near the sad-
dle points.

In addition to the nonlinear transport experiment pro-
posed here, other techniques such as neutron scatter-
ing [31-33], X-ray diffraction [34], and second harmonic
generation [35, 36] have been applied to probe possible
loop-current states in various materials, such as YBCO,
CuO, and Sr3IrO4. So far the analysis has been mostly



limited to symmetry considerations [8, 9, 11]. A future
direction is to apply our theory of Q;; to these systems,
which may shed new light on the microscopic origin of
the loop-current states. We should also mention that
even though we have mainly considered the loop-current
model as an example, our theory is applicable to any
TT-invariant systems.
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