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We report a novel all-optical technique to drive and probe the spin dynamics of single nanomagnets. 

Optically generated surface acoustic waves (SAWs) drive the magnetization precession in nanomagnets 

via magneto-elastic (MEL) coupling. We investigate the field-swept dynamics of isolated Ni 

nanomagnets at various SAW frequencies, and show that this method can be used to accurately determine 

the intrinsic Gilbert damping of nanostructured magnetic materials. This technique opens a new avenue 

for studying the spin dynamics of nanoscale devices using non-thermal (“cold”) excitation, enabling 

direct observation of the MEL driven dynamics. 
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Nanostructured magnetic devices have been identified as leading candidates for next generation data 

storage, quantum computation, low power magnetic logic  [1] and neuromorphic computing  [2]. The 

operation characteristics of these technologies are closely related to their dynamic magnetic properties, 

such as the Gilbert damping parameter (α ) which directly determines the switching power threshold and 

operating speed of spin-transfer torque memory  [3]. Thus, the direct measurement of a single 

nanomagnet is crucial to the development of spintronic devices, but many conventional techniques do not 

possess the sensitivity to resolve the small-angle magnetization precession of isolated nanostructures. One 

approach to overcome this problem is to measure an array of nanomagnetic devices. This, however, yields 

an ensemble signal that is heavily influenced by the magnetostatic interactions of neighboring elements 

and dynamic dephasing between elements, both of which mask the intrinsic spin dynamics [4–6]. Instead, 

a variety of novel measurement techniques have been developed to probe the dynamic behavior of 

magnetic nanostructures  [7–15], but only a few of these approaches such as cavity-enhanced magneto-

optic Kerr effect (CE-MOKE)  [16], spin-torque ferromagnetic resonance (ST-FMR)  [17] and heterodyne 

magneto-optical microwave microscopy  [18] (H-MOMM) have been used to accurately determine the 

damping parameter. Here, we introduce a new technique to excite and probe the magnetization dynamics 

of a single nanomagnet. Surface acoustic waves (SAWs) are optically generated on a one-dimensional 

nanowire array and used to excite narrow-band magnetization precessions in a single, remote nanomagnet 

via magneto-elastic (MEL) coupling (Fig. 1(a)). These non-thermal (“cold”) excitations can be measured 

with time-resolved MOKE spectroscopy and are qualitatively different from all-optical TR-MOKE 

dynamics. Specifically, we use this approach to measure the intrinsic Gilbert damping in single Ni 

nanomagnets and show that α  can be extracted directly from the range of applied fields over which the 

magnetic precession is excited by the SAW. This demonstrates that the larger effective damping effα

observed in optically excited single nanomagnets is due to thermal effects. 

Previous studies have used SAWs to excite and detect the magnetization dynamics of films  [19–21] and 

nanomagnet arrays  [22–24], and found that a magneto-elastic resonance occurs which pins magnetic 

response to the SAW frequency ( SAWf ) over a range of applied fields. Thus, magneto-elastic coupling has 

been established as an alternative means to study the dynamic properties of magnetic. 
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FIG. 1 (color online). (a) Schematic plot of all-optical “cold” magnetization excitation in single Ni nanomagnet (b) 

SEM image of a Ni nanomagnet embedded between an Al nanowire array (pitch = 300 nm). 

In order to investigate the SAW driven magnetization dynamics of a single nanomagnet, a nickel (Ni) 

nanocylinder (200 nm diameter, 30 nm thick) was defined between two sets of identical, non-magnetic 

aluminum (Al) bars (Fig. 1(b)) on a (100) Si substrate capped by a 110 nm thick hafnium oxide 

antireflection (AR) coating  [25–27] utilizing multilevel electron beam lithography (EBL), electron beam 

evaporation, and lift-off processes. Four sets of Al bars ( 100,width = 30thickness nm= ) were fabricated, 

each with a different pitch ( 250,p = 300, 350, and 400 nm), corresponding to a distinct SAW frequency (

SAWf =  11.45, 9.75, 8.65, and 7.75 GHz) that is determined by the relation: SAW sf v p=  [22], where sv  

is the speed of sound along the sample surface. To excite SAWs, the Al bars are illuminated by an 

ultrafast pump pulse (modulated at 1 kHz) which causes impulsive thermal expansion of the elements that 

produces a periodic elastic strain along the surface, launching SAWs that propagate at a velocity ~sv  3 

km/s to the Ni nanomagnet. This method of SAW excitation has distinct advantages over other 

approaches, such as phononic Bragg mirrors  [20] and interdigitated transducers (IDTs)  [21,28]. The 

former requires complex deposition techniques (e.g. molecular beam epitaxy) to grow super-lattice 

structures, and has yet to be demonstrated in conjunction with nanopatterned structures. On the other 

hand, IDTs require the use of expensive piezoelectric materials that simultaneously generate acoustic and 

electromagnetic waves when an RF voltage is applied, which complicates the ensuing magnetization 

dynamics  [21]. In addition, these approaches may prohibit the use of an anti-reflection surface, which is 

known to enhance the magneto-optic sensitivity  [27]. Here, two counter-propagating strain waves are 

generated by identical pump pulses and consequently form a standing wave at the nanomagnet. We use 

two sets of bars in order to maximize the SAW strain amplitude  [29], and thus the magneto-elastic field (

MELH ), while avoiding ablation of the aluminum bars. The pump is generated by second harmonic 

generation of an ultrafast Ti:Sapphire laser, and is subsequently split into two pulses using a beam 

splitter. Both beams are then focused onto different positions of the sample surface using a microscope 

objective (M =  100X, N.A. = 0.9, λ =  400 nm, pulse width = 150 fs, FWHM ~  3.5 mμ each). The 

center of each pulse is at least 3 µm away from the nanomagnet to ensure there is negligible 

photoexcitation of the spin system. The magnetization dynamics were studied using the time-resolved 

magneto-optic Kerr effect (TR-MOKE) technique. A mechanically delayed probe pulse  [22–24,30,31] (

λ =  800 nm, pulse width =  150 fs,  FWHM ~  0.58 mμ ) is focused onto the nanomagnet and experiences 

a gyrotropic polarization rotation upon reflection. Lock-in detection at the pump modulation frequency is 

used to record the Kerr rotation (magnetic) as well as the elastic motion (nonmagnetic) using the 

difference and sum signal of a balanced photodetector setup  [32]. 
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FIG. 2 (color online). TR-MOKE time traces of the optically (OPT) excited (a) Ni film and (b) isolated nanomagnet 

(NM), and (c,d) the corresponding field-dependent Fourier spectra of the film and NM, respectively, measured with 

a fixed field angle 30o
Hθ = . (e) TR-MOKE trace of the MEL driven nanomagnet ( 3.7appH kOe= ), and (f) 

nonmagnetic signal of the acoustically modulated nanostructure. The illustrations above Figs. 2(a,b) and 2(e,f) 

indicate the pump-probe configurations used and the applied field geometry, respectively. The field-dependent 

Fourier spectra of the acoustically driven NM shown in (g) which reveals strong MEL enhancement when the 

magnetic and nonmagnetic modes are degenerate. SAWs are identified by monitoring the transient reflectivity, 

shown in (h), and therefore do not depend on the applied field. 

We first discuss the optically excited magnetization dynamics of an unpatterned Ni film and an isolated 

nanomagnet (no Al bars) measured using a standard TR-MOKE setup with overlapped pump and probe 

pulses. The pump quasi-instantaneously demagnetizes the sample, and within picoseconds the 

magnetization is restored and subsequently follows a helical trajectory back to the equilibrium orientation 

(Figs. 2(a) and 2(b))  [33–35]. The signal is transformed into the frequency domain by applying a 

Hamming window function and taking the discrete Fourier transform (DFT) of the time-evolution. The 

response is the well-known field-dependent Kittel mode (Figs. 2(c) and 2(d)). 

Now, we turn to our new approach of triggering spin dynamics in the single nanomagnet using a 

magneto-elastic driving force (“cold” excitation) which yields dramatically different results. We plot the 

MEL driven dynamics in Fig. 2(e) ( mag SAWf f= ) and observe an increase in the precession amplitude 

between 0 1.5t< Δ < ns. To better understand this behavior, we simultaneously monitor the transient 

reflectivity signal (Fig. 2(f)) which reveals that the amplitude of the nonmagnetic oscillation is largest 

around a pump-probe delay of ~1tΔ  ns, after which the oscillation decays with a characteristic lifetime 

of 1.7 ns. The delayed response matches the time it takes the strain wave to travel from the center of the 



5 
 

pump ( ~ 3 mμ ) at the speed of sound ( ~ 3sv km s ) to the nanomagnet. It is worth noting that the MEL 

driven oscillation slightly lags the strain, which is consistent with the observations presented in ref. [19]. 

Furthermore, the magnetic precession persists almost four times longer than the dynamics instigated by 

ultrafast demagnetization, indicating highly efficient coupling and qualitatively different magnetization 

dynamics. In Figs. 2(g) and 2(h) we plot the field-dependent, SAW driven spin and elastic (nonmagnetic) 

Fourier spectra of the Ni nanomagnet placed between the Al bars. The oscillatory strain in the 

nanomagnet generates a magneto-elastic field at the acoustic frequency, resulting in a peak Fourier 

amplitude when the two systems are on resonance. Any field dependence of the magnetic precession 

frequency has been completely removed, as can be seen in Fig. 2 (g). To estimate the MEL field in the 

nanomagnet, we followed the multi-step simulation procedure outlined in ref [36] and estimate a peak 

MELH field on the order of 100 Oe. 

 

FIG. 3 (color online). Field dependence of the effective damping of the Ni film and single nanomagnet (NM) 

measured using conventional TR-MOKE (closed black circles and open pink squares, respectively). For comparison, 

the damping measured using the MEL approach is included (blue triangles). The effective damping of the film was 

fit using Eq. (1) to estimate the intrinsic damping (0.03) (red line), and the dashed red line is a guide to the eye. 

Cold excitation does not only provide a different method to drive the magnetization precession, it also 

allows for a different analysis of magnetic material properties. To illustrate this, we consider the damping 

behavior of the optically excited spin dynamics. The magnetic precession at each field is fit using a 

damped harmonic function: sin(2 ) eff
t

magf t e τπ φ
−

Δ + , where magf is the Kittel frequency and effτ is the 

effective lifetime of the magnetic oscillation. The frequency and lifetime directly determine the effective 

damping via the relation: 1(2 )eff mag efffα π τ −= . For the film and nanomagnet measured using the 

conventional TR-MOKE setup, effτ is determined by as follows:1 1 1eff Gilb extτ τ τ= + , where Gilbτ is the 

lifetime determined by the intrinsic Gilbert damping (α ) in the LLG equation, and extτ represents 

extrinsic damping mechanisms that inevitably reduce effτ and typically depend on appH . In the case of an 

obliquely magnetized isotropic thin film, such as the unpatterned Ni, scattering between the uniform 
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precession and degenerate spin waves, known as two-magnon scattering (TMS), is a dominant source of 

extrinsic damping  [37]. Therefore, to accurately estimate α from measurements of thermally excited spin 

dynamics, TMS contribution to the damping must be extracted from the field dependence of effα  [38]. 

Using the model presented in ref.  [39], the effective damping can be expressed as  [39–42]: 

2 2 2 11 2
0 , ,

( )1 1 1 1 ( ) Im{(4 ( ) }
2 2 2 2eff mag k mag mag k magkmag Gilb TMS mag mag

H H C kN f f i f f
f f f

αγα π δ
π τ τ π π

−⎡ ⎤⎡ ⎤ +
⎢ ⎥= + ≈ + − +⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦

∑
  (1) 

where 1,2H  are effective fields that include contributions from the external field and demagnetizing field, 

0N , C(k), ,mag kf  , and ,mag kfδ  are the scattering intensity, correlation function, spin wave frequency, and 

wave-vector-dependent inverse lifetime. The scattering intensity and correlation function are determined 

via the following: 

4
2

0 1 2( ) '
3

N H H hγ= +
          (1a) 

2

2 3 2
2( )

[1 ( ) ]
C k

k
πξ
ξ

=
+

           (1b) 

where 'h  is the magnitude of the random inhomogeneous field arising from sample defects, and ξ  is the 

correlation length of 'h . In Fig. 3 we show the result of fitting Eq. (1) to the data allowing ', ,h ξ  and α  

to vary as fitting parameters and find excellent agreement between theory and experiment using the 

following values: ' 46 ,h Oe=  60 ,nmξ =  and most importantly 0.03α = . We refer the reader to ref.  [39] 

for a complete description of the TMS calculation. The measurements on the isolated single nanomagnet 

(no Al bars) (Fig. 2(f)) exhibited similar precession frequencies over an extended field range, but 

consistently larger effective damping values for all applied fields (Fig. 3). 

It is worthwhile to discuss the discrepancy between the film and nanomagnet damping behavior, in light 

of previous studies that have found the intrinsic damping parameter of magnetic materials is not affected 

by nanopatterning [17,18,43]. First, consider the heat generated by the pump pulse in the nanomagnet 

which can only dissipate into the HfO2 film and the substrate beneath, whereas the excess thermal energy 

in the film can spread laterally because the thermal conductivity (W) of Ni is nearly 2 orders of magnitude 

larger ( ~ 90,NiW
2

~ 1HfOW W m K⋅ ). Thus, the temperature of the nanomagnet is significantly higher 

than the film during the measurement, which could explain the increase in
effα . Indeed, the enhanced 

damping in the nanostructure is consistent with recent reports that have shown the intrinsic damping of 
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NiFe films increases monotonically with sample temperature  [44]. In addition, we have observed 

evidence of thermally-assisted oxide formation on the nanomagnet surface when illuminated by the 

intense pump pulse, which could also contribute to the enhanced damping observed here  [45,46]. 

 

FIG. 4 (color online). Field dependence of the normalized complex Fourier spectra (imaginary Fourier component – 

circles, real Fourier component – squares) of the MEL driven dynamics at (a)-(d) four distinct SAW frequencies, 

and (e)-(h) four distinct applied field geometries using a single sample (pitch = 400 nm). (i) Pinning width 

determined by fitting both the real and imaginary Fourier spectra from Figs. 4(a-d) plotted against SAWf including 

the fit to Eq. (3) (red dashed line) used to estimate the damping, and (j) summary of pHΔ from Figs. 4(a),(e)-(h) 

plotted against Hθ . The data exhibits no significant variation of the pinning width as a function of the applied field 

angle, which supports the interpretation that the relationship between α  and 
pHΔ for the nanomagnet is not 

complicated by extrinsic mechanisms. 

Cold excitation at the SAW resonance frequency, however, produces a completely different result. Fig. 

2(g) shows that the spin dynamics are strongly excited over a range of fields centered on the resonance 

field ( resH ). We again take the DFT of the SAW driven dynamics at each applied field, but now consider 

the complex Fourier amplitude at the excitation frequency SAWf . The field dependence of the normalized 

real and imaginary parts of the DFT can be fitted using the following Lorentzian functions  [24]: 

2 2
1Im{ ( ( ))}

2 ( ) 2
p

z
app res p

H
F m t

H H Hπ
Δ

=
− + Δ

                                                            (2)

2 2 2

16 ( )1Re{ ( ( ))}
[4( ) ]

p app res
z

app res p

H H H
F m t

H H Hπ
Δ −
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− + Δ

                                                            (3) 
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to determine resH of the magneto-elastically driven magnetization dynamics as well as the pinning width (

pHΔ ). The latter is directly related to the damping and SAW frequency via the relation  [24]: 

4( )p eff app SAWH H fπα
γ

Δ =              (4) 

We reiterate that for conventional TR-MOKE, the extracted effα is field-dependent and only converges to 

the Gilbert damping at high fields  [24,38]. For the case of cold excitation, however, the slope of the 

pinning width as a function of frequency can be used to directly evaluateα . We measured the field-

dependent dynamics of four nominally identical Ni nanomagnets, each surrounded by Al bars with 

different pitch to produce a distinct SAWf . The field-dependence of the complex Fourier spectra taken for 

each sample were fit using Eqs. (2) and (3) to extract 
pHΔ at each SAW frequency (Figs. 4(a)-(d)). Now, 

the pinning widths display a linear dependence on the resonance frequency as seen in Fig. 4(i). Per Eq. 

(4), this implies a single damping value for all applied fields. Indeed, we extract a damping value of 

0.034, which is nearly identical to the intrinsic damping value determined from the fit to the unpatterned 

film data using Eq. (1). The damping extracted from the pinning width of the Ni nanomagnet does not 

depend on the applied field, unlike the conventional TR-MOKE measurements as shown in Fig. 3. This 

suggests that this technique can be used to directly determine the intrinsic Gilbert damping of 

nanostructures from a single resonance, unobscured by extrinsic contributions which we will briefly 

discuss.  

First, we note the absence of the y-intercept parameter commonly included in Eq. (4) that is ascribed to 

inhomogeneous broadening of the resonance. This omission is justified by the fact that the spin wave is 

necessarily homogenous for a single eigen-mode, as previous studies on similar nanomagnets have 

reported  [17,43,47,48]. Furthermore, we observe no evidence of TMS based on the pinning width 

analysis of the MEL driven nanomagnet. This can be understood by considering the set of discrete wave 

vectors in the nanomagnet determined via the relation k n Lπ= , where L is the relevant lateral dimension 

and n is an odd integer as discussed in refs  [49,50]. It is well known  [51,52] that the spin wave 

frequencies increase monotonically for all k that satisfy 
22 ex

s

A k
M

>>1, where Aex ~ 6x107 erg/cm is the 

exchange constant of Ni. For the 200 nm nanomagnet here, we calculate 
2

22 100ex

s

A k n
M

≈ , which suggests 

TMS is not operative because there are no degenerate spin waves to facilitate scattering  [53,54]. Lastly, 

we consider the extrinsic contribution to the damping arising from intralayer spin-pumping between the 
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center and edge modes in the nanomagnet  [18]. Based on the single mode behavior shown in Fig. 2(f), 

we conclude that this mechanism is likely inconsequential here [37].  

To further support the conjecture that this method provides a direct measurement of α, we now discuss the 

MEL driven dynamics measured at various Hθ for the sample with Al bars on a pitch of 400 nm. The 

results are summarized in Fig. 4(j) and show nearly identical pHΔ and α  values for all Hθ , which is again 

consistent with the notion that there are no significant extrinsic contributions to the damping. These 

findings are in stark contrast with ref.  [24] which found that effα decreased monotonically with 

increasing SAW frequency (or increasing
appH ). However, in that study the initial conditions were vastly 

different because the nanomagnets being probed were also the source of the SAWs, thus the magnetic and 

acoustic oscillations were simultaneously excited by rapid thermalization. Hence, the advantages of our 

non-local, magneto-elastic approach are clear. This technique provides the single nanomagnet sensitivity 

of established TR-MOKE detection and well-defined, resonant excitation of the spin dynamics without 

heating the magnetic system, thereby yielding a direct measurement of the Gilbert damping parameter. 

In conclusion, we have demonstrated a novel technique that utilizes non-locally generated SAWs to drive 

narrowband “cold” excitation of the magnetization precession in a remote single nanomagnet. Using this 

method, we report the first time-resolved measurements of MEL driven magnetization dynamics of a 

single Ni nanomagnet. We showed that the intrinsic Gilbert damping can be directly extracted from the 

applied field range over which magnetic precessions are excited. This finding is in stark contrast from 

optically excited precessions of single nanomagnets which show larger effective damping that is likely 

due to the thermal character. In addition to providing a new method to probe transient magnetic behavior 

in nanostructured materials, elastically driven spin dynamics may be used to improve the switching 

behavior of magnetic elements for low-energy data storage and memory devices. 
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