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The pyrochlore magnet Yb2Ti2O7 has been proposed as a quantum spin ice candidate, a spin
liquid state expected to display emergent quantum electrodynamics with gauge photons among its
elementary excitations. However, Yb2Ti2O7’s ground state is known to be very sensitive to its precise
stoichiometry. Powder samples, produced by solid state synthesis at relatively low temperatures,
tend to be stoichiometric, while single-crystals grown from the melt tend to display weak “stuffing”
wherein ∼ 2% of the Yb3+, normally at the A site of the A2B2O7 pyrochlore structure, reside as
well at the B site. In such samples Yb3+ ions should exist in defective environments at low levels,
and be subjected to crystalline electric fields (CEFs) very different from those at the stoichiometric
A sites. Neutron scattering measurements of Yb3+ in four compositions of Yb2+xTi2−xO7−y, show
the spectroscopic signatures for these defective Yb3+ ions and explicitly demonstrate that the spin
anisotropy of the Yb3+ moment changes from XY -like for stoichiometric Yb3+, to Ising-like for
“stuffed” B site Yb3+, or for A site Yb3+ in the presence of oxygen vacancies.

PACS numbers: 75.10.Dg, 75.10.Jm, 78.70.Nx

I. INTRODUCTION

Exotic magnetic ground states of cubic pyrochlore
magnets, with composition A2B2O7, are of great topical
interest, as the pyrochlore lattice is one of the canon-
ical architectures supporting geometrical frustration in
three dimensions1,2. Magnetism can reside at either
the A3+ site or the B4+ site, and the magnetic mo-
ments’ anisotropy and the interactions between the mo-
ments conspire to give rise to rich ground state selection.
Among the states and materials that have been of re-
cent interest have been the classical spin ice states in Dy
and Ho titanate pyrochlores3–7, spin liquid and spin glass
states in molybdate pyrochlores8, and spin fragmenta-
tion in Nd based zirconate pyrochlores9. The possibility
that a quantum analogue of the spin ice ground state, i.e.
quantum spin ice (QSI), may exist in certain low moment
pyrochlore magnets, including Yb2Ti2O7 and Pr2Zr2O7,
has generated much excitement10–22.

At low temperatures Yb2Ti2O7 displays two magnetic
heat capacity anomalies: a broad one near 2 K and a
sharp anomaly signifying a thermodynamic phase transi-
tion near TC = 0.26 K23–27. The thermodynamic phase
transition near TC = 0.26 K is generally thought to be
to a splayed ferromagnet, with moments pointing close
to 100 directions28–31. However, surprising sample vari-
ability has been reported in this phase transition, with
some studies not seeing direct evidence for the ferromag-
netic ordered state15,32,33,35–39. Using the sharp anomaly
in CP as the figure-of-merit for the phase transition, in-
teresting systematics have been observed26,27,40,41. Pow-
der samples produced by solid state synthesis at rela-
tively low temperatures show a sharp CP anomaly and a
high TC , usually ∼ 0.26 K26,27,40; however most single-
crystal studies display broader thermodynamic anomalies

FIG. 1. (Color online) The pyrochlore lattice, displayed by
A2B2O7 compounds, belongs to the Fd3̄m space group and
consists of two interpenetrating networks of corner-sharing
tetrahedra. In stoichiometric Yb2Ti2O7, the A sublattice is
occupied by rare-earth magnetic Yb3+ ions (orange spheres)
and the B sublattice is occupied by nonmagnetic Ti4+ site
(green spheres). In stuffed Yb2+xTi2−xO7−y, a small frac-
tion of Yb3+ ions (in red) also occupy the B sites and they
experience a different crystalline electric field due to the dif-
ferent local environment of surrounding ligands at the B site,
compared with the A site.

at much lower temperatures, often with TCs around and
below 0.2 K28,29,42,43.

Crystallographic studies of the powder and single-
crystal samples have revealed that the powder samples
are stoichiometric Yb2Ti2O7, while the single-crystals
are “lightly stuffed”26. They are characterized by the
composition Yb2+xTi2−xO7−y, with x ∼ 0.0526. That
is, a small excess of Yb3+ ions, nominally at the crys-
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tallographic 16d or A site, are “stuffed” onto the 16c
or B site where nonmagnetic Ti4+ ions are located in
pure Yb2Ti2O7 as schematically indicated in Fig. 1. It
is remarkable that such a small change in stoichiome-
try could so strongly effect the ground state selection of
a simple ordered state in a three dimensional magnetic
insulator. Related phenomena has also recently been ob-
served in the effect of hydrostatic pressure on stoichio-
metric Yb2Ti2O7 samples, where ambient pressure con-
ditions show no sign of a µSR signal for the transition,
but a minimal 1 kbar (and above) applied pressure re-
sults in a clear signal for a transition near TC ∼ 0.26
K44.

With weak “stuffing” able to suppress this phase tran-
sition by as much as ∼ 25%26–29,40 in this topical mate-
rial, it is important to understand precisely what is at
play in its ground state selection. One thing that is clear
is that most single-crystals of Yb2Ti2O7 likely have Yb3+

ions occupying not only the stoichiometric A sites, but
also B sites. They also possess A sites with missing oxy-
gen neighbours. These Yb3+ ions in defective environ-
ments are expected to experience very different crystal
field effects than those at stoichiometric A sites45. As
the spin anisotropy and size of Yb3+ moment are deter-
mined by such crystal field effects, it is possible that the
defective Yb3+ moments and their anisotropy are very
different from those of stoichiometric Yb3+ - indeed a
prediction from point charge calculations of the crystal
field effects on Yb3+ has already suggested that this is
the case45.

The eigenvalues and eigenfunctions associated with
crystal field states can be determined using inelastic
neutron spectroscopy, and indeed these have been de-
termined for stoichiometric Yb2Ti2O7 and several other
rare-earth based pyrochlore magnets45–47. However, the
equivalent measurements on Yb3+ in defective environ-
ments in Yb2+xTi2−xO7−y are much more difficult, as
the environments occur at low density in these materi-
als. Additionally, as we will see, the eigenvalues associ-
ated with the defective environments tend to extend to
much higher energies. These difficulties necessitated the
use of the most modern neutron sources and instrumen-
tation to tackle this problem.

II. EXPERIMENTAL TECHNIQUES

For clarity, we shall refer to the x = 0 and x = 0.05
samples as the stoichiometric and lightly stuffed samples,
respectively. The newly synthesized samples with stuff-
ing levels of x = 0.12 and x = 0.19 will be referred to as
the highly stuffed samples, henceforth. It should be noted
that all “stuffed samples” are crushed single-crystals, and
they will be collectively described as such, in this work.
The sample preparation and characterization of the sto-
ichiometric (x = 0), and lightly stuffed (x = 0.05) sam-
ples of Yb2+xTi2−xO7−y are described elsewhere26. Two
rods of Yb2+xTi2−xO7−y with composition, x = 0.12

and x = 0.19 and dimensions 50mm× 6mm× 6mm, were
prepared by solid state reaction between pressed powders
of Yb2O3 and TiO2 which were sintered at 450 ◦C for 15
hours with warming and cooling rates of 100 ◦C/h. The
purity of the starting powders of Yb2O3 and TiO2 was
close to 99.999%. To produce highly stuffed samples of
Yb2+xTi2−xO7−y, a higher ratio of Yb2O3 to TiO2 was
used in comparison to what is conventionally used in or-
der to produce stoichiometric samples of Yb2Ti2O7. The
two single-crystals were grown from these rods at Mc-
Master University by utilizing the floating zone image
furnace technique, which is described elsewhere48. The
growths were conducted in O2 gas with no overpressure
and the growth rates were 7 mm/h and 8 mm/h for the
x = 0.12 and x = 0.19 samples, respectively. Each of the
single-crystal samples were then crushed with a mortar
and subsequently pulverized using a Pulverisette 2 mor-
tar grinder for 30 minutes each to produce the highly
stuffed powder samples. The resulting samples were ≈ 4
g each. The chemical compositions of these two highly
stuffed powders were fully characterized using the neu-
tron powder diffractometer POWGEN49 located at the
Spallation Neutron Source at Oak Ridge National Lab-
oratory (ORNL). The crystallographic refinement was
performed using JANA200650 and FullProf51 crystallo-
graphic refinement software. Our best refinement of this
powder diffraction data gives x = 0.122(4) and 0.192(3),
with oxygen vacancies located preferentially on the O(1)
sites of the pyrochlore lattice, in agreement with Ref.54.

Inelastic neutron scattering measurements were per-
formed on these highly stuffed samples. We stud-
ied their crystal electric field (CEF) excitations us-
ing the direct geometry time-of-flight spectrometer SE-
QUOIA56 at ORNL. The highly stuffed powder sam-
ples were loaded into aluminium flat plates with dimen-
sions 50mm× 50mm× 1mm and were sealed with in-
dium wires under He atmosphere in a glove box. An
empty aluminium flat plate with the same dimensions
was prepared in a similar manner and employed for back-
ground measurements. The empty plate together with
the two highly stuffed powder samples were loaded on a
three sample changer in a closed-cycle refrigerator. Mea-
surements have been performed at T = 5 K and 200 K,
with incident energies of Ei = 150, 250 and 500 meV.
The corresponding chopper settings selected for the T0

chopper, which blocks fast neutrons, and the fine resolu-
tion chopper, FC2, selected at these energies were: T0 =
150 Hz and FC2 = 600 Hz, T0 = 120 Hz and FC2 =
600 Hz and T0 = 150 Hz and FC2 = 600 Hz respectively.
The data were reduced with Mantid57 and analyzed using
DAVE58 software, while we employed custom software to
refine the CEF spectrum of the highly stuffed powder
samples.
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III. POWDER DIFFRACTION REFINEMENT

We first discuss the results of our refinement for neu-
tron powder diffraction data collected at POWGEN49

at T = 300 K. The Rietveld refinements of the POW-
GEN data sets have been done independently using
JANA200650 and FullProf51. The starting structural
model assumed in the refinements was that of the sto-
ichiometric compound, Yb2Ti2O7 and this model has
been found to yield poor agreement with the data sets.
A second model was then used to permit occupancy of
Yb ions at the 16c Ti site according to the formula,
Yb2+xTi2−xO7−y and the best solutions according to this
model were found using both JANA2006 and Fullprof.
The resulting solutions for each of the compounds from
JANA2006 was put into Fullprof, and vice versa, and
further refined. The resulting best fit parameters were
found to be the same within error, confirming the ro-
bustness of the fits conducted on these samples. The
resulting fits for the x = 0.12 and x = 0.19 are shown
in Fig. 2 and agree well with the data, with R-factors of
4.6 and 4.3 respectively. These R-factors compare well
with previous refinements done on stuffed ytterbium ti-
tanate pyrochlores26,52. The high quality neutron pow-
der diffraction refinements shown in Fig. 2 give unit cell
parameters of a = 10.061(2) Å for the x = 0.12 sample
and of a = 10.079(3) Å for the x = 0.19 sample. The fact
that the length of the unit cell gets bigger as the stuffing,
x, increases, is a direct consequence of the oxygen vacan-
cies; the Coulomb repulsion of the cations left unshielded
by the vacancy tends to push all the ions away from each
other increasing the size of the unit cell. Moreover our re-
finement showed that these vacancies are mainly located
on the O(1) sites of the pyrochlore lattice, confirming the
analysis in Ref.54. The refined chemical formula for the
two highly stuffed powders are Yb2.122Ti1.878O6.939 and
Yb2.192Ti1.808O6.904 giving a stuffing level of x = 0.12
and x = 0.19 respectively, in agreement with the approx-
imate stoichiometry of the starting materials used in the
crystal growth. Note that the stoichiometric (x = 0) and
lightly stuffed (x = 0.05) samples have previously been
characterized by powder diffraction techniques by Ross
et al.26.

IV. CRYSTAL FIELD ANALYSIS OF
INELASTIC NEUTRON SPECTROSCOPY

Inelastic neutron scattering spectra taken at T = 5 K
on all four powder samples of Yb2+xTi2−xO7−y studied
are shown in Figs. 3 and 4. Figure 3 shows relatively
low energy data taken with Ei = 150 meV, while Fig. 4
shows relatively high energy data taken with Ei = 500
meV. Most of the spectral weight at these high energies
is due to crystal field (CEF) excitations from the ground
state doublet appropriate to Yb3+ as the lowest CEF
excitation is at∼ 76 meV and the highest energy phonons
in this pyrochlore family is known to only extend to 100

FIG. 2. (Color online) Rietveld powder neutron diffrac-
tion refinements of the Yb2+xTi2−xO7−y stuffed crystals:
The refined chemical formula for the two compounds are
Yb2.122Ti1.878O6.939 and Yb2.192Ti1.808O6.904 giving x = 0.12
and x = 0.19, respectively, consistent with the approximate
stoichiometry of the starting materials in the crystal growth.
As can be seen, the refinement agrees well with the experi-
mental data with R = 4.6 and R = 4.3 obtained for the two
highly stuffed samples, x = 0.12 and x = 0.19, respectively.

meV55. Inelastic neutron scattering data for the highly
stuffed samples (x = 0.12 and x = 0.19), are shown in
Fig. 5 as a function of temperature, at both T = 5 K, in
a) and b), and T = 200 K in c) and d).

CEF excitations have several important characteris-
tics: as single-ion properties the CEFs tend to be dis-
persionless and the |Q| dependence of their intensities
is largely determined by the magnetic form factor of the
magnetic ion involved. They also display temperature de-
pendence that reflects the population distribution of the
CEF levels. Given that the lowest energy CEF excited
state is at ∼ 76 meV, for all temperatures below room
temperature, we expect no excited states to be thermally
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Neutron refinement x = 0.12 sample at 300 K
Atom x y z Site Occupancy

Yb 0.625 0.125 0.125 16d 1
Ti 0.125 0.125 0.125 16c 0.939(2)
Yb 0.125 0.125 0.125 16c 0.061(2)

O(2) 0.456(8) 0.25 0.25 48f 0.992(11)
O(1) 0.5 0.5 0.5 8b 0.927(6)

Neutron refinement x = 0.19 sample at 300 K
Atom x y z Site Occupancy

Yb 0.625 0.125 0.125 16d 1
Ti 0.125 0.125 0.125 16c 0.904(2)
Yb 0.125 0.125 0.125 16c 0.096(2)

O(2) 0.458(10) 0.25 0.25 48f 0.987(12)
O(1) 0.5 0.5 0.5 8b 0.910(7)

TABLE I. A summary of the Rietveld refinement results
obtained from neutron powder diffraction experiments con-
ducted at POWGEN on the two highly stuffed samples of
Yb2(Ti2−xYbx)O7−y with x = 0.12 and x = 0.19 at T = 300
K are presented.

Refined lattice parameters

Degree of stuffing, x a (Å)
0.000(1) 10.020(3)
0.046(4) 10.029(4)
0.122(4) 10.061(2)
0.192(3) 10.079(3)

TABLE II. The table shows results from Rietveld refinement
for the degree of stuffing x and the lattice parameter a for the
four compounds of Yb2(Ti2−xYbx)O7−y studied. The values
for the pure and lightly stuffed compounds, x = 0.000(1) and
x = 0.046(4) were refined at T = 250 K and were retrieved
from Ref.33. The values of the lattice parameter obtained for
the x = 0.122(4) and x = 0.192(3) were those obtained for
the T = 300 K neutron diffraction data reported in Tab. I.

populated. These features can be used to distinguish the
CEF levels from the background and from other elemen-
tary excitations, particularly phonons.

As the temperature is increased the spectrum becomes
broader in energy, in agreement with previous observa-
tions by Gaudet et al45. This is not a thermal popu-
lation effect but the result of the CEFs acquiring finite
lifetimes due to interactions with other excitations, no-
tably phonons. With the exception of the A site Yb3+

CEF excitations, the normalized intensity of the inelas-
tic features in the spectrum are stronger for the x = 0.19
sample than for the x = 0.12 sample, as expected, re-
flecting the higher level of stuffing.

A. Crystal Field Refinement

In order to analyze the neutron scattering data and fit
the CEF excitations, we developed a calculation based
on the point charge model59 and using the Stevens’ for-
malism64. The former neglects the overlap between the

FIG. 3. (Color online) The measured neutron scattering in-
tensity obtained from Ei = 150 meV data sets for four powder
samples of Yb2+xTi2−xO7−y is shown. An empty can data set
has been subtracted from all data. The difference between the
CEF intensities of the four samples is evident. In the stoichio-
metric compound (orange points) there are only three visible
levels at ∼ 76, 81 and 116 meV; their intensities decrease as
the system is “stuffed” (as x increases) and a new CEF level
at ∼ 90 meV appears. The intensities have been scaled in
proportion to the actual sample masses.

orbitals and any relativistic corrections, while the lat-
ter is a mathematical tool to write an expansion of the
Coulomb potential of the crystal based on the symmetries
of the environment that surrounds the magnetic ion. In
our samples, the magnetic rare-earth ion is assumed to
be sitting at 3 different environments: stoichiometric A
sites, oxygen deficient A′ sites and B sites (see Fig. 6).
Notice that we have rotated the reference system in order
to align the local 〈111〉 direction along ẑ.

In general the Coulomb potential of the crystal can be
expressed using a linear combination of tesseral harmon-
ics as follows,

V (x, y, z) =
qj

4πε0

∞∑
n=0

rn

R
(n+1)
j

{∑
m

4π

(2n+ 1)

× Znm(xj , yj , zj)Znm(x, y, z)

}
. (1)

Here qj is the charge of the ligand, Rj is the position of
the ligand and Znm(xj , yj , zj) is the tesseral harmonic59.
If we centre our reference system on the magnetic ion, we
can rewrite the previous equation in this way,

V (x, y, z) =
1

4πε0

∞∑
n

∑
m

rnγnmZnm(x, y, z) (2)
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where for k ligands,

γnm =

k∑
j=1

qj

R
(n+1)
j

4π

2n+ 1
Znm(xj , yj , zj) (3)

Equation 3 gives the coefficients of the linear combi-
nation of the tesseral harmonics. For every point group,
only a few terms in the expansion are non zero (see e.g.
Ref.62), and these terms coincide with the number of
Stevens Operators we use in our Hamiltonian.

The point group of both the scalenohedron at the A
site and the trigonal anti-prism at the B site is D3d and
thus, following Prather’s convention63, only the terms
Z20, Z40, Z43, Z60, Z63 and Z66 survive in our expansion.
This convention states that the highest rotational C3 axis
of the system must be rotated along ẑ and one of the
C2 axis along ŷ, assuring in this way that we have the
minimum number of terms in the Coulomb expansion.

Finally we can use the so called “Stevens Operators
Equivalence Method” to evaluate the matrix elements of
the crystalline potential between coupled wave functions
specified by one particular value of the total angular mo-
mentum J . This method states that, if f(x, y, z) is a
Cartesian function of given degree, then to find the oper-
ator equivalent to such a term one replaces x, y, z with
Jx, Jy, Jz respectively, keeping in mind the commutation
rules between these operators. This is done by replacing
products of x, y, z by the appropriate combinations of
Jx, Jy, Jz, divided by the total number of combinations.
Note that, although it is conventional to use J or L in the
equivalent operator method, all factors of ~ are dropped
when evaluating the matrix elements.

As we are studying the ground state of a rare-earth
system, without an external magnetic field applied, S2,
L2, J2 and Jz are good quantum numbers. Thus the
CEF Hamiltonian can now be written as:

HCEF = const.
∑
nm

[
e2

4πε0
γnm〈rn〉θn

]
Omn =∑

nm

[Amn 〈rn〉θn]︸ ︷︷ ︸
Bnm

Omn =
∑
nm

BnmO
m
n (4)

where γnm is the same coefficient as in Eq. 3, e is the
electron charge, ε0 is the vacuum permittivity, 〈rn〉 is the
expectation value of the radial part of the wave function,
θn is a numerical factor that depends on the rare-earth
ion59, const. is a constant to normalize the tesseral har-
monics and Omn are the Stevens Operators.

The terms Amn 〈rn〉θn are commonly called Crystal
Field Parameters, and they coincide with the parameters
we fit in our calculation. A general form of the Hamilto-
nian for our system is therefore:

HCEF = B20O
0
2 +B40O

0
4 +B43O

3
4 +

B60O
0
6 +B63O

3
6 +B66O

6
6 (5)

These equations are nonlinear, so we cannot write a
closed system to solve the problem and identify a unique

FIG. 4. (Color online) The measured neutron scattering in-
tensity obtained from Ei = 500 meV data sets for two highly
stuffed samples of Yb2+xTi2−xO7−y are shown. An empty
sample can subtraction has been employed. The calculated
spectrum (red line) shows good agreement with the experi-
mental data (gray and green dots for the x = 0.12 and x =
0.19 samples, respectively). The 3 different contributions to
the total spectrum are highlighted in orange for the stoichio-
metric A sites, blue for the oxygen deficient A′ sites and green
for stuffed Yb3+ ions at the B sites. The total calculated in-
tensity from all three sites is shown in red.

solution. We thus decided to use our Hamiltonian as
a function of the six CEF parameters, and to simultane-
ously fit these to experimental quantities of interests: the
energy of the CEF excitations, and the relative intensities
of the transitions between the CEF levels. The resulting
refined CEF parameters are then used to calculate the
inelastic neutron spectrum for a direct comparison with
the data set. Table III shows the best CEF parameters
which were found minimize χ2 in the fitting procedure
along with the energy eigenvalues corresponding to the
CEF excitations of Yb3+ ions out of the ground state at
the A, A′ and B sites.

V. RESULTS AND DISCUSSION

The CEFs originate primarily from the “cage” of O2−

ions surrounding the cations, lifting the (2J + 1)-fold de-
generacy of the J = 7/2 ground state manifold appropri-
ate to Yb3+. The case for Yb3+ is relatively straightfor-
ward as its odd number (13) of 4f electrons means that
it satisfies Kramers’ theorm, and all the CEF states are
at least doubly degenerate, so with J = 7/2 there can be
at most 3 CEF transitions from the ground state.

We considered 3 local Yb3+ environments shown in
Fig. 6. These are Yb3+ in an A site environment with a
full complement of 8 neighbouring O2− ions; in an A site
environment with one O2− vacancy (referred to as an A′

site); and a Yb3+ ion in a B site environment with a full
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Crystal Field Parameters (meV)
A Site A′ Site B Site

B0
2 = 1.1

B0
4 = −0.0591
B3

4 = 0.3258
B0

6 = 0.00109
B3

6 = 0.0407
B6

6 = 0.00727

B0
2 = −3.9860

B0
4 = −0.002186
B3

4 = 1.0655
B0

6 = 0.001533
B3

6 = 0.049192
B6

6 = 0.01666

B0
2 = −4.8744

B0
4 = −0.1407

B3
4 = 1.47542

B0
6 = −0.004862
B3

6 = −0.1117
B6

6 = 0
Calculated Spectrum (meV)

0.0 (d)
76.72 (d)
81.76 (d)
116.15 (d)

0.0 (d)
90.17 (d)
161.38 (d)
179.36 (d)

0.0 (d)
130.98 (d)
181.79 (d)
358.14 (d)

TABLE III. Refinement of the CEF parameters and energy
eigenvalues at each of the three Yb3+ sites, from fits to the
inelastic spectra data set at the three sites and relative energy
levels. All energy eigenvalues are doublets (d), as required by
Kramers’ theorem.

FIG. 5. (Color online) Comparison of the normalized intensi-
ties of the inelastic neutron spectrum at T = 5 K (top panels)
and T = 200 K (bottom panels) for incident energies Ei = 250
and Ei = 500 meV. The inelastic peak at ∼ 358 meV arises
due to Yb3+ at B sites. The calculated energy eigenvalues
associated with all three of the A, A′, and B Yb3+ sites are
shown as the fiducial lines at the bottom of Fig. 5 a) and
b). The same color scheme is used for the fiducial lines is the
same as in Fig. 4, and one sees that the CEF model describes
the inelastic spectra below 400 meV very well.

complement of 6 neighbouring O2− ions. The A site O2−

environment consists of a cube distorted along the local
[111] directions. Six O(2) ions are located on a plane
perpendicular to this direction and a three-fold rotation
axis. Two additional O(1) ions are located along the lo-
cal [111] axis. In other titanate pyrochlores, the O(1)
sites are known to have a higher probability of hosting
vacancies than the O(2) sites54, a result which we con-
firmed here for Yb2+xTi2−xO7−y using powder neutron
diffraction. By contrast, the environment at the B site
is a trigonal anti-prism made of six O(2) oxygen ions.
Additional local Yb3+ environments, such as an A site

FIG. 6. (Color online) (left) At the stoichiometric A sites,
the ligands are located on the vertex of a scalenohedron, a
cube distorted along the diagonal. The blue spheres represent
the six O(2) ions and two O(1) ions around the A site Yb3+.
The O(1) sites are located along the axis connecting the cen-
tres of two tetrahedra. (center) The A′ sites correspond to A
sites with one O(1) vacancy that breaks the symmetry of the
scalenohedron. (right) At the B sites, the environment is a
trigonal anti-prism made of six O(2) ions; green spheres rep-
resent the position of Ti4+ ions, or the position of the stuffed
Yb3+ ions. The top panels show the corresponding energy
eigenvalues associated with each environment. Note that the
energy scale is approximate and serves only to guide the eye
for comparison of the CEF excitation energies. The bottom
panels give the three largest contributions to the ground state
energy eigenfunctions associated with each environment.

Yb3+ with an O(2) vacancy or with two vacancies, were
assumed to be unlikely at the stuffing levels considered
here.

The unpolarized neutron partial differential magnetic
cross-section can be written within the dipole approxi-
mation as65:

d2σ

dΩdE′
= C

kf
ki
F (|Q|)S(|Q|, ω) (6)

where Ω is the scattered solid angle,
kf
ki

the ratio of the
scattered and incident momentum of the neutron, C is a
constant and F (|Q|) is the magnetic form factor of the
magnetic Yb3+ ion. The scattering function S(|Q|, ~ω)
gives the relative scattered intensity due to transitions
between different CEF levels. At constant temperature
and wave vector |Q|, we have:

S(|Q|, ~ω) =
∑
i,i′

(
∑
α |〈i|Jα|i′〉|

2
)e−βEi∑

j e−βEj
F (∆E + ~ω)(7)

where α = x, y, z and F (∆E+~ω) = F (Ei−Ei′ +~ω) is
a Lorentzian function which ensures energy conservation
as the neutron induces transitions between the CEF lev-
els i → i′, that possess a finite energy width or inverse
lifetime.
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Figure 3 shows a comparison of the data from the four
powder Yb2+xTi2−xO7−y samples at relatively low ener-
gies, using incident neutrons with Ei = 150 meV. The
intensity scale has been normalized to sample mass. The
stoichiometric, x = 0, and lightly stuffed, x = 0.05, sam-
ples show only the 3 A site CEF transitions at ∼ 76, 81,
and 116 meV as previously reported45. As a function of
increasing stuffing, x, we clearly observe the growth of a
new CEF at ∼ 91 meV, which we will attribute to A′ site
Yb3+. This is quantitatively borne out by a Monte Carlo
which shows that its normalized intensity scales in pro-
portion to x. Assuming that oxygen atoms are removed
at random, we performed a simple Monte Carlo (MC)
simulation to calculate the relative preponderance of A
to A′ sites in the lattice as a function of the stuffing level,
x. Assuming that each A and A′ site contributes inde-
pendently to the intensity of the spectrum, we can argue
that the intensity of the transition at 91 meV should be
proportional to this ratio.

For this calculation we created a supercell consisting of
64×64×64 unit cells filled with random vacancies located
only at the O(1) position. Due to the symmetry of the
pyrochlore lattice each Yb3+ ion at an A site has only two
O(1) ions as first nearest neighbour, thus we calculated
how many ions have no vacancies and how many have a
single vacancy. The calculation was repeated for 10000
realizations of disorder. Figure 7 shows the results of this
analysis, with the conclusion that the transition at 91
meV originates from A′ sites, and its intensity is directly
proportional to the number of vacancies in the system.

The CEF spectrum at energies above 100 meV is shown
in Fig. 4, for the highly stuffed (x = 0.12 and 0.19) sam-
ples, as measured with Ei = 500 meV neutrons. One
observes clear excitations above the 116 meV CEF ex-
citation associated with the stoichiometric A site’s most
energetic CEF level. Of particular note is the well iso-
lated CEF excitation at 358 meV which we associate with
Yb3+ at the B site, and whose intensity scales between
the two highly stuffed samples, x = 0.12 and 0.19, in
proportion to x. The stoichiometric (x = 0) and lightly
stuffed (x = 0.05) samples were measured at high ener-
gies with Ei = 700 meV neutrons, and the 358 meV CEF
excitation is not visible for either.

The energies and relative intensities of all the CEF
excitations measured below ∼ 400 meV were fit as de-
scribed above, assuming the CEF parameters previously
established for the stoichiometric sample (x = 0)45. The
new CEF parameters and energies for the A′ site and B
site are tabulated along with those for the A site Yb3+

in Tab. III. The results for both the CEF intensities and
the CEF energy eigenvalues are shown as the solid lines
in Fig. 4 for the highly stuffed (x = 0.12 and x = 0.19)
samples at base temperature, T = 5 K. Figure 5 shows
higher energy resolution, inelastic neutron scattering be-
low 225 meV energy transfer, obtained with Ei = 250
meV, as well as the same Ei = 500 meV data for the
highly stuffed samples (x = 0.12 and x = 0.19) at T =
5 K, in Fig 5 a) and b) and at T = 200 K in Fig. 5 c)

and d). For reference, the energies associated with the
9 CEF transitions from the A, A′ and B sites, as calcu-
lated in our fit, are shown as fiducial lines in Fig. 5 a)
and b). One can see that virtualy all inelastic features
in the range from 75 meV to 400 meV can be identified
using this model, and these excitations decrease in inten-
sity and broaden somewhat in energy on warming to T =
200 K, shown in Fig. 5 c) and d), as expected for CEF
excitations. The description of all CEF levels below ∼
400 meV is therefore very good, and the resulting CEF
energy eigenvalues are shown for the A, A′ and B site
Yb3+ in the top panel of Fig. 6. The bandwidth of the
CEF excitations is much larger for Yb3+ in the defective
environments, with the defective B site environment giv-
ing the largest bandwidth, consistent with this Yb3+ ion
experiencing the largest electric fields and their gradients.

The determination of the CEF parameters allows a de-
termination of the g-tensor characterising the anisotropy,
as well as the moment size associated with the ground
state doublet of Yb3+ at the A, A′ and B sites.
The resulting eigenfunctions within the Yb3+ ground
state doublets are shown in the bottom panel of
Fig. 6. The corresponding anisotropic g-tensor values
are g⊥ = 3.69± 0.15, gz = 1.92± 0.20 for Yb3+ at the
A site; g⊥ = 1.5± 0.2, gz = 6.8± 0.7 for Yb3+ at the A′

site; and g⊥ = 0.07± 0.03, gz = 8.0± 0.8 for Yb3+ at the
B site. The A site Yb3+ moment was previously known
to display XY anisotropy45. These results show both the
A′ site and B site Yb3+ moments to possess Ising-like
anisotropies, with the B site Yb3+ Ising anisotropy be-
ing stronger than that associated with the A′ site. Such
a change in anisotropy between A site and the defective
B and A′ Yb3+ sites was predicted on the basis of point
charge calculations45, but has now been directly verified
with these measurements. The ground state moment
associated with the A, A′ and B sites are found to be
µ = 2.07µB , µ = 3.5µB and µ = 4.0µB , respectively45.
While dipolar interactions are expected to be relatively
weak in Yb2Ti2O7, due to the low moment size, they
scale as the square of the moment, and thus larger defec-
tive moments would tend to produce a strong, random
perturbation on the dipole sum.

It is also clear that the A site CEF transitions develop
significant energy broadening with increasing stuffing.
This can be broadly appreciated in Fig. 3, and is exam-
ined quantitatively in Fig. 8, where attention is focussed
on the ∼ 116 meV A site Yb3+ CEF transition, which
is well separated in energy from any other transition for
all powder samples. The energy width of the CEF ex-
citations can be examined by fitting the data, shown in
the inset of Fig. 8, utilizing a damped harmonic oscilla-
tor (DHO) line shape for the 116 meV CEF transitions.
At the energy transfers and temperatures of interest, the
DHO can be approximated by a single Lorentzian, the
form of which is given by,
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L(E) =
1

π

Γobs

2

(E −∆E)2 + (Γobs

2 )2
, (8)

This is a Lorentzian function of energy with width Γobs
centred on the energy of the CEF transition. This form
convolutes both the intrinsic energy width, and that aris-
ing from the instrumental resolution, which are assumed
to add in quadrature. The intrinsic energy width or in-
verse lifetime of the 116 meV CEF excitation for each of
the four powder samples was extracted from this analysis
and is plotted as a function of stuffing, x, in Fig. 8.

FIG. 7. (Color online) Preponderance of A and A′ sites
within the pyrochlore lattice as a function of stuffing: – (a)
Projection of the 64 × 64 × 64 supercell used in the Monte
Carlo simulation is shown. The orange dots represent oxygen
ions removed from the calculation. (b) Histogram showing
the distribution of A (blue line) and A′ sites (green line) in
the lattice as a function of the stuffing. The red points rep-
resents the experimental intensities of the 90 meV CEF level
extrapolated using the pure compound as background. This
agreement confirms that this 90 meV CEF transition origi-
nates from an A′ site.

Figure 8 clearly shows the CEF excitations at low tem-
peratures in the crushed single-crystal samples to display
much larger energy widths than that of the stoichiomet-
ric sample. The trend for low temperature CEF inverse
lifetimes to systematically increase with stuffing, previ-
ously reported for the stoichiometric (x = 0) and lightly
stuffed (x = 0.05) samples45 is seen to extend to the
largest stuffing level studied, x = 0.19.

VI. CONCLUSION

In conclusion, new time-of-flight neutron spectroscopy
allows the possibility of detecting and distinguishing
CEF excitations in complex real materials with rel-
atively low levels of defective environments, and we
have demonstrated this for the quantum spin ice can-
didate pyrochlore magnet Yb2+xTi2−xO7−y. Such de-
tailed information is particularly important for the case

of Yb2Ti2O7, as its ground state displays unusually
strong sensitivity to stoichiometry. Our results specif-
ically show Yb3+ moments in stuffed and oxygen defi-
cient environments display Ising anisotropy, rather than

FIG. 8. (Color online) The main panel shows the system-
atic broadening of the CEF intrinsic energy width which is
observed with increased “stuffing”, x, in Yb2+xTi2−xO7−y,
as obtained from the Lorentzian line-shape analysis discussed
in the text. The inset shows the inelastic neutron scattering
near the ∼ 116 meV CEF transition and the resulting fits
performed with a Lorenztian lineshape.

the XY local anisotropy displayed by the stoichiometric
moments. Such defective Yb3+ moments are also con-
siderably larger than their stoichiometric counterparts,
and these, at a minimum, would tend to randomize dipo-
lar interactions. Both of these manifestations of stuffing
can be important for ground state selection in real sam-
ples of Yb2+xTi2−xO7−y, and may underlie the ground
state’s extreme sensitivity to stoichiometry in this family
of quantum magnets.

VII. ACKNOWLEDGMENTS

Research conducted at McMaster University was sup-
ported by the Natural Sciences and Engineering Research
Council of Canada (NSERC). We acknowledge useful dis-
cussions with A. Aczel, C. Balz, L. Balents, G. Ehlers,
M. D. Lumsden, S. E. Nagler and K. A. Ross. We are
very grateful for the instrument and sample environment
support provided during our inelastic neutron scattering
measurements. The experiments which were performed
at the Spallation Neutron Source at Oak Ridge National
Laboratory was sponsored by the US Department of En-
ergy, Office of the Basic Energy Sciences, Scientific User
Facilities Division.



9

∗ salag@ornl.gov
† bruce.gaulin@gmail.com
1 C. Lacroix, P. Mendels, and F. Mila, Introduction to

Frustrated Magnetism (Springer-Verlag, Berlin Heidelberg,
2011).

2 J. S. Gardner, M. J. P. Gingras, and J. E. Greedan, Rev.
Mod. Phys. 82, 53 (2010).

3 M. J. Harris, S. T. Bramwell, D. F. McMorrow, T. Zeiske,
and K. W. Godfrey, Phys. Rev. Lett. 79, 2554 (1997).

4 A. P. Ramirez, A. Hayashi, R. J. Cava, R. Siddharthan,
and B. S. Shastry, Nature 399, 333-335 (1999).

5 B. C. den Hertog and M. J. P. Gingras, Phys. Rev. Lett.
84, 3430 (2000).

6 S. T. Bramwell and M. J. P. Gingras, Science 294, 1495-
1501 (2001).

7 C. Castelnovo, R. Moessner, and S. L. Sondhi, Nature 451,
42 (2008).

8 L. Clark, G.J. Nilsen, E. Kermarrec, G. Ehlers, K.S.
Knight, A. Harrison, J.P. Attfield, and B.D. Gaulin, Phys.
Rev. Lett. 113, 117201 (2014).

9 S. Petit, E. Lhotel, B. Canals, M. Ciomaga Hatnean, J.
Ollivier, H. Mutka, E. Ressouche, A. R. Wildes, M. R.
Lees, and G. Balakrishnan, Nature Physics 12, 746-751
(2016).

10 K. A. Ross, L. Savary, B. D. Gaulin, and L. Balents, Phys.
Rev. X 1, 021002 (2011).

11 J. D. Thompson, P. A. McClarty, H. M. Rønnow, L. P.
Regnault, A. Sorge, and M. J. P. Gingras, Phys. Rev. Lett.
106, 187202 (2011).

12 R. Applegate, N. R. Hayre, R. R. P. Singh, T. Lin, A. G. R.
Day, and M. J. P. Gingras, Phys. Rev. Lett. 109, 097205
(2012).

13 O. Benton, O. Sikora, and N. Shannon, Phys. Rev. B 86,
075154 (2012).

14 L. Savary and L. Balents, Phys. Rev. Lett. 108, 037202
(2012).

15 R. M. DOrtenzio, H. A. Dabkowska, S. R. Dunsiger, B. D.
Gaulin, M. J. P. Gingras, T. Goko, J. B. Kycia, L. Liu,
T. Medina, T. J. Munsie, D. Pomaranski, K. A. Ross, Y.
J. Uemura, T. J. Williams, and G. M. Luke, Phys. Rev. B
88, 134428 (2013).

16 J. D. Thompson, P. A. McClarty, and M. J. P. Gingras, J.
Phys.: Condens. Matter 23, 164219 (2011).

17 L. Savary and L. Balents, Phys. Rev. B 87, 205130 (2013).
18 K. Kimura, S. Nakatsuji, J-J. Wen, C. Broholm, M. B.

Stone, E. Nishibori, and H. Sawa, Nat. Commun. 4, 1934
(2013).

19 M. J. P. Gingras and P. A. McClarty, Rep. Prog. Phys. 77,
056501 (2014).

20 L. D. Pan, S. W. Kim, A. Ghosh, C. M. Morris, K. A.
Ross, E. Kermarrec, B. D. Gaulin, S. M. Koohpayeh, O.
Tchernyshyov, and N. P. Armitage, Nat. Commun. 5, 4970
(2014).

21 L. D. Pan, N. J. Laurita, K. A. Ross, B. D. Gaulin, and
N. P. Armitage, Nat. Phys. 12, 361-367 (2016).

22 N. Hamachi, Y. Yasui, K. Araki, S. Kittaka, and T. Sakak-
ibara, AIP Advances, textbf6, 055707 (2016).
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