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Ping1 
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Spatiotemporal electron and ion relaxation dynamics of iron induced by femtosecond laser pulse was 
studied using one dimensional Two Temperature Model (1D-TTM) where the electron and ion 
temperature dependent thermophysical parameters, specific heat (C), electron-phonon coupling (G), and 
thermal conductivity (K), are calculated with ab-initio density-functional-theory (DFT) simulations. 
Based on the simulated time evolutions of electron and ion temperature distributions (Te(x,t) and Ti(x,t)), 
time evolution of X-ray Absorption Near Edge Spectroscopy (XANES) was calculated and compared 
with experimental results reported by Fernandez-Pañella et al. where the slope of XANES spectrum at the 
onset of absorption (s) was used due to its excellent sensitivity to the electron temperature. Our results 
indicate that ion temperature dependences on G and C, that are largely neglected in the past studies, are 
very important for studying non-equilibrium electron-ion relaxation dynamics of iron in warm dense 
matter (WDM) condition. It is also shown that 1/s behavior becomes very sensitive to thermal gradient 
profile, in the other words, to the values of K in TTM simulation, for the range of target thickness of 
about two to four times of the mean free path of conduction electrons. Our approach based on 1D-TTM 
and XANES simulations can be used to determine optimal combination of target geometry and laser 
fluence for a given target material that will enable us to tightly constraint thermophysical parameters 
under electron-ion non-equilibrium WDM condition.  
I. Introduction 
Recent development in time-resolved experimental measurement techniques made it possible to obtain the 
detailed information about the non-equilibrium material properties in warm dense matter (WDM) regime 
[1-5] that is realized in the time scale of about one picosecond. In particular, the approach of using a 
uniform slab of nanoplasma, produced by heating a thin foil with a fs laser [6, 7], has demonstrated that 
an accurate assessment of the thermophysical parameters such as electron-phonon coupling and specific 
heat under non-equilibrium WDM conditions (Te ~ eV; Te > Ti) is feasible. [8-16] 
Pioneering works of Ng et al. on measurements of time resolved optical absorption spectrum of gold 
demonstrated the temporal evolution of highly excited (~ a few eV/atom) electronic structure of metals 
can be observed with a time resolution of about 1 ps.[10, 11, 17] Subsequently, time resolved X-ray 
absorption spectroscopy (XANES) techniques have been used to determine the temporal evolution of 
electron temperature of copper [14, 16] and aluminum. [18] Unlike optical absorption spectroscopy where 
both the initial and final states of optical transitions are variables that are constrained by the energy 
conservation law, the initial state of a X-ray excited transition is fixed to the core-level and the spectral 
shape can be approximated by the projected density of states multiplied by the electronic occupation 
probability. Accordingly, the onset of XANES for a metal shows a great sensitivity to the variation of 
electron temperature. On the other hand, the use of XANES to determine the temporal evolution of the 
lattice temperature in WDM conditions is yet to be practical for the following two reasons: as the lattice 
temperature is raised, the XANES profile is smeared out [19] and the S/N ratio of the measurements 
deteriorates as a fine time resolution is required. Ultrafast electron diffraction (UED) measurements, on 
the other hand, are capable of providing the information about the time evolution of lattice structure and 
its thermal disorder as the Debye-Waller factor, from which, the lattice temperature could be estimated, 
albeit no information regarding the electron temperature can be directly obtained.[8, 12] In order to 
understand the overall system behavior (time evolutions of electron and ion temperature, Te(t) and Ti(t)) 
Two-Temperature-Model [20] (TTM) has been frequently used, where several thermophysical properties 
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such as electronic and lattice specific heat, electron phonon coupling, electronic and lattice thermal 
conductivities, in addition to the information about the initial condition (pump laser absorption profile) 
are required to define the time evolution of the electrons-ions system. Through these experimental studies, 
it has become clear that ab-initio derived thermophysical properties [21-23] provide good agreement on 
the evolution of electron and ion temperatures where the electron temperature dependence of the 
thermophysical properties become important for the temperature evolution profile. [12-16, 18, 24] It 
should be emphasized that the electron temperature affects the thermophysical properties in two different 
levels: the rigid band approximation can be used at modest electron temperatures where change of 
properties are well described by the change of electron occupation alone, [21, 22] while full self-
consistent approach may be required at high electron temperatures where electron excitation significantly 
change the electronic structure as well as the mechanical property. [12, 16, 23] 
Previous studies discussed so far relied partly on isochoric heating that was realized by choosing the 
target thickness thinner than the ballistic transport range of conduction electrons. [6, 7] This choice made 
it impossible to gain information regarding the thermal conductivity, while it simplified the analysis based 
on TTM model as the target does not develop thermal gradient.  
 
 
In this study, we show how the thermophysical parameters, including thermal conductivity, for electron-
ion non-equilibrium condition in WDM regime could be constrained based on a study using a similar 
system, however, by choosing the target thickness that is thicker than the ballistic transport range of 
electrons.  Important factor will be the combination of target material, its thickness and the laser fluence 
that will maximize the effect of temperature gradient to the XANES spectrum. We will show how these 
parameters can be determined by the TTM-XANES simulations. It has been reported recently that 
reduction of G at the elevated electron temperatures is necessary for their experimental results to be 
consistent with the simulation results presented in this paper: [25] crucial evidence that supports validity 
of the Wang’s G formula in WDM condition. [21] In this paper, we provide complete description of the 
computational procedure, detailed and systematic analysis on the simulation results, and assessments on 
the various factors that may affect on the simulation results. 
 
 
 
In the following, we will first discuss about the our TTM (II-i), ab-initio MD simulations (II-ii) used to 
generate atomic configurations, with which we calculate, electron-phonon coupling (II-iii), specific heat 
(II-iv), and thermal conductivity (II-v). We will then review our results of TTM and of XANES 
simulations, where we discuss how the choice of G (electron-phonon coupling), C (specific heat) and K 
(thermal conductivity) affects on spatiotemporal (Te, Ti) behavior, which in turn, results in significant 
difference in the time evolution of onset slope of XANES that is a reflection of the electron temperature 
distribution. At last, we summarize our results and discuss how our TTM-XANES simulation scheme 
could be used to help designing the experimental setting that will most effectively constraint the 
thermophysical parameters in electron-ion non-equilibrium WDM condition.  
II. Method 
 
II-i. Two-Temperature Model (TTM) 
In this section, we describe about the TTM implementation developed for analyzing the experimental 
results reported in Ref [25].  The system of our interest is a thin slab of iron (d=60nm), whose electronic 
subsystem is excited to a few eV using a 150 fs pulse laser (400 μm). For a given laser pump energy, one 
can determine the absorbed energy by measuring the transmission and reflection. If the electronic specific 
heat is known, one can determine the initial electron temperature right after the laser excitation. The 
distribution of excess kinetic energy immediately after the optical excitation will exhibit an exponential 
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form reflecting the optical penetration profile, ~exp(-x/δ), where δ is the optical penetration depth and x is 
the position in the target measured from the surface (δ = 12nm for iron). The dynamics of electron and ion 
subsystems were then described within a TTM: excess kinetic energies of electrons and ions are 
interpreted as “temperature”, the energy dissipations within the subsystems are described by classical heat 
transport, and the energy exchange between electronic and ionic subsystems is defined by the electron-
phonon coupling factor, G. [20] 
௘ܥ  డ ೐்డ௧ ൌ డడ௫ ቀܭ௘ డ ೐்డ௫ ቁ െ ܩ · ሺ ௘ܶ െ ௜ܶሻ ൅ ܵሺݔ, ௜ܥ ሻ                                                                                     eq. 1ݐ ߲ ௜߲ܶݐ ൌ ݔ߲߲ ൬ܭ௜ ߲ ௜߲ܶݔ ൰ ൅ ܩ · ሺ ௘ܶ െ ௜ܶሻ                                                                                                     ݁ݍ. 2 
 
Here, Ce is the electronic specific heat, Ke is the electronic thermal conductivity, G is the electron-phonon 
coupling, S is the pump pulse, Ci is the lattice (or ionic) specific heat, Ki is the lattice thermal 
conductivity, Te is the electron temperature, Ti is the ionic temperature and x is the position in the target. 
In this study, all of these parameters, G, C, K were calculated based on ab-initio DFT simulations. In the 
following, we will first describe how ab-initio MD simulations were performed, then explain how G, C, K 
were calculated using the MD simulation results, and how XANES spectrum was calculated for the 
system with large electron and ion temperature distributions. 
 
We note that, in order to reduce computational complexity and cost, we did not use fully (Te, Ti) 
dependent G, C, K. Instead we used Te dependent G and C calculated at several Ti, and focused on 
understanding how the choice of Ti for G, C will affect on the simulation results of TTM as the (Te, Ti) 
distribution as a function of time delay. For K, as discussed in section II-v, Ti dependency (or effect of 
electron-ion non-equilibrium) turned out to be marginal for iron so that it was therefore omitted in this 
study (electron-ion equilibrium value was used). Our intention is to provide all the necessary information 
for fully Te, Ti dependent TTM-XANES simulations in this paper for future reference. 
 
II-ii Ab-initio molecular dynamics simulations 
Input parameters for TTM used in this study, such as specific heat and electron-phonon coupling, are 
given as ensemble average. Therefore, we first performed ab-initio molecular dynamics simulations at 
several temperature points at ambient pressure. Note that the same atomic configurations were used for 
the XANES simulations. For the electronic thermal conductivity calculations, additional MD simulations 
with larger system sizes were performed since the calculations of transport properties, such as thermal 
conductivity or electric conductivity, tend to be more sensitive to the simulation size than, for example, 
EDOS, which is used to estimate G and C.  
 
In order to sample relevant phases of iron, T=300K (ferromagnetic bcc phase), T=1000K (fcc phase), and 
T=2000K, 5000K, 10000K, 20000K, 30000K (liquid) were chosen. We note that for the MD simulations, 
we assumed Te=Ti in this study as our scope is rather to probe the extent of applicability of our approach, 
and leave full Te, Ti dependent simulation for future investigations. PAW approach implemented in VASP 
was used with the planewave cutoff energy of 321 eV (we used the Fe_GW 2010 PBE PAW potential 
from the VASP library). We use the (1/4,1/4,1/4) K-point, and the PBE approximation of the exchange-
correlation functional. The bcc, fcc, and liquid MD simulations were performed with the simulation box 
size of 64, 54, and 64 atoms, respectively, for G and C calculations. For the calculations of thermal 
conductivity, size effect is known to be relatively large, [26-28] therefore, we have used larger supercell 
permissible for a given temperature (up to 250 atoms) in order to assess and to correct the size effect. 
Note that the number of balance bands required for high temperature simulations increases due to the 
Fermi occupations leading to higher simulation cost, which limit the simulation size more than at low 
temperature.  



 

 4

For each case, total simulation time of about 10 ps with time step Δt = 2fs was performed, and 50 
snapshots were chosen randomly from the last 8 ps of the simulations and used for the rest of the 
calculations.  
We note that ab-initio MD at T=300K (bcc structure) was performed with spin polarization, however, G, 
C and K were calculated without spin polarization using the atomic configurations obtained with spin 
polarization. This is because strong optical excitation is known to suppress ferromagnetism of transition 
metals such as iron instantaneously. [29-48] Accordingly, nonmagnetic electronic structure was assumed 
for the calculations of G and C at T=0K as well. 
 
II-iii Electron-phonon coupling constant, G 
 
For the electron (and ion) temperature dependent electron-phonon coupling parameter, we used the 
formula developed by Wang et al.,21 which is a high temperature approximation of the original formula 
derived by Allen.49  
ܩ  ൌ ԰ܸߨ4 ෍|ܯ௞௞ᇲ|௞,௞ᇲ ܵሺ݇, ݇ᇱሻߜ൫ߝ௞ െ ௞ᇲߝ ൅ ԰߱ொ൯                                                                               ݁ݍ. 3 

 
here, ԰ is Planck constant, V is the volume of the system, |Mkk’| is the electron-phonon transition matrix 
element, S(k,k’) is the statistical occupational probability distribution, which is, 
 ܵሺ݇, ݇ᇱሻ ൌ ௞݂ሺ1 െ ݂௞ᇲሻߟொ െ ݂௞ᇲሺ1 െ ௞݂ሻሺߟொ ൅ 1ሻ                                                                         ݁ݍ. 4  
here, f is the Fermi distribution function, η is the Bose distribution function. δ  is delta function,  ߝ௞ and ߝ௞ᇲ  are the Kohn-Sham eigenvalues at the wave vectors, k and k’, and ԰߱ொ is the phonon energy at the 
phonon wave vector Q. When the electron temperature is significantly higher than the Debye temperature, 
one may use high temperature expansion that leads to the following expression found in Ref [21] (double 
sum on k, k’ is replace by derivative with respect to energy using ߝ௞ᇲ െ ௞ߝ ൌ ԰߱ொ ا ݇஻ ௘ܶ), which was 
used by Lin et al. to calculate G profiles of various metals. [22] 
೔ሺ்ܩ  ௘ܶሻ ൌ ௙ሻܧ೔ሺ்݊ۄଶ߱ۃߣ԰݇஻ߨ න ೔ଶ்݊ ܧ݀ ሺܧሻ ቆെ ߲݂ሺሺܧ െ ሻߤ ݇஻ ௘ܶ⁄ ሻ߲ܧ ቇஶ

ିஶ .ݍ݁                                                   4 

 
where, kB is Boltzmann constant, λ is the electron-phonon mass enhancement parameter, <ω2> is the 
second moment of the phonon spectrum defined by McMillan (see Ref [21] for more detail), Ef is the 
Fermi level at Te=Ti, nTi(E) is the ensemble averaged electronic density of state calculated at Ti, μ is the 
chemical potential for a given Te (> Ti) determined with the charge neutrality condition for a given nTi(E). 

In this formula, the ion temperature dependence is included in EDOS, nTi(E), which is calculated as 

ensemble average of instantaneous EDOSs obtained from ab-initio MD simulations. G values calculated 

at Ti=0K, 300K, 2000K, 5000K and 10000K are depicted as Fig. 1 (right). 
 

 
 
II-iv Electronic specific heat 
 
The electronic specific heat was calculated using  
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௘ሺܥ ௜ܶ, ௘ܶሻ ൌ ሺܧ߲ ௜ܶ, ௘ܶᇱሻ߲ ௘ܶᇱ | ೐்ᇲୀ ೐்                                                                                                                ݁ݍ. 5 

 
 
In principle, one can explicitly calculate ab-initio E(Ti, Te) on (Ti, Te) grid points, interpolate the table and 
perform numerical derivative with respect to Te at a given (Ti, Te). Here, E(Ti, Te) is ensemble average of 
instantaneous internal energies obtained from ab-initio MD. Alternatively, one can use the formula for 
temperature dependence of internal energy based on electronic density of states (EDOS), and calculate the 
specific heat using the above formula. In this case, we may perform the ab-initio MD on Ti grid, where 
Ti=Te is assumed. This corresponds to the rigid band approximation. The accuracy of this approximation 
was accessed for limited cases (see Fig. 1), which indicated that the electronic relaxation effect decreases 
as ion temperature rises. In this study, we used the C values obtained with the rigid band approximation 
as below.  
ሺܧ  ௜ܶ, ௘ܶሻ ൌ ଴ܧ ൅ න ܧ൫ ܧ݀ െ ௙൯݂ܧ ൬ܧ െ ஻݇ߤ ௘ܶ ൰ ்݊೔ሺܧሻ                                                                    ݁ݍ. 6ஶ

ିஶ  

 
where, Ef is the Fermi level at Te=Ti,  is the ensemble averaged electronic density of state 
calculated at Ti, μ is the chemical potential for a given Te (> Ti) determined with the charge neutrality 
condition for a given . E0 is chosen in such a way that E(Ti, Te) becomes equivalent to the 
ensemble averaged internal energy, EDFT, at Ti (= Te). The electronic specific heat is then calculated using 
eq. 4 for the bcc structure with nonmagnetic state as well as for the MD trajectories simulated at four 
different ion temperatures, 300K, 2000K, 5000K, 10000K (see Fig. 1 left).  
The lattice specific heat used in TTM simulations was calculated based on the Debye model with Debye 
temperature θD= 470 K. 
 

II-v Thermal conductivity 

 

Thermal conductivity as a function of temperature were calculated as follows.  Using the atomic 

configurations generated by ab-initio MD (described in section II-ii), thermal conductivity of iron was 

calculated based on Chester-Thellung-Kubo-Greenwood formula in PAW formula. [50-52] Details of this 

formalism and its implementation are found in Ref [52]. This method has been used to calculate thermal 

conductivity of  liquid Na, [27] Al, [52] and Fe, [28] and have shown good agreement with experimental 

data. We note that this approach does not use any kind of adjustable or empirical parameters such is the 

case with Wiedmann-Franz law. The calculated electron-ion equilibrium thermal conductivity together 

with the reported theoretical [28] and experimental [53, 54] data are shown in Fig. 2. Our results show a 

great agreement with the ab-initio results reported in literature [28] as well as the experimental values for 

T > Tmelt, however, underestimate the experimental values at lower temperature, presumably due to lack of 

accurate lattice phonon contribution in solid state.  

We have also investigated on effect of electron-ion non-equilibrium for limited cases (Fig 3). We chose 

Ti=2000K and Ti=10000K as representing cases as our TTM simulation results indicate that large portion 

nTi
(E)

nTi
(E)
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of the iron target will likely to stay in this temperature range  for the relevant duration for our analysis 

(t<5ps) for high fluence experiments. As one can see, non-equilibrium effect on thermal conductivity is 

relatively small, particularly for liquid iron. Accordingly, we used the electron-ion equilibrium values for 

our TTM simulations, where linear interpolation was used to obtain the electron thermal conductivity 

values for an arbitrary electron temperature.  
  
The precise lattice thermal conductivity values of iron are not known for the temperature range of our 
interest, however, general trend is known to behave as follow. The lattice thermal conductivity in solid 
state is known to show maximum below the Debye temperature (θD) then rapidly decrease due to 
exponential increase in the frequency of Umklapp processes with rising temperature to well above θD. 
[55] In our study, the lattice thermal conductivity was chosen to be Ki/Ke = ඥ݉ி௘ ݉௘௟௘⁄ ~ 1/100, where 
mFe is the atomic mass of iron and mele is the mass of electron. This choice may be reasonable for high 
temperature (T > 2000K), however, it is likely to be significantly underestimated in the solid phases. 
Nevertheless, with the current experimental time resolution of about 2.5ps, error in 1/s stemming from the 
error in Ki is unlikely to be significant compared to the experimental error bar as our TTM analysis 
indicates that Ti could exceed the melting temperature in a fraction of picosecond where our 
approximation on Ki will become justified.  
 
Another factor that was considered for the thermal conductivity values for our TTM simulations is the 
polycrystalline nature of the target thin film used in Ref [25]. It has been known from 1970s that fine-
grained poly crystalline materials tend to show lower thermal and electric conductivities than those of 
single crystals, presumably due to scattering at the grain boundaries and/or at the surface (note: nanometer 
scale thin films tend to become polycrystalline). [56-58] A few models were developed to account for the 
reduction of transport properties due to the additional scattering sources: Fuchs-Sondheimer (FS) model59 
for the surface scattering and Mayadas-Shatzkes (MS) model [57, 58] for the grain boundary scattering. 
Further studies in the past two decades demonstrated that (a combination of) these models qualitatively 
reproduced the transport behavior of various materials (Cu, [60, 61] Au, [61-65] Pt, [66, 67] Ni, [68, 69] 
Al, [61] Ir [70]) for wide ranges of film thicknesses and/or grain sizes. In our study, only the MS model 
was used to estimate the thermal conductivity of the polycrystalline iron thin film (60 nm) used in Ref 
[25] for the following reasons: The mean free path of conduction electrons of iron (~10 nm) is 
significantly shorter than the film thickness (60 nm) so that the surface scattering effect is expected to be 
marginal, while the target iron film used in Ref [25] has a relatively fine grain size of 10 nm that is about 
the same with the mean free path, [71-73] which is likely to affect the thermal conductivity significantly. 
The formula (MS model) and the parameters values used in our study are as follows. [57, 58] 
௦௖ܭ௣௖ܭ  ൌ 3 ൤13 െ 2ߙ ൅ ଶߙ െ ଷߙ ln ൬1 ൅ ;  ൰൨ߙ1 ߙ    ൌ ݈݀ ܴ1 െ ܴ .ݍ݁                                                              ,   7 

where l is the mean free path of conduction electrons in single crystal material, d is the grain size, and R is 
the grain boundary reflection coefficient. In our case, l = 10 nm, [71-73] d = 10 nm, [25] and R = 0.25 
were used. We note that information regarding the R for polycrystalline thin iron film is not available in 
literature, and our choice of R = 0.25 was based on the study on Au thin film. [62] More discussions on 
the sensitivity of this value to the onset slope of XANES spectrum will be found later. Regarding R value 
for Fe in literature, there is at least one experimental report on the effect of grain boundaries on the 
electric resistivity of iron, [74] however, Mayadas and Shatzkes did not report the R value for iron due to 
complications in interpreting the results, which are stemming from the magnetism of iron. [57] We 
emphasize that, although the accurate value of R for iron is not known, a poly crystalline iron must show 
lower thermal conductivity than that of a single crystal due to the grain boundary scattering. Given that 
the reduction observed in the other metals were not negligible (a few tens of percent), this effect was 
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taken into consideration. Accordingly, we tentatively used the R value estimated for Au, and leave the 
accurate determination of the scattering parameter of iron for future investigations. 
 
II-iii. X-ray absorption spectrum calculations 
For the atomic configurations generated by the ab-initio MDs described before, the electronic structures 
were calculated using PWSCF code in Quantum-Espresso package version 5.0, [75] together with the 
ultra-soft pseudopotential for Fe ion and the planewave cutoff energy of Ecut=40 Ry and the charge 
density cutoff energy of Ecut = 300 Ry. PBEGGA exchange-correlation potential was used to describe the 
many body effect of electrons. [76] For the ground state, and core-excited states self-consistent total 
energy calculations, 32 k-points on a regular grid were sampled.  
For the final states of the dipole transition matrix elements, excited-core-hole (XCH) was used. [77]  The 
electron temperature dependent dipole matrix elements were then calculated using the Kohn-Sham 
wavefunction obtained for the given electron temperature. In order to achieve a numerical convergence in 
integrating the Brillouin Zone, the Bloch state based interpolation schemed described in ref [78] was 
employed with about 83 (163) k-point grid density for the bcc and liquid (fcc) simulations. 
ሻܧሺܫ  ൌ ܧ଴ߙߨ4 ෍หൻΨ௙ห መࣟ · ܴหΨ௜ൿหଶ ൭1 െ ݂ ൬ܧ െ ௙݇஻ܶܧ ൰൱௙ ௙ܧ൫ߜ െ ௜ܧ െ .ݍ݁                         ൯ܧ 8  
Once dipole matrices were generated for each snapshot, the self-consistently determined Fermi 
distribution function (1-f) is multiplied, then, the excitation lifetime broadening (Lorentzian) in the energy 
dependent form, [79-81] Gaussian broadening with σFWHM=0.3eV corresponding to the detector 
resolution, were applied. When the ensemble average of the I(E) over the atomic configurations were 
taken, the chemical shift was taken into consideration using the final state theory (complete screening), 
which is based on energy conservation law. [82] Alternatively, one may calculate the core-level shift as a 
perturbation from surrounding atoms to the core-level of interest. [83] According to the final state theory, 
the shift of core-level (ECLS) is defined as follow.  ܧ஼௅ௌ ൌ ൫ܧᇱሺܰ െ 1ሻ െ ᇱሺܰሻ൯ܧ െ ቀܧ௥௘௙ሺܰ െ 1ሻ െ ௥௘௙ሺܰሻቁܧ .ݍ݁                                           9  
Here, a core-hole pseudopotential (one electron is removed from the core-level of our interest) is used to 
calculate E(N-1) while E(N) is calculated with a neutral pseudopotential. This information is used in two 
ways. One is when taking an ensemble average for a fixed (Ti, Te), where ECLS between different atomic 
configurations is estimated based on this formula. The other is to adjust the reference energies between 
different (Ti, Te)s, where the ensemble averaged <ECLS> for given (Ti, Te)s are calculated. Here, Eref(N) and 
Eref(N-1) are calculated at Ti=Te=300K, and E’(N) and E’(N-1) are the ones calculated at different Ti and 
Te. The former will contribute to thermal broadening of XANES as a combined effect with the fluctuation 
of dipole matrix due to thermal fluctuation of ion configurations. In the other words, thermal broadening 
in our XANES is directly taken into consideration as the ensemble averaging. We note that one may use 
the approach based on quasi harmonic approximation for ensemble average of solid phases particularly if 
quantum zero-point motion is important, in the other words, accurate XANES profile in a solid phase is 
necessary. [84]   
In this way, we obtained ensemble averaged <I(E)> on the two-dimensional (Ti, Te) grid points. We then 
calculate I(E,t) for a given delay time using the Ti(x,t), Te(x,t) profile calculated with the TTM, we used a 
linear interpolation of <I(E)> on the (Ti, Te) grid on which the ab-initio MD simulations were performed, 
and for each Ti, Te = Ti + n δT where δT=5000K and n = 0, nmax where nmax is chosen such a way that 
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maximum Te exceed the maximum temperature observed in the TTM simulation. In our case, the 
maximum Te of 70000K was taken in order for the grid space to cover the temperature range that was 
estimated for the highest fluence experiments using Ce and the energy deposition profile based on the 
optical penetration depth of iron. 
,ܧሺܫ  ሻݐ ൌ න ௫೘ೌೣ௫బݔ݀ ,೔ሺ௫,௧ሻ்ۄሻܧሺܫۃ ೐்ሺ௫,௧ሻ                                                                                                ݁ݍ. 10

 
 
At last, Gaussian convolution along time axis with σFWHM=2.5ps is applied in order to reflect the detector 
time resolution of 2.5ps.

  
We note that, in this study, we only use Fe L3 edge XANES and L2 edge is omitted. This is because we are 
only using the onset slope of XANES in order to investigate on electron and ion temperature distribution 
in the target, and the level splitting of Fe 2p levels due to spin-orbit coupling, E2p3/2 (L3 edge) – E2p1/2 (L2 
edge), is larger than 10 eV, [25] in the other words, the contribution of L2 edge to the onset slope is 
negligible.    
III. Results and discussions 
Let us first discuss about the TTM simulation results that are obtained with a set of thermophysical 
parameters (G and C) derived at different Ti (Ti=Te is assumed for K due to the marginal non-equilibrium 
effect observed within our approach). 
Let us first briefly review important features in G for TTM simulations. G value start at a relatively high 
value at low temperature, which decreases as the electron temperature rises, and the overall values are 
decreased as ion temperature is increased where the extent of reduction is larger for low ion temperature 
(or in solid state, T < 2000K). See Figure 1 (right). A careful examination of the formula (eq. 3) gives a 
clear explanation of this behavior, which motivated the series of studies [14, 16] including the current 
study. In essence, the kernel of integration in eq. 3 is the product of square of EDOS and a Gaussian 
centered at the Fermi level whose width is kBT. Accordingly, its integrated value is dictated by the number 
of states within kBT near the Fermi level. Now, the EDOS of iron, if one assumes nonmagnetic state, has a 
large d-band peak at around the Fermi level whose half width is about one eV. This is responsible for the 
declining G(Te) of iron: as the electron temperature (or kBT value) increased compared to the width of d-
peak, average number of states in EDOS within kBT decreases. Accordingly, G value decline as a function 
of Te as well. When ion temperature is raised, the d-peak is broadened due to thermal fluctuation of ions 
and this leads to downward shift of G curve.  
 
The experimental condition used in Ref [25] was set to bring the target to WDM condition by choosing 
the laser fluence so that the final (equilibrium) temperature will become on the order of one eV, where the 
tamping layers were used to delay target expansion for the duration of our interest (up to several ps). The 
details about the setting and the assessments are found in Ref [25]. 
In this study, we used the experimentally determined value of the energy absorbed by the target, 0.95 
(Jcm-2).  
 
The resultant Te, Ti profiles as a function of position at t=0.5, 2.5, 5.0, 7.5 and 10.0 ps with (G, C)s for Ti 
= 0, 300, 2000, 5000, 10000 K are shown as Fig. 4.  There are two features that are notable in these Te, Ti 
profiles: electron-ion temperature difference and extent of thermal gradient.  
First, at t = 0.5 ps, the electron-ion temperature difference, ௘ܶ െ ௜ܶ, for ሺܩ,  ሻ்೔ୀ଴௄is smallest in the backܥ
side of target (ex. x > 20 nm), where both Te and Ti are relatively low compared to the front side of target 
reflecting of large G at low Ti and Te (Fig. 1). In general, Te – Ti, is smaller for (G, C) calculated at lower 
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Ti, which is explained by the G profiles: lower the Ti, higher the G values (faster energy transfer from 
electrons to ions), which will translate to smaller Te – Ti for G calculated at lower Ti. 
Second, the temperature gradient (or difference in front and back temperatures) remains larger for larger 
G values (i.e. G calculated with lower Ti). This is explained by larger electronic thermal conductivity than 
ionic thermal conductivity in addition to the role of G values discussed above: larger G values at low Ti 
(and Te), which is the back side of target and it is particularly the case for early time delay, will reduce the 
electron temperature. This behavior is particularly pronounced when ்ܩ೔ୀ଴௄  is used for the TTM 
simulation where lower electron temperature due to larger G values will lead to slower heat diffusion in 
the target due to Ke >> Ki.  
 
Using these electron and ion temperature profiles, Te(x,t) and Ti(x,t), we calculated XANES spectrum as 
function of both target position and delay time. The spatial average of the spectrum over the target is then 
performed as shown in Figure 5. As one can see, the XANES profiles at the front and back side of target 
are dramatically different reflecting the large difference in (Te, Ti)s, which strongly indicates the 
importance of averaging procedure developed in this study. The spatially averaged XANES profiles as a 
function of delay time is then convoluted with Gaussian function with ߪிௐுெ ൌ  in order to take ݏ݌2.5
the experimental detector time resolution into consideration.25 See Fig. 6 for the resultant XANES profiles 
that were calculated with ሺܩ,   .௣௖ܭ ݀݊ܽ ሻ்೔ୀଵ଴଴଴଴௄ܥ
 
Let us now compare our simulation results and the experimental results reported in Ref [25]. In 
performing the comparison, we used onset slope of XANES profiles as it has shown great sensitivity to 
the electron temperature in the previous studies. [14, 16, 18] For both experimental and theoretical results, 
the slope, s, was calculated at the half of peak, where the peak height was normalized to one in order to 
have a consistent definition. Resultant inverse of slope, 1/s, calculated with series of (G, C)s together with 
the experimental results reported in Ref [25] are found in Fig. 7. We note that we chose 1/s, not s, for an 
intuitive presentation since 1/s (s) is increasing (decreasing) function of electron temperature.  
As one can see, largest difference in 1/s profiles are seen at about t=2.5 ps where 1/s value is higher for 
lower G value, which is due to competition between electronic heat diffusion and energy transfer from 
electrons to ions: larger G value leads to faster cooling of electrons, which leads to smaller 1/s. At this 
delay time, blue and green lines are within the experimental error bar, while their difference is about the 
size of error bar (Fig. 7). This is to some extent surprising given the relatively small difference in G and C 
calculated at Ti=5000K and 10000K (Fig. 1), and the small difference in corresponding Ti(x,t=2.5ps) and 
Te(x,t=2.5ps) profiles (blue and green) seen in Fig. 4. We here emphasize the implication of these 
observations: our approach described in this paper and in ref [25] is capable of constraining the 
thermophysical parameters of materials in electron-ion nonequilibrium WDM condition very tightly, 
which will be briefly discussed as follows. 
 
 
The most important concept is constraining G, C, K based on the approach discussed in this paper is that 
relative contributions of (G, C) and K to 1/s(t) varies significantly for a certain range of target thickness 
(and the pump laser fluence). The range of target thickness can be estimated based on the mean free path 
of the conduction electrons of the target material. When the target thickness is close to the mean free path, 
the electron temperature will achieve (near) homogeneous distribution rapidly. In this case, thermal 
conductivity does not play a role in the electron-ion relaxation dynamics. As the target thickness is 
increased, larger inhomogeneity will be sustained for a longer duration, where the contribution of K to the 
relaxation dynamics will be increased. However, if the target is so thick so that the major portion is cold, 
information of temperature distribution in 1/s(t) will diminish (or dominated by the cold part). Therefore, 
it is natural to expect that there will be an optimal range of thickness, where sensitivity of K to 1/s will be 
maximized. Accordingly, we have performed TTM simulation for the target thickness d = 20 nm, 40 nm, 
60 nm and 80 nm assuming the same energy density deposited by the pump laser. The electron and ion 
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temperature distributions at four delay times are shown in Fig. 8 and the corresponding 1/s(t) profiles are 
shown in Fig. 9.   
With d = 20 nm target, homogeneous temperature distribution can be achieved by t=2.5ps. All the rest of 
target thicknesses exhibit inhomogeneous temperature distribution but with the degree proportional to the 
target thickness. 1/s(t) profiles clearly reflect the extent of inhomogeneous temperature distributions in 
these cases (Fig. 9). We have also examined the effect of thermal conductivity to 1/s(t) by changing the K 
values by േ20%  (dashed lines). There is virtually no impact of changing K by 20% with d = 20 nm since 
the temperature distribution is already almost homogeneous, while the change in 1/s can be seen clearly 
for larger d and, with d = 60 nm, the variation become much larger than the experimental error bar 
suggesting that constraining K value within 20% is feasible even with the current level of experimental 
uncertainty. These examples clearly demonstrate that one can constraint thermophysical parameters in 
electron-ion non-equilibrium WDM condition by performing time resolved XANES measurements for 
optimally chosen target geometry combined with appropriate pump laser fluences. 
 
Let us now briefly review previous studies on electron-phonon coupling under electron-ion 
nonequilibrium condition. In 2008, based on DFT calculations, Lin et al. reported the thermophysical 
parameters of various types of metals, free electron like metal (Al), noble metals (Ag, Cu, Au), and 
transition metals (Ni, Pt, W, Ti), where the Te dependent G were calculated based on the Wang’s formula. 
[21, 22] The Te dependence of G is expressed as an integeted value of the function that is a product of 
square of EDOS and energy derivative of the Fermi distribution (see eq 5) reflecting the few constraints 
in the original formula: a transition between electronic states is permitted only from an occupide state to 
an unoccupied state due to the Pauli exclusion principle and the energy and momentum conservation laws 
in an electron-phonon scattering event must be satisfied. Since the energy derivative of the Fermi function 
has a Gaussian like shape with about the width of kBT the G profile becomes proportional to the number 
of available electron-electron transition channels within kBT around the Fermil level. Accordingly the 
behavior of G for various metals can be qualitatively described as follows: GAl is a linear function of 
temperature as EDOS does not change significantly at around the Fermi level. Gnoble metal will show sharp 
upturn as kBT increases and d-to-s/p transitions become possible. Gtransition metal may start with a large value 
at low T reflecting the large d-EDOS then decrease rapidly as kBT rises and the electron-electron 
transitions begins to include the lower density s/p-bands (Ni, Pt). However, if d-DOS exhibits a deep 
valley where the Fermi level is located, it may rather show sharp upturn as the peaks of d-EDOS gets 
within kBT (W). We note that the above argument is justified only when Te >> θD where the details about 
phonon-phonon scattering becomes less important. In case of iron, it is clearly seen that Te dependence of 
G is crucial (see Fig 1). In addition, Ti dependence on G appears to be also important for relatively low Ti, 
particularly below the melting temperature.  For Cu, the studies by Cho et al. using time resolved XANES 
measurements indicated that the electron temperature profile of G is similar to the one reported by Lin et 
al. However, in detail, their values at high electron temperature is higher than the Lin’s G, then it 
saturates rapidly and crosses the Lin’s G. Interestingly, the experimental values of G approaches to the 
theoretical G calculated with the high Ti liquid EDOS suggesting that Ti dependence, in addition to Te 
dependence of G is important for Cu as well. [14, 16]  
For Au, the situation is not as clear since the sets of experiments by two independent groups led to 
different conclusions regarding temperature dependence of G. An earlier study based on ultrafast electron 
diffraction experiments [12] showed that Te dependent G combined with Te dependent θD, [85] 
successfully reproduced the measured time scale of thermal lattice disordering. The later studies based on 
time resolved optical absorption measurements at ԰߱=1.55eV showed that use of relatively low constant 
G (2.2x1016 W/m3/K) led to the best agreement with the experimental absorption time profile albeit only 
for high laser fluences.15, 24 Note that the optical absorption of Au at ԰߱ ൌ 1.55ܸ݁ at low temperature 
consists of interband transitions, which is likely to be sensitive to Ti. For example, in case of Al, it was 
reported that the interband transition peak exhibits a very strong Ti dependence, [86] a factor that was not 
taken into consideration in these studies.  
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The studies on Cu and Fe using time resolved XANES indicate that both Te and Ti dependence on G and 
C are important, however, given the controversial situation for Au, further systematic studies will be 
necessary for establishing temperature behavior of G of metals and its underlying factors in non-
equilibrium WDM condition. The predominant factor of Te dependence on G is the number of states 
within kBT near the Fermi level, while the change of Ti modulates EDOS profile, which in turn, changes 
the number of states within kBT near the Fermi level.  We may suggest that such an electronic relaxation 
effect may be measured by the time resolved photoemission spectroscopy [87, 88] albeit the detection 
method that addresses the space charge effect need to be developed for WDM research. 
 
We now turn our attention to the other important issues in understanding electron-ion dynamics in non-
equilibrium WDM condition that were not considered in this study due to resource and time limitation: 
electron-phonon coupling in non-thermal distribution and mode dependent electron-phonon coupling.  
Recently, it has been reported that non-thermal electron distribution that is presumably present in a very 
short time scale, significantly shorter than the time resolutions of any of experimental studies discussed 
above, would result in G profile that could be significantly different from that for thermal electron 
distribution (the Fermi distribution). Mueller and Rethfeld used “complete Boltzmann collision integrals” 
approach and calculated G as a function of absorbed laser energy with non-equilibrium and equilibrium 
electron occupation distribution for Al, Au, Ni. [89] The G profiles for Al and Au showed similar trend, 
i.e. an increasing function of Te, for both equilibrium and non-equilibrium cases and, in WDM condition 
(Te>10000K), they approach to the GLin profiles. However, for Ni, dramatically different behaviors to the 
GLin profile were observed regardless of the choice of occupations. With the equilibrium occupations 
approximation, the G curve is located significantly higher (about factor 5), though the profile is similar to 
the GLin (a similarly increasing function of Te). On the other hand, the G profile for the non-equilibrium 
occupation becomes an increasing function of Te. Although there is no comparable experimental result to 
these theoretical predictions partly due to the current limit of detector time resolution, it is a very 
important issue that needs to be examined by experiments in future.  
Yet another interesting study on G(Te) profile of a metal was reported, which concerns phonon mode 
dependent G. Waldecker et al. performed femtosecond electron diffraction experiments on aluminum, and 
calculated the time evolution of lattice temperature from the decays of a few Bragg peaks. [90] For the 
TTM type analysis, they used G that has an explicit energy dependence of electron-phonon scattering 
efficiency via the Eliashberg function, which was omitted in the Wang’s approximation. Naturally, their 
TTM formula takes thermal occupation of phonons into consideration, which means that their formula has 
an explicit lattice temperature dependency on G (and Clattice) albeit within a linear perturbation theory. 
They argued that the discrepancy between their own calculations of G and experiments are due to 
differences in electron-coupling efficiency between different phonon modes, [91-96] and introduced the 
model where each phonon mode is treated as an independent degree of freedom, and called it Nonthermal 
Lattice Model or NLM. The NLM model showed an excellent agreement with the experiments for the 
final lattice temperature range of about θD of Al (433K), providing a deep insight into the detail of 
electron-phonon coupling behavior in condensed matter conditions. The question as to how the electron to 
lattice energy dissipation behavior will change (or not change) for higher laser fluence, within WDM 
conditions, will be of great interest to both condensed matter and warm dense matter research 
communities. Very interestingly, their experimental G profile agrees well with the Lin’s G. Since our 
calculations of G are based on the same formula, we expect that our interpretations are not affected by the 
mode dependency discussed in their study. Nevertheless, further investigations on this aspect for non-
equilibrium WDM iron is highly desirable in light of this report. [90]   
At last, we discuss about an assumption that was necessary for the TTM and XANES simulation 
practically feasible, which is related to the role of magnetism to the phase stability of iron. It is known 
that iron takes ferromagnetic state with bcc crystal structure at ambient condition. [97-99] Using DFT 
calculations, it has been shown that fcc crystal structure becomes more stable than bcc if nonmagnetic 
electronic structure is used (spin polarization is turned off). On the other hand, it has been known that 
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intense optical pulse excitations of ferromagnetic systems such as iron, cobalt and nickel show ultrafast 
demagnetization. [44-48] Accordingly, we used nonmagnetic EDOS of iron to derive the thermophysical 
parameters such as Ce, and G.  
This situation raises question regarding structural information of our target before it melts. In this study, 
we used the following two hypothetical scenarios.  First one is to assume that the lattice structure stays 
bcc, while the electronic structure instantaneously transforms into the nonmagnetic state. Then, as the ion 
temperature rises, the lattice structure follows the known iron phase diagram: bcc-fcc transition at about 
the Curie temperature [97, 98] and eventually melts at the melting temperature. Second scenario: the loss 
of FM state leads to (near) instantaneous structural transition to fcc phase, then it melts at the melting 
temperature.  
The calculated 1/s curves for these hypothetical models were noticeably different at around the initial 
peak, however, once the time convolution with σFWHM=2.5ps (the detector time resolution broadening) is 
applied the difference became negligible. Therefore, in this study, we tentatively adopted to the first 
scenario about the structural transformation, which is nonmagnetic bcc ՜ nonmagnetic fcc ՜ liquid. We 
hope that future experiments with higher time resolution will make it possible to discriminate these 
scenarios, and further provide a deeper insight into the nature of non-equilibrium phase transitions 
induced by optical excitation. 
 
 
 
Summary 
The procedure to simulate relaxation behavior of XANES spectrum of an iron thin film exposed to a 
femtosecond laser pulse is outlined in this paper, where the time evolution of spatial distribution of Te and 
Ti are obtained using the ab-initio derived 1D-TTM model. The results shown in this paper evidence that 
the proposed theory-experiment coupled approach is capable of constraining thermophysical properties 
of materials under electron-ion non-equilibrium WDM condition. The crucial point in the experimental 
design is the choice of target thickness for a given material, which is slightly larger than the ballistic 
electron transport range so as to maximize sensitivity of electron and ion relaxation dynamics to thermal 
conductivity values. In designing such an experiment, one may also consider the change in ballistic range 
as a function of laser fluence as it was demonstrated that the ballistic range of gold is significantly 
reduced in WDM condition than that in condensed matter conditions, [100] which is consistent with the 
excitation energy dependence of mean free path determined by electron escape length measurements. [81]  
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Figure 1: Specific heat and electron-phonon coupling parameter calculated as a function of Te at different ion 
temperatures. The data of Lin et al. was calculated for perfect bcc crystal at T=0K, while the rest are ensemble 
averaged values based on ab-initio MD simulations. All the solid lines are obtained based on EDOS self-
consistently calculated as Te=Ti, while dashed lines are obtained based on EDOS self-consistently calculated as 
Te=Ti+20000K in order to assess the accuracy of rigid band approximation. 
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Figure 2: Thermal conductivity of iron calculated by ab-initio method described in the text (solid triangles for 
this work and solid squares for literature [28]) as well as experimental values for bcc solid (solid diamonds) [53] 
as well as for liquid (solid circle). [54] Our simulation results in this figure is calculated for electron-ion 
equilibrium (Ti=Te) condition.  
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Figure 3: ab-initio thermal conductivity calculated for electron-ion non-equilibrium conditions (Te is different 
from Ti) and compared to equilibrium results. Ti=2000K and Te=20000K (solid circle), Ti=10000K and Te=20000K 
(solid square), Ti=10000K and Te=30000K (solid square).  
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Figure 4: time evolution of electron (solid lines) and ion (dashed lines) temperature at selected delay times, t=0.5 
ps, 2.5 ps, 5.0 ps, 7.5 ps and 10.0 ps calculated with several sets of thermophysical parameters (details in the 
text). 
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Figure 5: Electron (solid line) and ion (dashed line) temperature distribution (lower left), XANES at different 
target positions, x=0 nm, 30 nm, and 60 nm (upper left) and the averaged XANES (right) calculated at the delay 
time, t = 2.5 ps. The averaged XANES spectrum was obtained by integrating the XANES spectra calculated at the 
grid points spaced by 1.5 nm. The XANES spectrum at an arbitrary (Te, Ti) values was obtained using a linear 
interpolation of XANES spectra self-consistently calculated on the (Te, Ti) grid points. See text for more 
information about this procedure. 
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Figure 6: Time evolution of XANES calculated with (G, C)Ti=10000K and KPC. Convolution along time axis using 
σFWHM=2.5ps is performed in order to reflect the experimental time resolution of about 2.5ps.  
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Figure 7: Simulated 1/s profiles for several set of (G, C, K) parameters compared with the experimental values. 
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Figure 8: Time evolution of electron and ion temperatures calculated for four different target thicknesses, d=20 
(blue), 40 (green), 60 (orange) and 80 nm (magenta). Upper panels are for electron temperature profiles and 
lower panels are for ion temperature profiles. The delay times are t=0.5, 2.5, 5.0, 7.5 ps. The front side electron 
temperature reaches to the maximum value at approximately t=0.5ps. Note the ballistic range of electrons in 
these TTM simulations was set at l=10nm. 
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Figure 9: 1/s calculated with KPC (solid lines) and with KPC േ 20% (dashed lines) in order to show K dependence of 
1/s. The pump laser fluences are chosen such a way that the corresponding energy densities are equivalent to 
that of d = 60 nm (or the value used in Ref [25]).  
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