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Hexagonal BN (h-BN) is attracting a lot of attention for two-dimensional electronics and as a host
for single-photon emitters. We study the properties of native defects and impurities in h-BN using
density functional theory with a hybrid functional. Native vacancy and antisite defects have high
formation energies, and are unlikely to form under thermodynamic equilibrium for typical growth
conditions. Self-interstitials can have low formation energies when the Fermi level is near the band
edges, and may form as charge compensating centers; however, their low migration barriers render
them highly mobile, and they are unlikely to be present as isolated defects. The defect chemistry
of h-BN is most likely dominated by defects involving carbon, oxygen, and hydrogen impurities.
Substitutional carbon and oxygen, as well as interstitial hydrogen and boron vacancy–hydrogen
complexes, are low-energy defects in h-BN. Based on our results, we can rule out several proposed
sources for defect-related luminescence in h-BN. In particular, we find that the frequently observed
4.1 eV emission cannot be associated with recombination at CN, as has been commonly assumed.
We suggest alternative assignments for the origins of this emission, with CB as a candidate. We also
discuss possible defect origins for the recently observed single-photon emission in h-BN, identifying
interstitials or their complexes as plausible centers.

PACS numbers:

I. INTRODUCTION

Hexagonal boron nitride (h-BN) is an sp2-bonded lay-
ered van der Waals material with a structure similar to
graphite—or, in monolayer form, similar to graphene. h-
BN shows excellent chemical and thermal stability. Due
to the excellent lattice match with graphene it is widely
used as a dielectric and substrate for two-dimensional
electronics [1–3]. It is now well established that h-BN has
an optical band gap of 6.08 eV [4], and recent advances
in single crystal [5], as well as in mono- and multilayer
growth [6–8], have led to a flurry of research on h-BN
as a potential material for wide-band-gap electronic and
optoelectronic applications [4, 9–11].

Photoluminescence measurements have shown that h-
BN exhibits bright excitonic luminescence in the deep
ultraviolet [5]. In addition, h-BN exhibits a rich array of
sub-band-gap luminescence lines originating from recom-
bination at point defects, i.e., native defects or impurities
[12]. Point defects can have a profound impact on the
electronic and optical properties of semiconductors [13],
and their characterization is fundamental to understand-
ing materials properties. Point defects may act as com-
pensating centers that interfere with achieving n-type or
p-type conductivity. For h-BN, there have been very few
reports of n-type or p-type doping [14, 15], and high qual-
ity doping (with large carrier concentrations and high
mobility), has not been reproducibly achieved. Point de-
fects can also act as recombination centers (both radia-
tive and nonradiative), reducing the efficiency of band-
gap luminescence [16].

As-grown h-BN frequently exhibits deep-level lumi-
nescence with a zero-phonon line (ZPL) at 4.1 eV [17–
21] and relatively weak coupling to bulk phonon modes

(Huang-Rhys factor S = 1.3 [19]). This emission has
typically been associated with the acceptor level of a C
impurity substituting for a lattice N atom (CN) [17, 20].
Recently, the 4.1 eV luminescence has been shown to ex-
hibit single-photon emission (SPE) [22]. In a series of
papers, Tran et al. also identified SPE from color cen-
ters in irradiated or annealed h-BN emitting at energies
between 1.6 and 2.2 eV [11, 23, 24]. Subsequent exper-
iments have reported a broad range of color centers ex-
hibiting SPE with ZPLs in this energy range and widely
varying vibronic properties [25–27]. These results high-
light the potential of h-BN for applications related to
quantum information science, including quantum com-
puting and quantum-secure communication.

Despite the obvious technological importance, the pre-
cise chemical nature of the dominant point defects in h-
BN remains unclear, as this is extremely difficult to char-
acterize experimentally. First-principles calculations can
play a crucial role in identifying the dominant defects,
and providing accurate information about their electronic
and optical properties. In recent years, advanced calcu-
lations based on hybrid density functional theory have
provided considerable insight into the defect properties
of III-nitrides [28–30]. A number of previous studies
have addressed native point defects or impurities in h-
BN using first-principles calculations [31–36]. However
these studies all had shortcomings, such as being based
on less accurate functionals, not considering all possible
spin configurations, or not including proper finite-cell-
size corrections (the latter being very important for the
energetics of charged defects). As such, an accurate and
comprehensive picture of the defect chemistry in h-BN is
still not available.

In this paper, we study the electronic and energetic
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properties of native point defects and selected impurities
in h-BN. We use a hybrid functional, which provides an
accurate band structure for the host, as well as a reli-
able description of carrier localization, ensuring a correct
treatment of defect physics [37]. We also investigate the
migration properties of these point defects to determine
their kinetics at different temperatures. We find that iso-
lated vacancies and antisites have very high formation en-
ergies and are unlikely to form in large concentrations in
as-grown material. Interstitials can have low formation
energies under certain chemical environments, however
they are too mobile to be stable as isolated defects, even
at room temperature; these defects may be present in
the form of complexes. In addition to native defects, we
have studied carbon, oxygen and hydrogen impurities in
h-BN, as these elements tend to be present in the growth
environment. These impurities can have low formation
energies and may be present in significant concentrations
in nominally undoped h-BN.

We will discuss the calculated electronic and optical
properties of native defects and impurities in light of ex-
perimental work. We are able to rule out the common
attribution of the 4.1 eV luminescence to CN, and iden-
tify plausible defects that may lead to the luminescence
lines in the range of 1.6–2.2 eV on the basis of our calcu-
lated ZPLs.

The paper is laid out as follows: an overview of our
methodology is given in Sec. II. Section III contains
our results for native defects (Sec. III B) and impurities
(Sec. III C). In Sec. IV we present a comparison with
experimental results. The key findings are summarized
in Sec. V.

II. METHODOLOGY

A. Computational details

Our calculations are performed using density func-
tional theory (DFT) within the generalized Kohn-Sham
scheme [38]. We use the screened hybrid functional of
Heyd, Scuseria and Ernzerhof (HSE) [39, 40]. In this
approach, the short-range exchange potential is calcu-
lated by mixing a fraction of non-local Hartree-Fock ex-
change with the generalized gradient approximation of
Perdew, Burke and Ernzerhof (PBE) [41]. The screening
parameter is set to 0.2 Å−1 and the mixing parameter
to α = 0.31. As will be shown in Sec. III A, this value
of α closely reproduces the experimental band gap and
structural parameters of h-BN. This value of α is similar
to what has been used to study GaN and AlN [42]. A
correction for the van der Waals interactions is included
within the Grimme-D2 scheme [43].

The valence electrons are separated from the core by
use of projector augmented wave (PAW) potentials [44]
as implemented in the VASP code [45]. For the present
calculations, B 2s22p1, N 2s22p3, C 2s22p2, O 2s22p4,
and H 1s1 electrons are treated as valence. For the bulk

h-BN primitive cell, we use a 9 × 9 × 3 k-point grid for
integrations over the Brillouin zone; for the larger super-
cells, we use a reciprocal space grid of a similar density.
An energy cutoff of 500 eV is used for the plane-wave
basis set. Spin polarization was taken into account.

The supercell is constructed by a change of basis to an
orthorhombic structure, for which the unit cell is a rect-
angular prism with side lengths a ×

√
3/2a × c in terms

of the length of the h-BN lattice parameters. The super-
cell is then a 5×6×2 multiple of this orthorhombic cell,
leading to a 240-atom supercell. The supercell lattice
vectors are fixed to the HSE-calculated equilibrium val-
ues. Native defects and impurities are created by adding
and removing atoms from the supercell, and the internal
coordinates are relaxed until all forces are less than 0.01
eV/Å. To determine defect migration barriers, we use the
climbing-image nudged-elastic-band method [46, 47].

B. Defect calculations

We use established methodologies for evaluating defect
formation energies and transition levels based on total en-
ergy calculations within the supercell approach [37, 48].
For a defect D with charge state q, the formation energy
Ef [Dq] is calculated as:

Ef [Dq] = Etot[D
q]− Etot[h-BN]−

∑
i

niµi

+ q · EF + ∆q, (1)

where Etot[D
q] is the total energy of the supercell con-

taining Dq, and Etot[h-BN] is the total energy of the
defect-free supercell. ni represents the number of atoms
of type i that are added (n > 0) or removed (n < 0), and
the chemical potential µi represents the energy of the
reservoir with which the atomic species are exchanged.
The electron chemical potential is given by the position
of the Fermi level (EF ), taken with respect to the valence-
band maximum (VBM). Finally, ∆q is a charge-state de-
pendent term that corrects for the finite size of the su-
percell [49, 50].

The defect charge-state transition level ε(q/q′) is de-
fined as the Fermi-level position below which the defect is
stable in the charge state q, and above which it is stable
in charge state q′. It is calculated as:

ε(q/q′) =
Ef (Dq;EF = 0)− Ef (Dq′ ;EF = 0)

q′ − q
, (2)

where Ef (Dq;EF = 0) is the formation energy of Dq

when the Fermi level is at the VBM (i.e, for EF = 0).

C. Chemical potentials

The chemical potentials µi are variables that repre-
sent experimental conditions. For the calculations in this
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Present Exp.

a (Å) 2.49 2.50 [52]

c (Å) 6.55 6.65 [52]

Eind
g (eV) 5.94 6.08 [4]

Edir
g (eV) 6.42

TABLE I: Calculated bulk properties of h-BN. Experimental
values are listed for comparison.

work, µB is referenced to the total energy of a single atom
in solid-phase B, and µN is referenced to the total energy
of an N atom in a N2 molecule; we define ∆µN and ∆µB

with respect to these energies. Bounds are placed on the
∆µ values based on the stability condition for h-BN. In
thermodynamic equilibrium:

∆µB + ∆µN = ∆Hf (BN) , (3)

where ∆Hf (BN) is the enthalpy of formation for BN.
Equilibrium with N2 sets an upper bound on µN (N-
rich conditions): ∆µN = 0. Equation (3) then yields
∆µB = ∆Hf (BN) in the N-rich limit. We can also define
an N-poor limit, with ∆µN = ∆Hf (BN) and ∆µB = 0.
The HSE-calculated value for ∆Hf (BN) is −2.90 eV,
in reasonable agreement with the experimental value of
−2.6 eV [51]. Neither N-rich nor N-poor conditions re-
alistically represent actual growth conditions, but they
serve as limiting cases.

We also assign chemical potentials to the C, H, and
O impurity species. µC is referenced to the total energy
of a C atom in diamond. For µH and µO, the diatomic
molecules H2 and O2 are used as a reference. The high
stability of B2O3 imposes an additional upper bound on
µO: 2∆µB + 3∆µO ≤ ∆Hf (B2O3), where we have calcu-
lated ∆Hf (B2O3) = −12.69 eV.

III. RESULTS

A. Bulk properties

The bulk crystal structure of h-BN is shown in
Fig. 1(a) and (b); the symmetry of the crystal has a space
group P63/mmc and point group D6h. Within the (0001)
plane, each nitrogen atom is three-fold coordinated to
boron and vice versa, in a honeycomb pattern that is a
result of sp2 bonding. The in-plane B–N bond length is
calculated to be 1.44 Å. Out of the plane, h-BN exhibits
AB-type stacking with alternating B and N atoms along
the [0001] direction. The interlayer separation is deter-
mined by the van der Waals interaction and calculated
to be 3.28 Å. In Table I, the calculated lattice param-
eters are compared with experiment. The experimental
geometry is clearly very well reproduced within our first-
principles calculations.
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FIG. 1: (a) Top-down view of the in-plane honeycomb struc-
ture of h-BN. Boron atoms are indicated by green spheres,
nitrogen are grey. (b) Side view showing the interlayer spac-
ing and AA’ stacking sequence. (c) Electronic band structure
plotted along a high-symmetry path in the Brillouin zone.
The energy of the highest occupied valence state is set to
zero.

The calculated electronic band structure for h-BN is
plotted in Fig. 1(c). The valence-band maximum (VBM)
is derived from π-bonding states with mostly N 2pz char-
acter; the conduction-band minimum (CBM) is derived
from π∗-antibonding states with mostly B 2pz charac-
ter. The VBM is found at the so-called T1 point near K
(betweem Γ and K); the CBM is at the M point. The in-
direct fundamental band gap is 5.94 eV; the lowest direct
gap is 6.42 eV at the M point. As shown in Table I, the
calculated fundamental indirect band gap is close to the
experimental value of 6.08 eV [4]. The HSE calculated
band gaps are also in agreement with the quasiparticle
gaps of Arnaud et al. based on GW calculations [53].

B. Native point defects in h-BN

Below we present results for the electronic, energetic
and migration properties of native point defects in h-BN.
Because results for geometries of native defects have been
reported previously [32, 34, 54], we do not include them
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FIG. 2: Charge-state transition levels [Eq. (2)] for point de-
fects in h-BN.

in the main text. For completeness, information about
the native-defect geometries is included in Supplemental
Material [55] (Sec. S1).

1. Electronic properties

Boron vacancy (VB). Each boron in the h-BN lattice has
three nearest-neighbor nitrogen atoms. Removing the
boron atom leaves three N 2sp2 and three N 2pz dan-
gling bonds. These dangling bonds combine to form lo-
calized symmetric (aσ, aπ) and higher-lying antisymmet-
ric (eσ, eπ) molecular orbitals. The defect states of VB
are largely derived from valence-band orbitals. Electron
counting indicates that the defect can accept up to three
electrons, i.e., VB is in principle a triple acceptor. In the
neutral charge state, three holes appear in the high-lying
e states of the minority spin channel, corresponding to
a high-spin (HS) S = 3/2 paramagnetic state. VB was
previously reported to possess a low spin (LS) ground
state, based on calculations within the local density ap-
proximation (LDA) [56]; in our HSE calculations (which
treat exchange more accurately, particularly for highly
localized states [57]), the HS–LS energy splitting is 0.8
eV, showing the HS state is strongly favored.

The charge-state transition levels are plotted in Fig. 2.
When the Fermi level is near the VBM, VB is stable in
the neutral charge state. With increasing Fermi level, VB
transitions into a 1− charge state; for yet higher values
of the Fermi level, the 2− charge state is stabilized. The
transition levels are all found at a large energy from the
VBM, making VB a very deep acceptor. The 3− charge
state is found not to be stable.
Nitrogen vacancy (VN). The removal of a N atom from
the h-BN lattice leaves three B 2sp2 and three B 2pz
dangling bonds and, as with VB, these combine into low-
lying a states and higher-lying e states. The VN defect

states are largely derived from conduction-band orbitals.
Electron counting indicates that in the neutral charge
state, three electrons occupy the lowest a defect orbitals.
In the neutral charge state, there exists only one gap
state that is singly occupied, with S = 1/2. This state
can therefore either donate or accept a single electron;
VN acts as both a donor and an acceptor. As shown in
Fig. 2, the ε(1 + /0) and ε(0/1−) levels of VN lie deep
in the band gap. Both the 1+ and 1− charge states are
nonmagnetic.
Boron antisite (BN). A boron atom can substitute for a
lattice N atom to form an antisite defect BN. In this case,
gap states form from the localized B–B bonds. Boron has
two fewer valence electrons than nitrogen, so in the neu-
tral charge state this defect introduces two holes, both
of which occupy the highest defect state, resulting in a
nonmagnetic ground state (S = 0). As neutral BN in-
troduces occupied and unoccupied gap states, this defect
can act as both a single donor and acceptor, with higher
charge states not being stable. The ε(1+/0) and ε(0/1−)
levels are indicated in Fig. 2. Both the 1+ and 1− charge
states have S = 1/2.
Nitrogen antisite (NB). The NB defect forms when a N
atom substitutes for a lattice B atom, leading to the for-
mation of N–N bonds. The N atom has two extra valence
electrons when compared to B, and these electrons fill
the lowest unoccupied NB defect state in a nonmagnetic
(S = 0) configuration. Removing an electron from this
defect orbital results in a positively charged state with
S = 1/2. We find that a 2+ state is never stable. The
ε(1+/0) level occurs around midgap, at 2.56 eV (Fig. 2).
Boron interstitial (Bi). Given the layered nature of h-
BN, the interstitial is essentially intercalated. When a
B atom is present at the intercalated site, a large num-
ber of gap states associated with the atomic levels of
the B atom appear. The Bi defect can act as a donor,
with the 1+ and 2+ charge states becoming stable when
the Fermi level moves closer to the VBM. Bi can also
act as an acceptor when the Fermi level is closer to the
CBM, stabilizing the 1− and 2− charge states. All of
the charge-state transition levels for Bi are presented in
Fig. 2.
Nitrogen interstitial (Ni). Unlike Bi, which forms at an
intercalated site, Ni prefers to incorporate in a split-
interstitial configuration, in which it forms a covalent
bond with a lattice N atom. The end result is similar
to a N2 molecule substituting on a N site. This defect in-
troduces unoccupied gap states which are essentially the
antibonding states of the N2 molecule; consequently, Ni

behaves as an acceptor, with 1− and 2− charge states
being stable. A positive charge state for this defect was
not stable.

2. Formation energies

The formation energies for native point defects in h-
BN are plotted in Fig. 3, for chemical potentials corre-
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sponding to N-rich and N-poor conditions, as detailed in
Sec. II C. In thermodynamic equilibrium, the concentra-
tion of a defect (c) is determined by the formation energy
according to a Boltzmann expression:

c = Nsites exp

(
−E

f [D]

kBT

)
, (4)

where Nsites is the concentration of sites on which the
defect can form (Nsites = 5.7 × 1022 cm−3 for substitu-
tional sites), Ef [D] is the formation energy [Eq. (1)], kB
is the Boltzmann constant, and T is the temperature. If
conditions are close to equilibrium (which is the case in
high-temperature growth or annealing), only defects with
a sufficiently low formation energy will be present in large
concentrations. For the sake of our arguments, we con-
sider temperatures in the range 700–1300 K, which are
typical for chemical vapor deposition of h-BN [7, 8, 24].
Bulk growth is performed at higher temperatures, but
defect equilibria are probably established at lower tem-
peratures during cooldown. Because of the exponential
dependence on formation energy, defect concentrations
are insignificant unless the formation energy is below 2.6
eV when T = 1300 K or below 1.4 eV when T = 700 K.

We first examine the case of N-rich conditions
[Fig. 3(a)], where NB and Ni have the lowest formation
energies. The formation energies of these defects depend
on the Fermi level; the Fermi level, in turn, is determined
by charge neutrality. In the absence of any impurities,
the Fermi level would be pinned at the value for which
the concentrations of positively and negatively charged
point defects are equal, i.e., at the crossing point in the
formation-energy curves of NB and Ni, at 2.18 eV above
the VBM. At this point, the formation energy of NB and
Ni is 4.46 eV, an extremely large value leading to negligi-
ble concentrations of these defects. This implies that the
Fermi level is more likely to be determined by impurities
incorporated into the material; unintentional impurities
will be discussed in Sec. III C. Depending on the impu-
rity, the Fermi level would shift closer to the VBM or to
the CBM, favoring either NB or Ni (which would act as
compensating centers).

For the case of N-poor conditions, the lowest energy
defects are Bi, VN, BN, and Ni. In the absence of im-
purities the Fermi level would again be pinned around
mid gap, where the formation energy of the point defects
is around 5 eV. Again, this indicates a negligible native
defect concentration, and points to the role of impurities
in determining the Fermi level.

Finally, we comment on vacancy and antisite com-
plexes, as several authors have suggested that they play
a role in the defect chemistry of h-BN [11, 58]. We have
calculated the formation energies of several vacancy and
antisite complexes in h-BN; the results are included in
the Supplemental Material [55] (Sec. S3). Zobelli et al.
investigated VB–VN vacancy complexes in the context of
defect migration [58]. However, we find that the neutral
VB–VN complex has a formation energy of 10.05 eV; con-
sideration of other charge states does not significantly

lower the energy of the defect. Tran et al. proposed
that a neutral NB–VN complex could act as a color cen-
ter in h-BN and account for single-photon emission [11].
Again, such a complex has a very high formation energy:
8.15 eV under the most favorable combination of chem-
ical potentials, and considering other charge states did
not substantially lower the energy of the complex. We
conclude that these vacancy and antisite complexes are
unlikely to play a role in h-BN.

3. Defect migration

In Sec. III B 2, we found that native point defects in
h-BN tend to have very high formation energies, and in
the absence of impurities will not form in large concen-
trations under thermodynamic equilibrium. The notion
of equilibrium is important in this argument, raising the
question how equilibrium is achieved. The population of
point defects will be in equilibrium if the relevant migra-
tion barriers are low enough to allow efficient motion of
the defects at a given temperature. By determining the
migration barrier (Eb) for a native point defect, we can
estimate the temperature at which the defect becomes
mobile; above this temperature the system can then be
considered to be in equilibrium (at least with respect to
that particular defect), since it would not be possible to
maintain a non-equilibrium concentration of the defect.
Knowledge of this “annealing temperature” is useful for
various purposes. It allows assessing whether a given
growth temperature is high enough for the assumption of
thermodynamic equilibrium to be valid in the determina-
tion of point-defect concentrations. In situations where
non-equilibrium concentrations of point defects might be
present (for instance, due to low-temperature growth, or
due to intentional damage caused by, e.g., irradiation),
the annealing temperature indicates at what temperature
the point-defect concentration would return to equilib-
rium.

Within transition state theory [59], the rate Γ at which
a defect hops to a neighboring equivalent site can be ex-
pressed as

Γ = Γ0 exp

(
− Eb
kBT

)
. (5)

The prefactor Γ0 is related to a typical phonon frequency;
in h-BN this can be taken as approximately 1014 s−1 [60].
An estimate for the annealing temperature can then be
obtained as the temperature at which the rate Γ = 1 s−1

[61]. We note that the annealing temperature is not very
sensitive to the choice of phonon frequency used as the
prefactor in Eq. (5).
Vacancy migration. Our potential energy surfaces for
migration of VB and VN in the neutral charge state,
calculated using the climbing-image nudged-elastic-band
method [46, 47], are shown in Fig. 4. The paths and mi-
gration barriers for the neutral charge state are similar
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FIG. 3: Formation energies of native point defects in h-BN as a function of Fermi level under (a) N-rich and (b) N-poor
conditions. The slope of each line segment corresponds to the charge state according to Eq. (1). Kinks in the curve correspond
to to charge-state transition levels [Eq. (2) and Fig. 2].
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FIG. 4: Calculated potential energy surfaces for migration
of the neutral boron vacancy (blue squares) and the neutral
nitrogen vacancy (red diamonds) in h-BN. The curves are
drawn as a guide to the eye.

to those reported by Zobelli et al. [58]. Here we have ex-
tended the migration study to include other charge states
of the vacancies. In Table II, the migration barriers for
each of the stable charge states of VB and VN are pre-
sented, along with the annealing temperature.

For VB, the neutral charge state has a migration barrier
of 2.78 eV. There exists some variation between charge
states, but Eb is relatively similar, and the annealing tem-
peratures for these defects are around 1000 K. We can
therefore assume that the concentration of VB is likely
to be in equilibrium when h-BN is grown or annealed at
temperatures above 1000 K. However, VB is “frozen in”

when generated at room temperature, e.g., by electron or
ion irradiation. Indeed, h-BN samples exposed to irradi-
ation have been reported to exhibit VB defects as well as
larger VB-related defect structures [62, 63].

For VN, the migration barriers are much larger; in the
neutral charge state Eb = 5.00 eV. This energy corre-
sponds to the largest barrier that the defect needs to
overcome along its migration path (Fig. 4). Metastable
sites exist along the path, and additional barriers occur to
escape out of those sites, but those intermediate barriers
(on the order of 2.5 eV) are not rate-limiting. The other
charge states exhibit even larger barriers. These barriers
are larger than vacancy migration barriers in graphite
[64]; we attribute this to the need for atoms to move be-
tween second-nearest-neighbor sites in h-BN, as opposed
to first-nearest-neighbor motion in graphite. Because of
the high barriers, these defects do not become mobile un-
til temperatures around 2000 K, much higher than typ-
ical growth and annealing temperatures [7, 8, 24], sug-
gesting they can be present in non-equilibrium concen-
trations when prepared or processed under certain con-
ditions. We note that growth of single crystals by the
high-pressure high-temperature technique is performed
at temperatures as high as 2000 K [5].

Interstitial migration. In Fig. 5, we plot the potential
energy surfaces for migration of Bi and Ni in the neutral
charge state. The stable site for intercalated Bi is just
off-center from the atom above (and below) it. The small
barrier in the potential energy surface is associated with
a reorientation of the B atom with respect to the atoms
in the surrounding layers; this barrier is easily overcome,
but this step is necessary for long-range migration. The
larger barrier originates from traversing the B–N bond
length to a neighboring site; even the larger barrier is
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Defect q Eb (eV) Anneal T (K)

VB 0 2.78 1000

1− 3.09 1110

2− 2.33 840

VN 1+ 5.51 1980

0 5.00 1800

1− 6.05 2180

Bi 2+ 0.81 290

1+ 1.08 390

0 0.51 180

1− 1.05 380

2− 0.54 190

Ni 0 0.83 300

1− 1.00 360

2− 0.88 320

TABLE II: Migration barriers (Eb) for vacancy and interstitial
defects in h-BN. The charge state q is indicated, and the an-
nealing temperature is presented, as calculated using Eq. (5)
assuming a hopping rate of 1 s−1.
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FIG. 5: Calculated potential energy surfaces for migration of
the neutral boron interstitial (blue squares) and the neutral
nitrogen interstitial (red diamonds) in h-BN. The curves are
drawn as a guide to the eye.

very low, at 0.51 eV.
For Ni, the barrier is related to breaking the N–N bond

at the split-interstitial site; the Ni atom moves into the
interplanar region and then to a neighboring N atom,
reforming an N–N bond. The barrier for this process is
again very modest, only 0.83 eV.

The migration barriers for each of the stable charge
states of Bi, listed in Table II, are quite low, indicating
that interstitial B atoms can move very freely in between
the h-BN layers. The annealing temperatures in Table II

indicate that Bi is mobile at temperatures close to room
temperature. This makes it unlikely that Bi would be
present as an isolated defect: Bi will move around un-
til it is annihilated, e.g, at a vacancy or step edge, or
until it can lower its energy by forming a complex with
another defect. Similar arguments apply to Ni: the mi-
gration barriers are low for all charge states, and Ni is
very unlikely to be present as an isolated defect.

Table II shows that, for a given defect, there is no
systematic trend in migration barriers as a function of
charge state. We attribute this to the fact that migra-
tion paths and barriers are governed by local bonding,
which depends on the local electronic and spin state of
the defect. The occupation of defect levels in the gap af-
fects the strength of bonding, and the defects levels and
the electronic structure change as the defect moves along
the migration path. These properties are charge-state
dependent, and hence do not necessarily follow simple
trends.

We have also examined migration of antisites, but all
possible paths lead to very high migration barriers.

As discussed in Sec. III B 2, interstitial defects are more
likely to form when the Fermi level is closer to the band
edges, which would occur when dopant impurities are
present. Under those conditions the interstitials will act
as compensating centers, occurring in a charge state op-
posite to that of the dopant, and they would be Coulom-
bically attracted to the impurities and possibly form a
complex. In the next section [Sec. III C] we will discuss a
number of impurities that can be unintentionally present
in h-BN.

C. Carbon, oxygen and hydrogen impurities in
h-BN

As noted in Sec. III B 2, in the absence of any impuri-
ties, the native point defects in h-BN all have high forma-
tion energies. Impurities are therefore expected to play
a dominant role in the defect chemistry. Certain impuri-
ties are likely to be present unintentionally in the growth
environment, and it is important to assess whether they
can be incorporated during growth. Carbon and oxygen
impurities have been found to be present in III–nitrides
[65–67], e.g., in GaN [68], AlN [69], as well as BN [70].
Hydrogen is also a ubiquitous impurity, and it is often
part of the growth process: for growth of h-BN by chem-
ical vapour deposition, hydrogen-containing precursors
such as borazine (N3H3B3H3) [7] or ammonia borane
(NH3BH3) [8] are used.

Our calculated formation energies for the various im-
purities, as well as likely complexes, are shown in Fig. 6.
The charge-state transition levels are shown in Fig. 7.
Comparing Fig. 6 with Fig. 3 immediately shows that im-
purities can have far lower formation energies than native
point defects.

Below we discuss the electronic, energetic and migra-
tion properties of these impurity-related species. The im-
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FIG. 6: Formation energies of impurity-related defect centers in h-BN as a function of Fermi level in N-rich and N-poor
conditions for, (a)-(b) C impurities, (c)-(d) O impurities and (e)-(f) H inpurities. The slope of each line segment corresponds
to the charge state according to Eq. (1); kinks in the curves correspond to charge-state transition levels [Eq. (2)].
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FIG. 7: Charge-state transition levels [Eq. (2)] for impurity-related defect species in h-BN. Defect levels related to C are shown
in orange, due to oxygen in blue, and hydrogen in red.

purity geometries are presented in Supplemental Material
[55] (Sec. S2). Some of these geometries were reported
previously [34, 54].

1. Carbon

For carbon, we investigate substitution at either a B
or a N site (CB; CN). Based on the formation energies
[Figs. 6(a) and (b)], it is clear that substitutional carbon
is easily incorporated. CB is most favorable under N-rich
conditions, and acts as a donor; the (1+/0) level is at 3.71
eV above the VBM (Fig. 7). Under N-poor conditions,
CN is dominant; this is an acceptor-type defect with a
(0/1−) level 2.84 eV above the VBM.

For the case of CB, localized C–N bonding and anti-
bonding states form. In the neutral charge state, CB

introduces one excess electron, and this occupies an
antibonding-like state in the band gap, resulting in a
paramagnetic S = 1/2 center. The defect state is de-
rived from C and N 2pz orbitals. In the +1 charge state,
CB is nonmagnetic.

For CN, a single hole is introduced in the neutral charge
state. This hole occupies a bonding orbital with mostly
C 2pz character and some mixing with the surrounding
B 2pz states. The neutral charge state is magnetic with
S = 1/2; the defect acts as a single acceptor, and the
negative charge state is nonmagnetic.

We have also investigated an interstitial C atom (Ci).
The C atom sits at an intercalated site. Ci acts as an ac-
ceptor, with a (0/1−) level 2.40 eV above the VBM, and
a (1−/2−) level 4.45 eV above the VBM (Fig. 7). The
formation energy of Ci is very high [Figs. 6(a) and (b)],
and this defect is unlikely to be present in thermody-
namic equilibrium; however, the migration properties of
Ci are important for understanding how C impurities are

Defect q Eb (eV) Anneal T (K)

Ci 0 1.01 360

1− 0.86 310

2− 0.92 330

Oi 0 0.53 190

2− 0.35 130

Hi 1+ 0.75 270

1− 0.46 170

TABLE III: Migration barriers (Eb) for interstitial impurities
in h-BN. The charge state q is indicated, and the annealing
temperature is presented, as calculated using Eq. (5) assum-
ing a hopping rate of 1 s−1.

incorporated unintentionally during growth, or in doping.
The migration barriers are presented in Table III. The
migration barrier is low for all charge states, suggesting
that Ci moves freely at the intercalated site (consistent
with the findings for Bi). Given the high formation en-
ergy and low migration barrier of Ci, this defect would
either diffuse out of the sample, or migrate until it is
annihilated by a vacancy to form CN or CB, or until it
forms a complex with some other charged defect.

2. Oxygen

For O impurities, we consider substitution at an N site
only (ON); oxygen on the boron site (OB) has an ex-
tremely large formation energy. The formation energies
[Figs. 6(c) and (d)] indicate that ON can easily incor-
porate, particularly under N-poor conditions, and this
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defect could be present in large concentrations. ON is a
deep donor, with an (1+/0) level 5.33 eV above the VBM
(Fig. 7).

For ON, localized B–O defect states form; in the neu-
tral charge state, an excess electron is introduced, which
occupies an antibonding-like gap state with O and B 2pz
orbital character. Since the gap state is singly occupied,
O0

N is paramagnetic with S = 1/2. The +1 charge state
is nonmagnetic.

Since ON acts as a donor, it will shift the Fermi level
towards the CBM, and lower the formation energy of
native defects with acceptor character. In addition, com-
plex formation between the donor and acceptor may oc-
cur. In particular, we have explored a complex between
ON and VB [included in Figs. 6(c) and (d)]; this VB–ON

complex could be considered an analog to the NC–VC
center in diamond. This defect acts as a deep acceptor,
but its formation energy is high. In the neutral charge
state, VB–ON has two unoccupied gap states in the mi-
nority spin channel, and prefers a HS state with S = 1;
the defect can accept up to two electrons.

Oxygen impurities can also incorporate as an intersti-
tial (Oi), between the h-BN layers. Oi acts as a double
acceptor, with a (0/2−) level 2.93 eV above the VBM
(Fig. 7). The 1+ charge state is never stable, i.e., Oi be-
haves as a “negative-U” center. The formation energy is
lowest under N-rich conditions. The difference between
N-rich and N-poor conditions arises because for the pur-
poses of Figs. 6(c) and (d) we assume the oxygen chemical
potential µO to be set at the solubility limit, which is de-
termined by equilibrium with B2O3 (see Sec. II C). When
oxygen is incorporated unintentionally, µO is probably
well below this extreme limit, leading to large formation
energies and relatively low concentrations of Oi in h-BN.

Still, the migration barriers for Oi are important to un-
derstand the kinetics of O incorporation; the barriers are
listed in Table III. The Oi defect is highly mobile, even
at room temperature, and would be very easily incorpo-
rated if its formation energy were low enough. Given its
high mobility, Oi would then likely form complexes and
we do not expect it to be present as an isolated defect.

3. Hydrogen

Interstitial hydrogen (Hi) is a common impurity in
many semiconductors, and is typically amphoteric [71];
i.e, Hi will behave as a donor under p-type conditions,
and as an acceptor under n-type conditions. We find the
same behavior in h-BN [Figs. 6(e) and (f)]. Hi sits at an
intercalated site, and has a (1+/1−) level 3.29 eV above
the VBM (Fig. 7), consistent with the value found in
Ref. 72. The formation energy of Hi is low, particularly
near the band edges which suggests Hi can be incorpo-
rated easily and may behave as a charge-compensating
center.

The migration properties of Hi are presented in Ta-
ble III. This defect is has a low migration barrier, with

Eb = 0.75 eV for H1+
i , and Eb = 0.46 eV for H1−

i . This
suggests that Hi is highly mobile, even at room temper-
ature. We thus expect that Hi will form complexes with
charged defects and impurities in h-BN.

Hydrogen atoms interact strongly with vacancy defects
in III–nitrides [73]. We have therefore investigated com-
plexes of VB with one, two, or three hydrogen impuri-
ties (VB–H; VB–2H; VB–3H). The formation energy of the
VB–H complexes can be low, and is lowest under N-rich
conditions, which favor the formation of boron vacancies
[Figs. 6(e) and (f)]. Hydrogen can also form complexes
with VN; these are all found to have very high formation
energies, and they will not be discussed further here.

The singly decorated VB–H complex behaves similar
to VB, with one of the N sp2 dangling bonds passivated
by hydrogen. VB–H thus acts as a double acceptor. The
neutral charge state is HS with S = 1; the 1− and 2−
charge states have S = 1/2 and S = 0, respectively. The
acceptor levels are deep; the (0/1−) and (1− /2−) levels
are shown in Fig. 7. In VB–2H, two of the sp2 dangling
bonds on N atoms are passivated, and this defect acts as a
single acceptor, with S = 1/2 in the neutral charge state.
The 1− charge state is nonmagnetic. The fully passivated
VB–3H has a low formation energy of 0.95 eV under N-
rich conditions, suggesting that it can be present in large
concentrations. It is stable only in the neutral charge
state and therefore this defect is electrically inactive.

Given that Hi and its complexes with VB (VB–3H, VB–
2H and VB–H) have low formation energies, it is impor-
tant to understand how these defects interact, and what
is the binding strength of hydrogen in these complexes.
This is best expressed in terms of a removal energy Er,
as defined in Ref. 73. The removal energy for a vacancy
complex initially containing n H atoms, i.e., n → n − 1,
is:

Er(n→ n− 1) = −Ef [VB − nH]

+ Ef [VB − (n− 1)H] + Ef [Hi] . (6)

The overall charge state of the complex cannot change
during the removal process, because the typical time for
carrier capture at a deep level [74] is much longer than
the time scale on which the hydrogen motion occurs. We
therefore enforce the same charge state for the initial
complex and the sum of the “reaction products.” Be-
cause Hi is amphoteric, in some cases more than one
charge-conserving reaction pathway exists. The results
listed in Table IV are for the lowest-energy pathway for
each charge state of each complex.

To remove a hydrogen atom from the neutral VB–3H
complex requires Er = 2.34 eV. All of the other removal
processes require even higher energies. This suggests that
very high temperatures would be required to dehydro-
genate these vacancy complexes. Once formed, the VB–
nH complexes are therefore likely to be stable in h-BN.
There is a possibility, however, that hydrogen could be
removed from VB complexes by electron irradiation; we
note that irradiation is used to create SPEs in h-BN.
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Defect q Er (eV)

VB–3H 0 2.34

VB–2H 0 2.90

1− 5.18

VB–H 0 3.53

1− 5.69

2− 4.13

TABLE IV: Hydrogen removal energies Er [Eq. (6)] from
boron vacancy complexes.

IV. DISCUSSION AND COMPARISON WITH
EXPERIMENT

A. Prospects for n-type or p-type doping

Native point defects can act as compensating centers
when intentional doping is attempted. Achieving n- and
p-type doping of h-BN is an area of active experimen-
tal research [14, 15, 75]. For p-type doping (Fermi level
close to the VBM), NB is the lowest-energy compensat-
ing defect under N-rich conditions [Fig. 3(a)], while Bi
and VN are lowest under N-poor conditions [Fig. 3(b)].
For n-type doping (Fermi level close to the CBM), the
dominant compensating defect is Ni under both N-rich
and N-poor conditions. As noted in Sec. III B 3, the in-
terstitial defects are highly mobile; it is therefore likely
that during cooldown they would form a complex with
the dopant impurities.

We note that unintentional impurities can also act as
compensation centers. Interstitial hydrogen is ampho-
teric and would therefore compensate both p-type and
n-type material. The low formation energies of impurity
species suggests that their concentrations would need to
be controlled in order to achieve doping. However, as has
been well documented in GaN [76], hydrogen can play a
beneficial role during growth of p-type material, and can
be removed in a post-growth activation anneal. Oxygen
acts as a donor and would compensate p-type material;
similarly, CB acts as a compensating donor, while CN acts
as a compensating acceptor that would passivate n-type
material.

Our discussion assumed that p-type and n-type dop-
ing would be feasible in h-BN, but that is by no means
certain. In a recent study of candidate acceptors [77], we
found that h-BN exhibits a strong tendency to form small
polarons in the vicinity of acceptor impurities, which pro-
hibits the Fermi level from moving close to the VBM. We
also expect n-type doping to be very difficult, due to the
energy of the CBM being very high (close to the vacuum
level) on an absolute energy scale [72, 78]. Indeed, we
found that ON, which would seem the best candidate for
n-type doping, forms a deep level (Fig. 7). We therefore
suggest that achieving actual n- or p-type doping will not
be possible in h-BN.

B. X-ray measurements

A recent study by McDougall et al. combined experi-
ment and DFT calculations to investigate the impact of
point defects on the X-ray Absorption Near-Edge Struc-
ture (XANES) of h-BN [54]. The authors measured ex-
perimental XANES spectra for a number of different sam-
ples including sputtered films, single crystals and pow-
ders; by comparing these results with DFT-calculated
spectra for supercells containing point defects, the au-
thors concluded that ON, CB, VB–3H were the most dom-
inant defects in these samples. These findings are in ex-
cellent agreement with our calculated results presented
in Fig. 6, since we found that these defects have low for-
mation energies and are likely to form. This experimen-
tal result is also in agreement with our key finding that
impurities play the dominant role in determining defect
equilibrium in h-BN, rather than native point defects.

C. 4.1 eV Luminescence

Luminescence with a ZPL at 4.1 eV has been observed
in bulk crystals of h-BN grown at high temperature and
pressure [5] and in h-BN samples grown by chemical va-
por deposition [79]. The 4.1 eV line has been observed in
experiments with sub-band gap and above-band gap ex-
citation [79] and is known to exhibit weak coupling to the
bulk phonon modes, resulting in a low Huang-Rhys fac-
tor [79]. The emission line persists following irradiation
of the h-BN samples [80]. Given the robust nature of this
emission line and its presence irrespective of the growth
technique, it is tempting to conclude that the origin of
the 4.1 eV emission is a native point defect in h-BN.

A number of proposals have been put forth to ex-
plain the origin of this 4.1 eV line. Some of the pro-
posals centered around the CN acceptor; carbon is indeed
likely to be present as an unintentional impurity in h-BN.
Based on temperature-dependent photoluminescence ex-
periments, Du et al. proposed that the 4.1 eV line orig-
inates from a donor-acceptor pair (DAP) recombination
involving a shallow VN donor and a deep CN acceptor [20].
Katzir et al. proposed that the 4.1 eV emission originates
from recombination of a conduction-band electron with
a neutral CN defect [17]. With regard to the DAP re-
combination model, our results [Fig. 2] clearly show that
the donor level for VN is deep in the gap, ruling out this
model; moreover, to the best of our knowledge, no shal-
low donors have been identified in h-BN. Shallow-donor
to deep-acceptor transitions are thus highly unlikely in
h-BN. Regarding the nature of the deep acceptor, our
calculations show that recombination of electrons in the
conduction band with the (0/1−) level of CN gives rise
to a ZPL at 3.1 eV. This is so far away from the observed
4.1 eV line that we can confidently rule out CN as the
source of the 4.1 eV emission.

While CN cannot account for the 4.1 eV emission, we
note that CB has a (0/+) level at 3.71 eV above the VBM.
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Recombination with holes in the valence band would lead
to a ZPL at this energy, which is not too far from the ob-
served 4.1 eV emission. XANES measurements on pow-
der and CVD-grown samples of h-BN have observed ev-
idence of carbon impurities that are substituted on the
boron site [54].

We can also inspect our comprehensive results on point
defects and complexes to try and identify likely sources of
the 4.1 eV emission. For optical transitions that involve
a carrier in the valence band or conduction band (i.e.,
free-to-bound transitions), the ZPL is given simply by
the energy difference between the defect levels in Fig. 2
and the band edge. This analysis neglects the possibil-
ity of defect-to-defect transitions. This is justified since
all of the defects we have investigated in this study are
deep and lead to localized wave functions. Furthermore,
there is no evidence of shallow dopants in h-BN. Hence,
the spatial overlap between the wave functions of two de-
fects will be low and will lead to weak transitions. We
also do not consider intra-defect transitions here; these
transitions are beyond the scope of the present investi-
gation, but cannot be ruled out.

We first consider the self-interstitials. Bi exhibits a
(0/1−) level at 3.95 eV and a (1−/2−) level at 4.47 eV
above the h-BN VBM. The position of these levels could
make Bi a candidate for the 4.1 eV emission; however, we
found that the interstitial has a very low migration bar-
rier (Table II), making it mobile even at room tempera-
ture. Isolated Bi are thus unlikely to be present in h-BN,
Complexes between Bi and impurities could in principle
occur, but we note that the formation energy of Bi is very
high (Fig. 3). The boron interstitial is thus not likely to
be a source of the 4.1 eV emission. Nitrogen interstitials,
which act as acceptors, have much lower formation ener-
gies. They are also very mobile but could form complexes
with donor impurities such as ON.

Turning to the antisites, the positions of the defect
levels (Fig. 2) are such that they are unlikely to be re-
sponsible for the 4.1 eV line. In addition, both antisites
have high formation energies and are therefore unlikely
to be present in as-grown h-BN.

The same arguments apply to vacancies: the defect
levels are such that they are unlikely to give rise to 4.1
eV emission, and they are high in energy. However, an
interesting possibility arises in the case of boron vacan-
cies: we have found that complexes between VB and hy-
drogen or oxygen have low formation energies (Fig. 6).
Hydrogen and oxygen are common impurities that can
be unintentionally present during growth or processing.
The formation energies of the complexes with hydrogen,
in particular, are very low. If boron vacancies are present
in h-BN, it is likely in hydrogenated form. VB–H has a
(1−/2−) level at 4.34 eV (Fig. 7), which would give rise
to emission at this energy by recombination with a hole
in the VBM. VB–H also has a (0/1−) level at 1.65 eV
above the VBM; recombination with an electron in the
CBM would lead to a ZPL at 4.29 eV. The VB–2H com-
plex has an even lower formation energy and a (0/1−)

level at 1.54 eV above the VBM; recombination with an
electron in the CBM would lead to a ZPL of 4.4 eV.

We have thus identified a number of candidates for the
4.1 eV emission line; explicit calculations of the lumi-
nescence lineshape [81, 82] will be necessary in order to
establish whether these candidate centers can give rise
to the type of sharp emission that is experimentally ob-
served.

D. 2 eV Luminescence

Measurements on irradiated or annealed h-BN samples
have also frequently shown narrow emission lines with
energies that range from 1.6 eV to 2.2 eV [27, 83, 84];
here we broadly refer to these lines as the “2 eV lumines-
cence”. Emissions in this range of energies exhibit clear
ZPLs and evidence of single photon emission [27]. Ex-
amining our calculated thermodynamic transition levels
in Fig. 2 and Fig. 7 allows us to identify plausible defects
that may give rise to a free-to-bound transition in the
energy range of 1.6 eV to 2 eV.

Boron self-interstitials have a (2+/1+) level at 1.88 eV
above the VBM. While this is in the range of the emission
energies observed, boron interstitials are highly mobile
(Sec. III B 3) and have a high formation energy. The BN

antisite has a (1+/0) level at 2.13 eV above the VBM,
but again the formation energy of the boron antisite is
quite large. Among vacancies, the hydrogenated boron
vacancies are most likely to form. The VB–H complex
has a (0/1−) level at 1.65 eV above the VBM, and hence
recombination with holes in the VBM would lead to a
ZPL at that energy; the complex also has a (1−/2−) level
at 4.34 eV above the VBM, for which recombination with
electrons in the CBM would lead to a ZPL at 1.6 eV.

It has also been suggested that the 2 eV emission is as-
sociated with an internal transition involving an excited
state of the defect [11]. Bright emission requires that the
internal transition occur between gap states in the same
spin channel. We find that VB and its complexes with
hydrogen or oxygen form a high-spin state with two or
more gap states in the same spin channel. We also find
that interstitials that are incorporated at an intercalated
site (and couple weakly to the lattice) have multiple gap
states in the same spin channel. Of the interstitials we
have investigated, Bi, Ci, and Oi in particular exhibit
these features in their electronic structure. However, as
we discuss in Sec. III we find these defects to have low
migration barriers; they are likely to be mobile at room
temperature and are more likely to exist as a complex
with another charged defect. It is conceivable that these
complexes also exhibit multiple gap states in the same
channel which is essential for an internal transition. De-
fect complexes comprising multiple point defects, such as
VN–CB [85, 86], have also been suggested to give rise to
multiple gap states in monolayer h-BN. None of the re-
maining isolated point defects that we have investigated,
either native defects or impurities, exhibit multiple gap
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states in their electronic structure; this precludes them
from being a source of the 2 eV emission due to an inter-
nal transition.

V. SUMMARY AND CONCLUSIONS

We have investigated the energetic, electronic, and mi-
gration properties of native point defects and common
impurities in h-BN. Isolated native point defects in h-
BN have extremely high formation energies, and in the
absence of impurities are unlikely to form in observable
concentrations under thermodynamic equilibrium. In-
terstitial defects are too mobile to be stable as isolated
defects, but could be present in complexes with (inten-
tional or unintentional) dopant impurities. Vacancy de-
fects have much higher migration barriers and could be
present in non-equilibrium conditions, for instance after
irradiation. The defect chemistry of h-BN is likely dom-
inated by C, O and H impurities. Complex formation
with hydrogen or oxygen significantly lowers the forma-
tion energy of boron vacancies.

Based on our calculated results, we discussed mecha-
nisms for the experimentally observed 4.1 eV and 2 eV
emission lines. We can exclude CN as a source for the 4.1
eV emission, and suggest alternative assignments, with

CB as one possibility. For SPEs around 2 eV, we pro-
pose interstitials or their complexes as plausible centers.
Overall, our results provide essential information towards
identifying the microscopic origin of SPE in h-BN.
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