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Abstract 
Van der Waals (vdW) heterostructures of transition-metal dichalcogenide (TMD) 

semiconductors are central not only for fundamental science, but also for electro- and 
optical-device technologies where the interfacial charge transfer is a key factor. Ultrafast 
interfacial charge dynamics has been intensively studied, however, the atomic scale insights into 
the effects of the electron-phonon (e-p) coupling are still lacking. In this report, using time 
dependent ab initio non-adiabatic molecular dynamics (NAMD), we study the ultrafast interfacial 
charge transfer dynamics of two different TMD heterostructures MoS2/WS2 and MoSe2/WSe2, 
which have similar band structures but different phonon frequencies. We found that MoSe2/WSe2 
has softer phonon modes compared to MoS2/WS2, and thus phonon-coupled charge oscillation can 
be excited with sufficient phonon excitations at room temperature. In contrast, for MoS2/WS2, 
phonon-coupled interlayer charge oscillations are not easily excitable. Our study provides an 
atomic level understanding on how the phonon excitation and e-p coupling affect the interlayer 
charge transfer dynamics, which is valuable for both the fundamental understanding of ultrafast 
dynamics at vdW hetero-interfaces and the design of novel quasi-2D devices for optoelectronic 
and photovoltaic applications. 
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Introduction 
Van der Waals (vdW) heterostructures composed of two-dimensional (2D) transition metal 

dichalcogenides (TMDs) have optical band gaps in the visible spectral region and strong 
light-matter interactions.[1-7] This makes them of potential interest to different applications in the 
field of electronics, optoelectronics and energy-harvesting.[2, 3, 8-14]  

For the applications in solar energy conversion and optoelectronics, efficient charge 
separation is a key factor, which can be accomplished by fast interlayer charge transfer. Most 
vertically-stacked TMD heterostructures show type II band alignment where the conduction band 
minimum (CBM) and the valence band maximum (VBM) reside on different layers.[15-19] Such 
feature facilitates the electron-hole separation after a photoexcitation, and consequently, increases 
the photocarrier lifetime. However, fast carrier transport is typically associated with materials with 
strong chemical bonding rather than with materials that have atomically sharp interfaces and are 
bound by vdW forces, as in the case of TMD heterostructures. Furthermore, excitons in single 
layer TMDs have large binding energies of the order of 0.6 - 1.0 eV, and their wave functions are 
localized in 2D.[4, 5, 20-22] These factors are expected to inhibit interlayer charge transfer in the 
TMDs.  

There have been intensive investigations to understand the interlayer charge transfer 
dynamics in TMD heterostructures recently.[9, 23-29] Contrary to common expectations, ultrafast 
interlayer charge transfer has been experimentally observed in different TMD heterostructures.[9, 
23-25] For example, Hong et al. used resonant femtosecond pump pulse to selectively excite 
intralayer excitons in MoS2, and transient absorption to probe the subsequent charge transfer. This 
study found that the holes quickly transfer to WS2 layer due to the type II band alignment, whereas 
electrons remain in the MoS2 layer, forming an interlayer exciton. The transient absorption signals 
from the photoexcited electrons in MoS2 and holes in WS2 had a rise time within 50 fs. In other 
transient absorption measurements on MoS2/MoSe2, Ceballos et al. also found an instrument 
limited time scale of less than 200 fs for both the hole and electron transfer.[23] Moreover, Zhu et 
al. reported an efficient quenching of photo-luminescence from intralayer exciton to interlayer 
exciton by the interlayer charge transfer when a MoS2/WSe2 heterojunction is formed.[24]  

It is essential to understand the unexpected ultrafast interfacial charge transfer at atomic scale. 
As already shown in some of the investigations on ultrafast carrier dynamics in TMD systems,[28, 
30] the dynamics of electrons are naturally coupled to the motion of nuclei, namely, the phonons. 
The development of time-dependent non-adiabatic molecular dynamics (NAMD) makes it 
possible to investigate the excited carrier dynamics and their coupling to phonons using 
state-of-the-art ab initio calculations.[31] Combined time-dependent DFT (TDDFT) with fewest 
switches surface hopping (FSSH) scheme, the excited carrier dynamics have been investigated in 
different condensed matter systems.[32-35] We have used this method to investigate the 
time-dependent excited carrier dynamics at various surfaces and interfaces.[28, 36, 37] In our 
recent work, the phonon-assistant ultrafast excited hole transfer at MoS2/WS2 is revealed.[28] In 
order to systematically understand how the electron-phonon (e-p) coupling affect the ultrafast 
carrier dynamics at TMD interface, we use ab initio non-adiabatic molecular dynamics (NAMD) 
to investigate the excited interfacial electron transfer at two different TMD heterostructures 
MoS2/WS2 and MoSe2/WSe2. These two different TMD heterostructures have similar band 
structures but different phonon frequencies. It is found that for both of them, the electron transfer 



is mostly coupled with the A1 intralayer optical phonon mode. By replacing S with Se, A1 phonon 
mode is soften in MoSe2/WSe2 and therefore more phonons can be easily excited at room 
temperature. Such sufficient phonon excitation can drive electron oscillation between 
MoSe2/WSe2. When temperature is reduced from room temperature to 100 K, such charge 
oscillation is suppressed along with the phonon frozen. In contrast, in MoS2/WS2, the phonons 
have relatively high frequencies that are not easily excited at room temperature. Therefore, the 
phonon-coupled electron oscillation is not observed. The atomic level insights into how the 
exciton binding and e-p coupling affect the carrier dynamics at vdW TMD heterostructure 
interface is not only valuable for the fundamental understanding of the ultrafast interface charge 
transfer, but also provide a new strategy for the design of novel quasi-2D devices for 
optoelectronic and photovoltaic applications. 
 

METHODOLOGY 
The ab initio NAMD simulations are carried out using home-made code Hefei-NAMD [38] 

which augments the Vienna ab initio simulation package (VASP)[39-42] with the NAMD 
capabilities within TDDFT and FSSH similar to ref. [32, 43, 44]. This approach is 
computationally tractable and has been utilized in several studies of the relaxation progress of 
photo-generated carriers in semiconducting materials.[33, 36] The electron-nuclear interactions 
are described using projector augmented wave (PAW) method.[45] We use the 
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional in all calculations.[46] VdW 
interactions are included in the simulations using the D2 approach.[47] The TMD heterostructures 
are modeled using an orthogonal 3×3 supercell with 108 atoms with Brillouin Zone (BZ) sampled 
at the Γ point. The optimized lattice constants of MoS2 and WS2 monolayer are identical to the 
third number after the decimal point i.e. 3.185 Å. For MoSe2 and WSe2, the optimized lattice 
constants are 3.320 and 3.318 Å, respectively. We use the lattice constants of 3.185 and 3.320 Å 
for MoS2/WS2 and MoSe2/WSe2. Seven irreducible K points including the Γ and K points of the 
primitive cell BZ are included and can be assigned by unfolding the energy bands.[48] The 
electronic structure is calculated using the optimized geometry at 0 K. After the geometry 
optimization, we use velocity rescaling to bring the temperature of the system to either 300 or 100 
K; a 5 ps microcanonical ab initio molecular dynamics trajectory is then generated with a time 
step of 1 fs. The NAMD results are obtained by averaging over 100 different initial configurations 
chosen randomly from the first 3 ps of the molecular dynamics trajectory. For each chosen 
structure, we sample 2×104 NAMD trajectories 2 ps in length.  

The extent of charge transfer from one TMD layer to another is computed by integrating the 
photo-excited carrier density over the region of the simulated cell occupied by one of the TMD 
layer, e.g. WS2, 

 
 න ,ݎሺߩ ݎሻ݀ݐ ൌ න|߰ሺݎ, ݎሻ|ଶ݀ݐ ൌ  ܿכሺݐሻ, ܿሺݐሻ න ߮כሾݎ, ܴሺݐሻሿ߮ሾݎ, ܴሺݐሻሿ  ሺ1ሻ           ݎ݀

   
 



where ߩ  is the photo-excited charge density, ߰  is the total wave function, which can be 
expanded into the Kohn-Sham wave functions ߮ and ߮ with ܿ  and ܿ as the coefficients. The 
coefficients represent the occupation of excited carriers on Kohn-Sham orbitals. Taking the 
time-derivative of Eq. (1) gives the expression for adiabatic (AD) and non-adiabatic (NA) 
contribution to charge transfer: 

   ݀  ,ݎሺߩ ݐ݀ݎሻ݀ݐ ൌ  ቊ݀൫ܿכ ܿ൯݀ݐ න ߮כ ߮݀ݎ  ܿכ ܿ ݀  ߮߮כ݀ݐ݀ݎ ቋ                ሺ2ሻ 

The change in the charge density described by the first term on the right hand side of Eq. (2) 
is due to change of state occupation of the adiabatic KS states, which we refer to as non-adiabatic 
transition term. The second term describes effects due to changes of localization of the KS 
adiabatic state, hence the name adiabatic transfer. The contribution to the total charge transfer is 
obtained by further integrating the two terms on the right hand side of Eq. (2). The more details of 
the calculation methods can be found in the Supplemental Material.[39, 42-44, 46, 48-50] The 
discussion of spin orbital coupling effects, stacking effects, K-grid effects and different functional 
effects are also included in the Supplemental Material.[5, 19, 48, 51-55] 

 

Results and Discussion 
 
A. Electronic structure  

We choose the most stable C7 stacking to investigate.[19] Before describing the NAMD 
results, we first inspect the electronic band structures of the MoS2/WS2 and MoSe2/WSe2 using the 
primitive cell with (11×11×1) K points as shown in Fig. 1 (a-b). As can be seen, the band 
structures of these two heterostructures show significant similarities. Both of them have type II 
band alignment. Valence band maximum (VBM) and conduction band minimum (CBM) are 
located on WX2 (X=S, Se) @Γ and MoX2@K respectively. As indicted by the color strip in Fig. 1 
and the corresponding orbital distributions, the orbital hybridization varies with the momentum 
within a band. For conduction bands (CBs) at the K point, the interlayer hybridization is weak 

because the dominant metal  and S (Se)  orbitals are mostly localized 

within the TMD layer. There is another local energy minimum in the CB of MoX2, which is 
located midway along the T path between Γ and K (noted as MX2@T). The interlayer 
hybridization at this point is relatively stronger. In this report we focus on the electron dynamics 
schematically shown in Fig. 1 (c). The intralayer exciton is firstly excited at WX2@K, and 
subsequently the excited electron transfers to MoX2. In the latter process, the scattering with 
phonon is required. Recent experimental measurements proved that the interlayer exciton 
formation in MoX2/WX2 with both electron and hole localized at K/K’ points in momentum 
space.[56-59] Therefore in this investigation we consider the excited hole remains at K point in 
the valance band of WX2 (WX2@K_VB), and the intralayer exciton converts into an interlayer 
exciton after the electron transfer. The electron transfer route can be through WX2@K directly to 
MoX2@K. It can also transfer from WX2@K first to MoX2@T, and then relax to MoX2@K which 

dxy  and dx2 −y2 px  and py



is the CBM. In all the investigations we take the energy of WX2@K_VB, where the excited hole 
located, as the energy reference.  

 
Figure 1. Band structures and orbital spatial distributions of (a) MoS2/WS2 and (b) MoSe2/WSe2 

heterostructures. The energy of WX2@K_VB is set to zero. The color strip indicates the 
localization of the states. The photoexcitation and the initial electron/hole distribution is indicated 
in (a-b). The schematic of electron transfer in TMD heterostructure is shown in (c).  
 
B. Thermal Fluctuations of the CB states  

We focus on the electronic states that are involved in the dynamics near CBM considering 
that we are investigating the electron transfer at TMD heterostructure interface. The energy 
evolution of the states near CBM for MoX2/WX2 at 300 and 100 K are shown in Fig. 2 (a-d). Here 
we use the same color map as in Fig. 1 to show the orbitals localization. Because we are using an 
orthogonal 3×3 supercell, the two degenerate states at T and K points of the optimum structure 
become non-degenerate during the molecular dynamics. For both systems, CB states at MoX2@K 
and WX2@K are represented by the deep blue and red lines. The hybridized MoX2@T states are 
represented by light blue lines in between the two states.  

Electron-phonon coupling induces the oscillation of the Kohn-Sham eigen-energies as shown 
in Fig. 2 (a-d). First, for both systems, the energy oscillation at 300 K is stronger than that at 100 
K, because more phonons are thermally excited at 300 K. Second, comparing MoS2/WS2 with 
MoSe2/WSe2, one can find that at the same temperature the oscillation amplitudes of MoSe2/WSe2 
eigen-energies are much larger. In order to understand this, we performed Fourier transform (FT) 
of the time evolution of selected states (MoX2@K, MoX2@T and WX2@K) for the two 
heterostructures at 300 and 100 K, as can be seen in Fig. 2 (e-h). For MoS2/WS2, the major peaks 
appear around 400 cm-1 at both temperatures, whereas they redshift to about 230 cm-1 in 
MoSe2/WSe2. In MoSe2/WSe2, at 100 K the peak around 350 cm-1 has higher intensity than that at 
300 K. This might be due to the different initial phonon excitations in the molecular dynamics at 
100 and 300 K. By comparing the peak positions with Raman scattering experiments and first 
principle calculations,[51, 60-62] we are able to attribute the major peaks in both systems to the 
A1 vibration mode. The redshift in MoSe2/WSe2 is due to different chalcogen masses and 
chemical bond strengths. Based on the analysis above, we propose that A1 is the major mode 
coupled with the electronic states near CBM. More photons will be excited in MoSe2/WSe2 than 



that of MoS2/WSe2 at the same temperature because A1 is much softer in the former case, which 
results in the observed stronger energy oscillations. 

 
Figure 2. Time evolutions of the energy states near CBM (a-d) and FT spectrum of the selected 
states (e-h) of MoX2/WX2 (X=S, Se) heterostructures at 300 and 100 K. The energy reference in 
(a-d) is the averaged energy of WX2@K_VB, and the color map shows the orbital localization.  
 
C. Phonon-coupled charge oscillations 

We then proceed to investigate the electron transfer process at the heterostructure interface 
with NAMD, starting with MoSe2/WSe2. The photoexcited electron was initially populated at 
WSe2@K state, and the results are shown in Fig. 3. Time-dependent electron transfer between the 
two layers can be obtained from NAMD calculations by projecting the electron localization onto 
the MoSe2 and WSe2 layers, as is shown in Fig. 3 (a-b). Moreover, time-dependent electron 
energy changes can also be deduced by evaluating the electron probability distribution for selected 
energy states from NAMD, as can be seen in Fig. 3 (c-d). By comparing the time-dependent 
localization and energy, the electron relaxation route in both real and momentum spaces can be 
obtained.  



At 300 K, the electron localization on the WSe2 layer [red line in Fig. 3 (a)] decreases from 
90% to 10%, and the electron energy [dashed line in Fig. 3 (c)] drops to CBM within 1000 fs. 
From Fig. 3 (a) it is interesting to see that the interlayer charge transfer is accompanied by a 
charge oscillation with a damped amplitude during the first 400 fs. We notice that the period of 
such an oscillation is roughly the same as that of the A1 mode. In the momentum space, such an 
oscillatory charge transfer process happens between WSe2@K and MoSe2@T, followed by an 
intralayer charge relaxation from MoSe2@T to MoSe2@K. Both of these processes are intervalley 
charge transfer, and we propose that the phonons play a crucial role here.  

 
Figure 3. Non-adiabatic molecular dynamics results of MoSe2/WSe2 at 300 and 100 K, 
respectively. (a-b) Time-dependent electron spatial localization and (c-d) electron energy change 
at 300 and 100 K. In the upper part of (a-b) the red and blue lines shows the spatial electron 
localization on WSe2 and MoSe2 and in the lower part the green and cyan lines show the AD and 
NA contributions of the electron transfer. The color strips in (c-d) indicate electron distribution 
among different states and the dashed lines represent the averaged electron energy. The energy 
reference in (c-d) is the averaged energy of WX2@K_VB while the average energy of MoX2/WX2 

CBM is indicated by the horizontal line. (e) and (g) show the averaged non-adiabatic couplings 
(NAC) along 2 ps NAMD trajectory at 300 and 100 K. (f) and (h) show schematics of the electron 
relaxation route in the momentum space. 
 

In order to understand the origin of this charge oscillation and how the phonons play a role 
here, we decompose the charge transfer into two parts: adiabatic (AD) and non-adiabatic (NA) 
charge transfer. As we discuss in the methodology part, AD charge transfer is provoked by nuclear 
motion that causes energy states to mix. This is naturally coupled with phonons. AD charge 
transfer always happens when two electronic states cross each other. In contrast, NA charge 
transfer involves direct charge hopping or tunneling between different states. As is indicated by 



the green line in Fig. 3 (a), the charge oscillation in the first 400 fs and the following intralayer 
charge relaxation are mainly contributed by AD process at 300 K, implying the important role of 
phonons.  

To better reveal the effects of phonons, we investigate the same charge transfer process at a 
lower temperature of 100 K, which is expected to reduce the phonon occupation numbers. In this 
case, as shown in Fig. 3, the electron localization in the WSe2 layer only decreases by 20%, while 
the electron energy hardly changes in 1 ps, which is much slower than that at 300 K. Additionally, 
there is no charge oscillation. This results in a decrease of the oscillation amplitude of energy 
time-evolution as can be seen by comparing Fig. 2 (b) and (d), and as a result, the crossings 
between the WSe2@K and MoSe2@T disappear. Therefore the AD charge transfer between them 
is suppressed. There is still some crossing between WSe2@K with a MoSe2 state with higher 
energy where the AD charge transfer can take place.  

The NA charge transfer is also suppressed by the decrease in temperature. This can be 
understood by inspecting the non-adiabatic couplings (NAC), which determines the hopping 
probability between different states. The NAC is defined as:   

݀ ൌ ൻ߮หோห߮ൿ · ሶܴ ൌ ൻ߮หோܪห߮ൿ߳ െ ߳ ሶܴ                  ሺ3ሻሶ  

where ܪ is the Kohn-Sham Hamiltonian, ߮, ߮, ߳, ߳ are the corresponding wave functions 
and eigenvalues for electronic states k and j, and ሶܴ  is velocity of the nuclei.[63-65] Thus, NAC 
elements show strong dependence on the energy difference of the interacting states, the 
time-dependent orbital distribution of state k and j, i.e. the e-p matrix element,[66] and the nuclear 
velocity. All of these factors are related to e-p coupling and phonon excitation, and therefore are 
temperature dependent. As can be seen in Fig. 3 (e) and (g), when the temperature decreases from 
300 to 100 K, the NAC between the initial (WSe2@K) and final states (MoSe2@T and MoSe2@K) 
becomes negligible, which explains the insufficient NA charge transfer between them. The 
reduction of both the AD and NA charge transfer can be understood as phonon bottleneck effects. 
All of these temperature-dependent results unambiguously suggest that a phonon coupled coherent 
charge oscillation can be excited in MoSe2/WSe2 heterostructure through e-p coupling and that it 
can be suppressed through phonon reduction.    

As a comparison, we perform additional NAMD calculations of the MoS2/WS2 
heterostructure interface, where a similar electron transfer process is considered with the initial 
electron populated at WS2@K. The results are significantly different from those in MoSe2/WSe2, 
as can be seen in Fig. 4. Here, the electron localization drops from 75% to nearly 0% within 1 ps 
at 300 K, and there is no charge oscillation in the electron transfer [Fig. 4 (a)]. Also, the charge 
transfer dynamics is much less dependent on the temperature. There is no qualitative change at 
100 K, where the electron localization also drops from 90% to 35% in 1 ps [Fig. 4 (b)]. More 
analysis show that the charge transfer mainly occurs by NA mechanism at both 300 and 100 K 
[Fig. 4 (a-b)] in MoS2/WS2, indicating that the electron in MoS2/WS2 tends to relax by tunneling 
between donor and acceptor states rather than oscillate coherently with the phonon vibration. In 
the momentum space, the electron transfer proceeds by direct tunneling from WS2@K to 
MoS2@T and finally to MoS2@K, as is shown in the schematics in Fig. 4 (f) and (h). 



 
Figure 4. Non-adiabatic molecular dynamics results of MoS2/WS2 at 300 and 100 K, respectively. 
(a-b) Time-dependent electron spatial localization and (c-d) electron energy change at 300 and 
100 K. In the upper part of (a-b) the red and blue lines shows the spatial electron localization on 
WS2 and MoS2 and in the lower part the green and cyan lines show the AD and NA contributions 
of the electron transfer. The color strips in (c-d) indicate electron distribution among different 
states and the dashed lines represent the averaged electron energy. The energy reference in (c-d) is 
the averaged energy of WX2@K_VB while the average energy of MoX2/WX2 CBM is indicated 
by the horizontal line. (e) and (g) show the averaged non-adiabatic couplings (NAC) along 2 ps 
NAMD trajectory at 300 and 100 K. (f) and (h) show schematics of the electron relaxation route in 
the momentum space.  

 
The distinct behaviors between the electron transfer of MoS2/WS2 and MoSe2/WSe2 can be 

understood from two perspectives. First, the A1 phonon mode, which is the major mode coupled 
with excited electrons, has a relatively low frequency in MoSe2/WSe2 (230 cm-1), and therefore, 
sufficient phonons can be excited at 300 K. Thus through e-p coupling, a strong phonon coupled 
coherent charge oscillation can be achieved in both energy evolution [Fig. 2 (d)] and spatial 
localization [Fig. 3 (a)]. By contrast, the frequency of A1 mode in MoS2/WS2 is around 400 cm-1 
that is higher than that in MoSe2/WSe2, which makes the phonon occupation much smaller. 
Therefore the phonon coupled charge oscillation is suppressed. Second, the NAC elements 
between the donor (WX2@K) and acceptor (MoX2@T) states are larger in MoS2/WS2 than those 
in MoSe/WSe2 at the same temperature. This is mainly because the energy difference between 
WX2@K and MoX2@T states is smaller in MoS2/WS2. Because of the large NAC and weak A1 
phonon excitation, charge transfer in MoS2/WS2 is dominated by the NA mechanism, where the 
charge prefers to tunnel between different states instead of coherent oscillation with the phonons. 
Therefore, the temperature effects in MoS2/WS2 are much less significant.  



 
D. Excitonic Effects Estimation 

So far, our NAMD calculations essentially mimic the relaxation process of free photoexcited 
carriers, which is not the case in experiments where the photo-excited carriers exist in the form of 
bound electron-hole pairs, i.e. excitons. In this report, we use a simple method in the NAMD 
calculations where the excited electron energies are shifted according to the experimental value of 
optical absorption peaks of TMD heterostructures[51, 53] to estimate the possible excitonic effects. 
The energy shifting technique is known as the “scissor operator” method and has previously been 
used to correct band gap errors in DFT calculations.[67-69]  

As schematically shown in Fig. 1 (c), the intralayer exciton is first formed at K point of WX2 
with the hole locate on WX2@K in valance band (WX2@K_VB) and electron on CBM of WX2. 
Then the electron will transfer from the WX2 CBM to the MoX2 CBM, forming an interlayer 
exciton In this process, the hole stays unchanged on WX2@K_VB. Therefore, by choosing the 
energy WX2@K_VB as a reference, the position of WX2 CBM is determined by the WX2 
intralayer band gap (Eg_intra) and the position MoX2 CBM is determined by the MoX2/WX2 
interlayer band gap (Eg_inter) as we indicate in Fig. 1 (a-b). Taking into account the exciton 
effects, Eg_intra and Eg_inter should be the optical band gaps instead of the quasiparticle band 
gaps. The optical band gaps Eg_intra of WX2 and Eg_inter of MoX2/WX2 from different previous 
studies based on optical absorption spectra and GW+BSE calculations are summarized in Table 
S1 in the Supplemental Material[48]. We use the experimental optical band gaps of WS2 and 
WS2/MoS2 from ref. [51] and that of WSe2 and WSe2/MoSe2 from ref. [53] to correct the DFT 
band structure. The DFT and optical band gaps by absorption spectra, as well as their deviation are 
summarized in Table 1.  

 
 Eg_inter 

(MoS2/WS2) 
Eg_intra 
(WS2) 

ΔE 
(MoS2/WS2

) 

Eg_inter 
(MoSe2/WSe2) 

Eg_intra 
(WSe2) 

ΔE 
(MoSe2/WSe2) 

Exp. 1.94 [51] 2.02 
[51] 

0.08 1.35 [53] 1.65 
[53] 

0.3 

DFT 1.45 1.75 0.3 1.22 1.52 0.3 
deviation 0.49 0.27 -0.22 0.13 0.13 0 
 
Table 1 The values of interlayer band gap (Eg_inter of MoX2/WX2), intralayer band gap (Eg_intra 
for WX2) and CBM energy offset (ΔE) obtained by DFT and absorption spectra. The deviation 
between experimental and DFT results is also shown. 
 

The excited electron dynamics is mostly affected by the CBM energy offset (ΔE) of WX2 and 
MoX2 [indicated in Fig. 1 (a-b)], which is determined from the Eg_intra of WX2 and Eg_inter of 
MoX2/WX2 as ΔE = Eg_intra - Eg_inter. Using the experimental optical band gaps, ΔE is 
calculated to be 0.08 and 0.3 eV for MoS2/WS2 and MoSe2/WSe2 as shown in Table 1. In 
comparison, the ΔE obtained by DFT is 0.3 eV for both of them. Therefore, one can see that the 
energy shift due to exciton binding decrease the CBM energy offset of MoS2/WS2 significantly, 
while as for MoSe2/WSe2, it has little effect. As shown in the insets of Fig. 5 (e-f), due to the 
significant decrease of ΔE in MoS2/WS2, after the band shifting by the “scissor operator”, the 



WS2@K is moved below the MoS2@T state. Since the excited electron has very little probability 
to transfer to a state with higher energy, the intervalley charge transfer route from WS2@K to 
MoS2@T is blocked. The excited electron can only decay from WS2@K to MoS2@K directly. 
Thus, the excited electrons at WS2@K decay much slower both at 100 and 300 K as shown in Fig. 
5.  

 

Figure 5. NAMD results after applying “scissor operator” for exciton effects. (a-b) Time 
evolutions of the energy states near CBM at 100 and 300 K. (c-d) Time-dependent electron spatial 
localization and (e-f) electron energy change at 100 and 300 K. The color strips in (e-f) indicate 
electron distribution among different states and the dashed lines represent the averaged electron 
energy. The energy reference in (c-d) is the averaged energy of WX2@K_VB while the average 
energy of CBM is indicated by the horizontal line. 
 
E. Discussion  

Taking MoS2/WS2 and MoSe2/WSe2 as prototype systems with good contrast, we found that 
phonon excitation is one crucial factor affecting the interlayer charge transfer, which can be tuned 
using different experimental techniques. The phonon excitation is strongly affected by the phonon 
frequency, which is determined by the chemical bonding strength. It can be tuned by changing the 
elements (for example S versus Se as we show in this report) or by applying external stress. For 
example, in 2D graphene and MoS2, the phonons have been found to soften by application of a 
tensile stress.[70, 71] Further, recently the “phonon pumping” techniques using infrared light have 
been used to excite resonant lattice phonons and phonon-dressed electronic states.[72-76] With 



such a technique, we can expect that A1 mode and the coherent charge oscillation in MoSe2/WSe2 
can be selectively excited.  

In this report, we use the “scissor operator” method to estimate the exciton effects on the 
electron transfer at MoS2/WS2 and MoSe2/WSe2 interface. It is needed to be clarified that in this 
method only the shift of energy is considered. The wave functions used to calculate the NA 
coupling is still on the DFT level. Based on this simple estimation, the electron transfer dynamics 
of MoS2/WS2 is possible to be significantly affected. More accurate treatments of the exciton 
effects are essential for the future study.  
  

Summary 
To summarize, using ab initio NAMD, taking MoS2/WS2 and MoSe2/WSe2 which have 

similar band structures yet different phonon frequencies as prototype systems, we study the e-p 
coupling effects on the photo-excited interlayer electron transfer. We found that for both systems, 
the intralayer optical A1 mode couples mostly with the electron dynamics. For MoSe2/WSe2, 
which has a lower A1 phonon frequency, a phonon coupled charge oscillation can be excited at 
room temperature with sufficient phonon excitation. Such a charge oscillation is difficult to excite 
in MoS2/WS2 since the A1 phonon frequency is higher the phonon excitation is more difficult. 
Such phonon excitation can be tuned by different experimental techniques and therefore the 
phonon coupled charge oscillation is possible to be controlled. The atomic level picture on how 
the phonons affect the interlayer charge transfer dynamics provides specific new insights for the 
fundamental understanding of ultrafast dynamics at vdW hetero-interfaces, and the design of 
novel quasi-2D devices for optoelectronic and solar energy conversion applications. 
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