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Intrinsic two-dimensional states on the pristine surface of tellurium
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Atomic chains configured in a helical geometry have fascinating properties, including phases host-
ing localized bound states in their electronic structure. We show how the zero-dimensional state –
bound to the edge of a single one-dimensional helical chain of tellurium atoms – evolves into two-
dimensional bands on the c-axis surface of the three-dimensional trigonal bulk. We give an effective
Hamiltonian description of its dispersion in k-space by exploiting confinement to a virtual bilayer,
and elaborate on the diminished role of spin-orbit coupling. These previously-unidentified intrinsic
gap-penetrating surface bands were neglected in the interpretation of seminal experiments, where
two-dimensional transport was otherwise attributed to extrinsic accumulation layers.

Introduction– The bulk lattice of the elemental chalco-
genide tellurium (Te) is formed from van der Waals-
bonded 3-fold helices aligned to the [0001] direction (c-
axis) of the trigonal crystal [1, 2]. Interhelix coupling
and translational symmetry cause the eigenstates in each
one-dimensional helix to disperse as a function of Bloch
wavevector in the plane perpendicular to the c-axis, form-
ing the bulk band structure of the three-dimensional
solid. Many intriguing features are found in this spec-
trum, such as a valence-band spin texture enabling cir-
cular photogalvanic effect and current-induced longitudi-
nal spin polarization along the c-axis [3], and the ability
to form topological insulator [4] or Weyl nodes [5] under
strain sufficient to close the bulk band gap.

When each helix is finite, as shown in Fig. 1(a), a c-axis
surface is present at the termination site. If localized edge
modes are bound to the terminated endpoints, these too
will couple and disperse, forming two-dimensional sur-
face states [6, 7]. In previous work, we identified strict
conditions for a topological phase hosting zero-energy
edge-bound modes in a generic single atomic helix [8].
In addition to that robust zero-energy mode (related to
the Su-Schrieffer-Heeger topological state in dimerized
chains [9]) embedded within a continuum band, a pair
of gapped states above and below the band appear in an
appropriate parameter range.

In the present Letter, we show how these zero-
dimensional gapped edge modes associated with the trig-
onal helix in tellurium disperse into two-dimensional sur-
face states that penetrate deep into the bulk band gap
from the valence band. In addition to providing a new
mechanism for two-dimensional hole gas (2DHG) forma-
tion distinct from electrostatic confinement at a heteroin-
terface, their presence has important experimental con-
sequences [10], overlooked in the interpretation of re-
sults from several classic papers on tellurium [11–14]
that played a seminal role in the development of two-
dimensional transport physics [15].

A single helix– In Ref. [8], we investigated the spectrum
of single helical atomic chains with a general rotational
symmetry and pitch. Our analytic approach relied upon
strict chiral symmetry, where on-site terms in the Hamil-
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FIG. 1. (a) [Interactive 3D Online] Schematic view of
c-axis surface of the trigonal tellurium lattice formed by
van der Waals bonded 3-fold helices. A red hexagon connects
the six surface atoms, highlighted by darker shading, sur-
rounding a central helix in purple. Orbitals represent the local
amplitude and phase for the gapped bound-state wavefunc-
tion of a single helix that disperses into a surface band upon
coupling with nearest neighbors via light and dark green in-
terhelix bonds. (b) Plan view, showing three atoms in the sur-
face unit cell. Solid/dashed hexagon highlights surface/sub-
surface sites denoted as type A/B on nearest-neighbor he-
lices. Contribution from the third site (open circle) in the
unit cell is diminished by negligible wavefunction amplitude.
(c)/(d) Energy spectrum for a single 1-dimensional helical lat-
tice of tellurium atoms, without/with on-site spin-orbit cou-
pling. Bloch bands in red, discrete spectrum of 50-site finite
lattice in blue, and local density of states at the endpoint of a
semi-infinite lattice in black. The wavefunction orbital com-
ponents of the gapped bound state in (c) at ≈ |V (1)

π | = 0.8 eV
is superimposed on the central helix in (a).

tonian, such as local disorder and spin-orbit interaction
(SOI), are absent. In the current study, we immediately
recognize that the high atomic number of tellurium de-
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mands that these more realistic factors must be carefully
taken into account.

Our approach starts by comparing the bandstructure
of an infinite helical chain of tellurium atoms calculated
without and with SOI, as shown by the red curves in
Fig. 1(c) and (d), respectively. In the nearest-neighbor
tight-binding formalism, the three orthogonal p-orbitals
are used as basis functions of the Slater-Koster Hamil-
tonian [16] with two coupling parameters V

(1)
σ = 2.9 eV

and V
(1)
π = −0.8 eV. The spin-orbit coupling (SOC) man-

ifest in Fig. 1(d) is induced by on-site atomic SOI with
λ = 0.4 eV [17].

As a group-VI elemental semiconductor, Te has six
outer shell electrons filling two s states and four p states.
Taking spin degeneracy into account, the Fermi energy
lies in the gap above the central bulk band in the three-
band p-orbital model shown in Fig. 1(c). The conse-
quence of terminating the lattice at an edge is captured
by the density of states (DOS) spectrum for a semi-
infinite helix evaluated from the surface Green’s func-
tion [18, 19], shown in black. Chiral symmetry of the
Hamiltonian results in the apparent even symmetry in en-
ergy. Most importantly, there are two endpoint-localized
bound states in the bulk gap, indicated by the broad-

ened δ-functions at energy ≈ ±V (1)
π , and explicitly ver-

ified by the discrete spectrum of a finite 50-site helical
chain shown in blue. These gapped states are entirely
intrinsic, and in no way due to extrinsic factors such as
band-bending resulting from charge depletion. They are
therefore expected to persist in the presence of pertur-
bative factors such as the inclusion of remote orbitals in
an expanded basis [20], finite disorder in the bulk, and
edge decorations (irregular hopping of the edge bond or
adatoms of other types), unless these perturbations push
the edge state energies into the bulk spectrum.

The orbital components of the wavefunction for the

spin-independent bound state at energy close to +|V (1)
π |

is depicted in Fig. 1(a), superimposed on the central he-
lix lattice. It is clear that most of the electron prob-
ability lies at the first two atoms close to the surface,
labeled A and B in Fig. 1(b). This segregation can be
understood by recognizing that, in addition to the decay
of any bound state wavefunction from the edge into the

bulk, states close to ±V (1)
π (an eigenvalue of the hop-

ping matrix) have nearly ‘tripartite’ spatial distribution
as a generic result of the nearest neighbor tight binding
model [8], suppressing the wavefunction amplitude at the
third site. This fact will be used to construct a com-
pact effective Hamiltonian for the [0001] surface state on
bulk tellurium formed from these zero-dimensional bound
modes.

The three-site periodicity of the generic tripartite state

with energy ±|V (1)
π | is key to explaining the emergence

of a bound state from the delocalized spectrum of one-
dimensional states in the first place. Consider the case in

H K Γ H
-1.5

-1

-0.5

0

0.5

1

1.5

E
n
er

gy
[e

V
]

K ′ Γ

A

L

M

K

H

H ′

H4

H5

H6

(a) (b)

Eg

K M

K ′

FIG. 2. Electronic band structure of tellurium using a full
px,y,z-orbital tight-binding basis. Panel (a) shows bulk bands,
(b) shows the projection of a slab spectrum onto the two-
dimensional c-axis surface Brillouin zone. Blue surfaces in-
dicate valence and conduction bands delocalized in the bulk;
red and green surfaces penetrating the gap highlight the two
spin-split bands confined to a single surface.

which the band edge lies at this energy, with no gapped
bound state. Band extrema under this condition must be
doubly degenerate with k = ± π

3a , allowing construction
of a φ(zn) = sin( π3azn) wavefunction envelope. When

these bulk states can be induced to recede from ±|V (1)
π |

by tuning the Hamiltonian parameters, a bound state
with this form [acquiring an exponential decay but still
satisfying the φ(zn = 0) = 0 boundary condition at the
edge] is exposed in the gap.

The robustness of these gapped boundary states is ev-
ident by their preservation even after SOI is included in
Fig. 1(d), where SOC is manifest in the bulk bands by
clear lifting of spin degeneracy at all k-points not pos-
sessing time-reversal invariance. Furthermore, energetic
symmetry in the DOS is lost due to broken chiral Hamil-
tonian symmetry. In contrast, the two edge states are
only slightly shifted in energy by SOI.

The weakness of SOC in the edge states is also re-
flected in their wavefunctions. In comparison with the
bulk states, SOI induces a much smaller spin mixing,
which can be understood from a perturbation point of
view. Starting from the spinless edge state wavefunction,
the inclusion of atomic on-site SOI as a perturbation in-
volves matrix elements with states at remote energies.
Although they have high spatial overlap, the pair of edge

states at ≈ ±V (1)
π consist of exactly the same amplitudes

of orbital components (differing only by opposite phase
on every other site due to the chiral symmetry of the
unperturbed spinless Hamiltonian), so that their mutual
on-site SOI matrix element vanishes. Nonzero contribu-
tions to SOC in the surface state are therefore induced
through all other intermediate states at remote energies
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only within the bulk spectrum, whose spatial wavefunc-
tion overlap with the edge state is quite limited. We will
readdress this SOC weakness later when discussing the
[0001] surface state on bulk tellurium, into which these
bound states evolve.

Bulk electronic structure– The real Te crystal is con-
structed by aligning identical helical chains in a trigonal
Bravais lattice with lattice constant a = 4.44 Å. In addi-
tion to the tight binding Hamiltonian of a single helix, the
coupling between neighboring atomic chains is captured
by second-nearest-neighbor hopping between p-orbitals
of sites on adjacent chains as shown by the green inter-
helix bonds in Fig. 1(a) and (b), with Slater-Koster cou-

pling parameters V
(2)
σ = 0.7 eV and V

(2)
π = 0.2 eV [20].

Salient features evident in the bulk bandstructure using
these parameters [see Fig. 2(a)] are the Eg ≈ 0.335 eV
bandgap, and frontier states close to the H-point with
H4−H5−H6 valence band splitting (around 0.1 eV and
0.2 eV). Importantly, this model captures the well-known
“camel-back” dispersion of the valence band at the H-
point[1, 21], caused by anisotropic k · p̂ coupling from
the split-off bands below.

Surface electronic structure– Threefold rotations in the
bulk crystal space group require partial translation along
the helix. On the c-axis surface, however, only in-plane
symmetry operations preserve the lattice, while partial
translation along the helix and the 2-fold rotation of the
D3 point group that maintains invariance of the bulk are
forbidden. As a result, other than Kramers’ degeneracy,
surface band energies in the reduced 2D hexagonal Bril-
louin zone (BZ) are no longer degenerate at otherwise
equivalent k-points of high symmetry, so evaluation of
states throughout the full hexagonal surface BZ is neces-
sary.

In Fig. 2(b), we present the result from a tight-binding
electronic structure calculation of a 60-atom-thick c-axis-
oriented slab, where the surface bands of only one of
the two (top or bottom) surfaces are isolated and ap-
pear in red and green. These spin-split surface bands are
anisotropic domes centered around one of the three M
points, determined by the termination phase within the
surface unit cell, while the blue surfaces depict the bulk
valence and conduction bands. These surface bands arise
from the transverse dispersion of the single helix edge
state close to the valence band and extend far into the
band gap (by ≈ 0.2 eV) along one particular K−M−K ′
path. As detailed in Supplementary Materials, the pres-
ence of this surface state is robust to variation in the
tight-binding parameters; in fact, only a small 30% in-
crease in the interhelix coupling strength controlled by

V
(2)
σ is sufficient for the surface state to completely cross

the bulk bandgap.

The wavefunctions of these two-dimensional states are
localized to the slab surface, and exponentially decay into
the bulk. This behavior is reminiscent of their origin

in the zero-dimensional bound states of a single helix,
whose wavefunction is dominated by orbitals localized at
the A and B sites closest to the edge. Therefore, we can
consider an approximation consisting only of a bilayer
trigonal 2D lattice as shown by the solid and dashed red
hexagons in Fig. 1(b), occupied by |A〉 and |B〉 orbitals
shown in Fig. 1(a), respectively. Using this simplifica-
tion, a lowest-order spinless model for the 2D surface
band can be constructed directly from A/B-site inter-
chain coupling. The dispersion is given by

Esurf(k) = 2U1 cos(k · a1) + 2U2 cos(k · a2), (1)

where a1,2 are lattice vectors given in Fig. 1(b). U1 =
−0.3 eV and U2 = −0.09 eV are Slater-Koster matrix
elements of the orbital components of the single helix
gapped edge state, and characterize the interhelix cou-
pling strength[16] along the light and dark green bonds,
shown in Fig. 1(b). As plotted throughout the Bril-
louin zone in Fig. 3(a), Eq. (1) clearly captures the most
salient features of the surface band in the full slab calcu-
lation [Fig. 2(b)] such as the gap penetration and mass
anisotropy.

An expansion of Eq. (1) can be used to estimate the
anisotropic effective mass around the extrema at the M -
point kM = [−πa ,

π√
3a

], where the dispersion approxi-

mates an elliptic paraboloid. Since the first term with U1

coefficient dominates in Eq. (1), the major axis is nearly
perpendicular to the lattice vector a1, along the line
connecting this M -point to the adjacent one at [0, 2π√

3a
]

(30◦ from the kx axis). To lowest order in U2/U1, the
anisotropic effective masses are then

m∗|| =
2~2

3a2U2
≈ 2.9m0, m∗⊥ =

2~2

a2(4U1 + U2)
≈ 0.6m0,

giving a DOS effective mass of m∗ =
√
m∗||m

∗
⊥ ≈ 1.3m0,

and a two-dimensional DOS of m∗

π~2 ≈ 5.5×1014cm−2/eV.
We stress that these values are meaningful only in the
vicinity of the dispersion maxima well into the bulk band
gap, and may not reflect the empirically measured dy-
namical mass values if the chemical potential lies close
to the bulk valence band, where nonparabolicities are
significant.

As in the case of a single helix, SOI plays a significant
role in the electronic structure of bulk Te, reflected by the
large split-off energies [comparable with the band gap, see
Fig. 2(a)] between the {H4, H5, H6} valence bands orig-
inating from the orbitally degenerate H3 representation
in single-group [1]. However, at the crystal boundary,
SOC is much less pronounced, as evident in the relatively
weak spin splitting of surface bands shown in Fig. 2(b).
This again indicates the robustness of the gapped edge
states originating from the coupling of neighboring sites
in the bulk of a single helix, and the weakness of SOC
at the edge can likewise be understood via second order
perturbation theory.
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FIG. 3. (a) Analytic model of surface state dispersion, Eq. 1,
with matrix elements calculated from the bound state of a
single helix without spin-orbit interaction; see Fig. 1(a). Red
indicates states above the valence band maximum, penetrat-
ing into the bulk gap. Panel (b) shows anisotropic spin orbit
splitting close to the M -point degeneracy. Colors here corre-
spond to assignments in Fig. 2(b). The directions and lengths
of the arrows indicate the orientations of the spin-eigenstates,
and the strengths of the spin-orbit field, respectively.

We thus include SOC in our analytic model of the
surface band effective Hamiltonian by first numerically
calculating the single-helix spin-dependent edge states.
These already capture spin-mixing from the delocalized
states, enabling us to derive the surface state dispersion
in the transverse Brillouin zone by Slater-Koster interhe-
lix coupling. To lowest order, the general form of SOC
close to the surface band maximum is anisotropically lin-
ear in the wavevector and takes the general form kivijσj ,
where i = {x, y} but j = {x, y, z}. Here, σj are the
2× 2 Pauli matrices, and the 2× 3 tensor vij represents
the strength of the spin-orbit field as shown in Fig. 3(b).
All tensor components differ but are of the same meV·Å
scale.

Conclusion– We have shown that the dispersion of the
intrinsic surface state on the c-axis of tellurium is de-
termined almost exclusively by the wavefunction of a
bound mode at the last two atomic sites of a helical
chain. The surface state can thus effectively be thought of
as a group-VI elemental virtual bilayer two-dimensional
electronic material, in addition to group-IV graphene,
silicene [22], germanene [23], and group-V phosphorene
[24, 25]. However, because the two atoms are strongly
coupled to the bulk through intra-helix bonds, there is
no flexural phonon that typically plagues the charge and
spin scattering mobilities in exfoliated layers [26]. Never-
theless, the transport limitations of the Te surface state
remain to be investigated [27, 28].

Just above Te in the chalcogen group, selenium (Se)
also forms in the trigonal crystalline phase. As detailed
in Supplementary Materials, similar tight-binding cal-
culations show that c-face surface bands, analogous to
those investigated here, are present in Se as well, de-
spite different lattice constants and Slater-Koster param-
eters needed to reproduce the larger bulk gap and frontier

states near the A-point.

The surface state we describe requires a pristine surface
exactly perpendicular to the c-axis. Since its properties
are dependent on coupling between the first two atomic
sites from the surface, we expect that atomic-scale termi-
nation disorder or subtle surface reconstruction will dras-
tically affect its presence. Even steps on otherwise perfect
vicinal surfaces will tend to decouple conducting states
on domains of locally perfect termination. These con-
cerns impose constraints on experiments designed to test
our theoretical predictions. Probes of electronic struc-
ture [29] with high spatial resolution are necessary, such
as with STM quasiparticle interference [30, 31]. Unfor-
tunately, thin films of Te typically grow with the c-axis
in the substrate plane [32], so bulk sample preparation
may be required.

Finally, we draw attention to work by von Klitzing
& Landwehr on Shubnikov-de Haas measurements (mag-
netic field-induced quantum oscillations in resistivity) as-
sociated with a two-dimensional hole gas on the trigonal
Te c-face surface [11]. These observations were attributed
to subbands within an accumulation layer on the c-axis
surface, created electrostatically via band-bending [31],
nominally plausible due to “valence alteration pair” de-
fects [12]. Although two Fermi surfaces were identified
for measurements on the bare surface, field-effect gat-
ing sometimes produced four [13]. In later work, it was
shown that gate electric fields are incapable of restoring
flat-band conditions necessary to eliminate the accumu-
lation layer, despite field strengths Emax in the range of
MV/cm [14]. Only after chemical treatment of the sur-
face increased the sample resistance by an order of mag-
nitude was observation of a transconductance minimum
obtained.

The present theoretical description of an intrinsic sur-
face state on the pristine c-face clearly does not origi-
nate from any extrinsic effects that would otherwise be
necessary to support the original explanation for such
experimental observations. The large DOS and gap pen-
etration implies a total charge accommodated in states
above the bulk valence band maximum of ≈ 1014cm−2,
explaining the inability of field-effect to appreciably tune
the chemical potential (i.e. εEmax ≈ 1012cm−2). We
are thus compelled to suggest that the interpretation of
these decades-old pioneering experimental measurements
is revisited.
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