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Time-resolved SAXS/WAXS (small-angle x-ray scattering/wide-angle x-ray scat-

tering) is capable of recovering difference structures directly from difference

SAXS/WAXS curves. It does so by means of the novel theory described here because

the structural changes in pump-probe detection in a typical time-resolved experiment

is generally small enough to be confined to a single residue or group in close proximity

which is identified by a method akin to the difference Fourier method of time-resolved

crystallography. If it is assumed, as is usual with time-resolved structures, that the

moved atoms lie within the residue, the 100-fold reduction in the search space (as-

suming a typical protein has about 100 residues) allows the exaction of structure by

a simulated annealing algorithm with a huge reduction in computing time, and to a

greater resolution, by varying the positions of atoms only within that residue. This

reduction in the number of potential moved atoms allows us to identify the actual

motions of the individual atoms. In the case of a crystal, time-resolved calculations

are normally performed by the difference Fourier method, which is, of course, not

directly applicable to SAXS/WAXS. The method developed in this paper may be

thought of as a substitute for that method which allows SAXS/WAXS (and hence

disordered molecules) to be used also for time-resolved structural work.
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I. INTRODUCTION

Due to the fact that the amount of data from SAXS/WAXS is confined to a single I(q)

curve (where q is a scalar) it is generally believed that SAXS/WAXS spectra are good only

for obtaining a relatively low resolution envelope of the molecule.

Nevertheless, as has been shown by Sturhrmann1,2, and Svergun and Stuhrmann3 there

is enough information in an experimental SAXS spectrum to obtain at least a low resolution

structure of the molecule being studied. This is based on an assumption that the width of

a peak in SAXS is approximately of the size of a Shannon pixel π/L where L is the width

of the molecule. Given the width of a typical SAXS curve this normally translates to about

20 pieces of information, enough for the extraction of the spherical harmonic expansion

coefficients up to an angular momentum quantum number of perhaps l=3 of the electron

density of the molecule which gives a low resolution structure and nothing more. It is true

that at higher q’s the results from experiment are dominated by Poisson noise. However

Poisson noise is not a serious impediment, as it is known that that many averages of Poisson

noise give rise to the expected result. The procedure of averaging has been exploited in many

fields before. For example bare EM images in cryo-EM hardly show anything useful, yet

after much averaging a clear picture of a biomolecule emerges. In fact all that is needed is the

measurement of a large number of noisy diffraction patterns from which the SAXS/WAXS

is extracted. There is also an extra piece of information in time-resolved SAXS/WAXS that

has not been much exploited before, namely a knowledge of the unperturbed structure. We

show in this paper that one can use this extra information to help find details of the inside

of a molecule from time-resolved SAXS/WAXS.

Time-resolved protein crystallography4 is based on the difference Fourier approximation

in which the phases of a perturbed (p) state are approximated by the phases of a similar

unperturbed (u) structure. Since the amplitudes of the perturbed (p) structure are found

from experiment, this enables the difference electron density to be found by Fourier trans-

formation and hence the time variation of a structure. The difference Fourier method is

not applicable to SAXS/WAXS as the basic experimental data consists of the incoherent

averages of intensities over all direction. Nevertheless, as we show in this paper, it is pos-

sible to derive a method for finding the difference structure directly from SAXS/WAXS

data. The best that can be hoped for from a “direct” method of solution is a structure in
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which the number of real space points is about equal to the number of data points. Given

the limited amount of information in a SAXS curve the best that can be hoped for with

a “direct” method is a low resolution structure. However, even a low resolution structure

can act as a springboard for much higher resolution if it is known that the atoms whose

positions need to be varied in a standard fitting scheme lie in the vicinity of the peaks in

the initial low-resolution map. Given that current global optimization routines can be re-

garded more as refinement methods than ab initio structure determination methods even

an indication of where the structure lies can be a great help to an accurate structure deter-

mination by model fitting. In step 1 of our method, we illustrate the identification of the

moved residues with an application to photoactive yellow protein, often used as a test case

in time-resolved crystallography.5 We subsequently describe using this information to find

the internal structure of photoactive yellow protein (PYP).

Although it is quite easy to arrange in crystallography, equal numbers of data points

and points at which one seeks the electron density is much more difficult in SAXS/WAXS

due to the paucity of the data. It is a reasonable question whether the crystals themselves

give rise to a kind of steric hindrance that may make the time-resolved changes to be not

exactly the same as what is found in nature. Of course it is arguable that molecules in

nature form a kind of “crowded” environment whose density is closer to a crystalline state

than a dilute ensemble usually studied by SAXS/WAXS. Nevertheless they certainly do not

form the ordered arrangement of a crystal. The outcome is completely determined when

the matrices relating the data to the number of points in real space are known.

II. THE RAPID DIRECT METHOD

The starting point in our theory is the relation between a SAXS/WAXS spectrum and a

scattering amplitude of the molecule that is familiar in crystallography. In general a scat-

tering amplitude, Fu,p(q) , of an unperturbed and a perturbed structure respectively may

be written in terms of their respective electron densities ρu,p(r). By treating the problem as

one of finding a perturbed structure from a knowledge of an unperturbed structure one en-
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compasses proposed mix-and-inject experiments6 as well as ones based on photoexciation4,7.

Fu,p(q) =

∫
ρu,p(r) exp (iq.r)dr (1)

An alternative way of calculating such a scattering amplitude is from the data in the

Protein Data Bank8 file is via

Fu,p(q) =
∑
n

fn exp (iq.rn) (2)

The SAXS/WAXS intensity expected from such an experiment is

Iu,p(q) =

∫
|Fu,p(q)|

2dq̂ =

∫
F ∗u, p(q)Fu,p(q)dq̂ (3)

Consequently, measured quantities in a SAXS/WAXS experiment are not only related to

the square moduli of the scattering amplitudes, as in x-ray crystallography, they are also

related to an angular integral of the square moduli. When added to the paucity of data

from experiment, it is not surprising that the theory of the extraction of electron density

directly from the SAXS/WAXS data is very difficult. Nevertheless, as we show here, this is

not impossible by a combination of the ideas we describe. First think of the quantities that

we want to relate, the difference SAXS/WAXS intensity and the difference electron density.

We remember that we are considering a difference experiment where both the difference in

the intensity, and the difference in the electron density are very small. Perhaps there exists

a relationship in this limit. And indeed there does. First take the variation of (3).

This gives the equation

δIu(q) =

∫
{δF ∗

u (q)Fu(q) + F ∗
u (q)δFu(q)}dq̂ (4)

The crucial steps are now identifying δIu(q) with the experimentally determined difference

SAXS/WAXS spectrum

Ip(q)− Iu(q) (5)

and a relation of δFu(q) to a difference electron density. The latter may be found by just

taking the variation of (1). The functional differentiation is performed with respect to just

electron density ρ(r)9.

This gives

δFu(q) =

∫
δρu(r) exp (iq.r)dr (6)
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What is more, by exploiting the smallness of these quantities in a time-resolved experi-

ment, it is possible to show that the relationship is linear in the limit of small changes. This

means it is possible to find an invertible matrix relation between the two where the elements

of the matrix are constant. With modern matrix inversion techniques, it is possible to invert

a linear matrix equation even if the amount of the data from experiment do not match the

number of points at which the difference density is sought.

The sum over n here is over all atoms in the structure. Now for some technical details.

The angular integral in (4) is best done using the orthogonality relation

∫
Y ∗
lm(q̂)Yl′m′(q̂)dq̂ = δll′δmm′ (7)

in spherical coordinates. This is easiest done by substituting the spherical expansion of a

plane wave, namely

exp (iq.rn) = 4π
∑
lm

iljl(qrn)Ylm(q̂)Y
∗
lm(r̂n) (8)

into (1). Then we use the spherical expansion of the scattering amplitudes:

Fu,p(q) =
∑
lm

F
(u,p)
lm (q)Ylm(q̂) (9)

and find from (2)

F
(u,p)
lm (q) = 4π

∑
n

ilfnjl(qrn)Y
∗
lm(r̂n) (10)

In the last expression the sum over n is a sum over atoms in a PDB file, and this is actually

a very convenient way to calculate the SAXS/WAXS spectra via

Iu,p(q) =
∑
lm

|F
(u,p)
lm (q)|2 (11)

with the angular average done analytically. Note that we calculate both Iu(q) and Ip(q) only

for the test of this paper. In practice, Ip(q) is found from experiment and only Iu(q) needs

to be calculated. We take the SAXS/WAXS intensities in their spherical representation,

where the angular average has already been performed.

In a time-resolved experiment one measures multiple diffraction patterns in quick suc-

cession. A particular structure is assumed to not change by very much in such a short

time interval. It is hoped that a comparison of the diffraction patterns will reveal the time

variation of the structure. In time-resolved crystallography this is provided by the difference
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Fourier method. We investigate here whether similar information can be obtained from a

time-resolved SAXS/WAXS experiment. For our test purposes the SAXS intensities Iu(q)

and Ip(q) are both calculated from Eqs. (2), (10) and (11). In a practical application, of

course, Ip comes from experiment and does not need to be calculated. It is only necessary

to calculate Iu from a knowledge of the “dark” structure.

Representing the intensities and scattering amplitudes in spherical coordinates allows the

necessity of angular averages for SAXS/WAXS to be done. Substituting (2) and (6) into

(4) one may deduce the relationship between the difference SAXS/WAXS spectrum and the

difference electron density sought, namely:

δIu(q) =
∑
k

Mq,kδρu(rk) (12)

where rk are taken to be a uniform set of Cartesian grid points at which the electron density

of the molecule is required. It is what exactly constitutes small is best investigated by the

kind of modeling we do here. Simulations like this suggest that the approximation is valid

for most small structural changes in PYP that accompany photoexcitation. The elements

of the matrix in (12) are of the form:

Mq,k =

∫ ∑
k

{Fu(q) exp (−iq.rk) + c.c.}dq̂ (13)

c.c. refers to complex conjuagate. The angular integral is best done by using (7). One then

obtains

Mq,k = 4π
∑
lm

jl(qrk){i
−lF

(u)
lm (q)Ylm(r̂k) + c.c.} (14)

As for the spherical harmonic expansion coefficients Flm of the scattering amplitude F , they

may be calculated from the data in the PDB file by the expression (10) above. In the

expressions for Fu (Fp) the sums are over the atoms in the relevant PDB files, and jl is a

spherical Bessel function of order l. Inverting Eq.(12) one obtains the relationship one seeks,

namely

δρu(rk) = M−1
k,qδIu(q) (15)

which calculates an approximate difference density δρu(rk) at positions rk of the differ-

ence SAXS spectrum δIu(q) by multiplication by the elements (M−1)k,q of the inverse of the

matrix M .
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III. MATRIX INVERSION WITH SVD (SINGULAR VALUE

DECOMPOSTION)

The Singular Value Decomposition of a real matrix M (M is m×n matrix where m > n)

is the product of three decomposed matrices.

M = USV t where U is an m×m matrix, S is an m×n matrix, and V is an n×n matrix.

V and U have orthogonal property that

V tV = I (16)

U tU = I (17)

and S has diagonal elements only. The elements are in decreasing order and non-negative

such that

s1 > s2 > s3... > sn > 0 (18)

The condition number of M is the ratio

s1
sn

(19)

The truncated SVD is used to compute matrix inversion to solve for δρ. Then the system

of equations becomes

δIu = Mδρu (20)

which is represented as

δρu =

n′≤n∑
i=1

ut
iδIu
si

vi (21)

The columns matrices of V and U are respectively represented as vi and ui. The smaller

singular values do not decay as fast as the initial bigger singular values but tend to level off

and the solution is dominated by the terms in the sum corresponding to the smallest si
10.

Therefore, the truncation is necessary.

7



FIG. 1: (a) Theoretical(Simulated) SAXS/WAXS intensities for unexcited and excited

PYP structure with chromophore swing. Note that the red plot seems almost

superimposed on the black below q = 0.05, however there is some difference between the

two as noted on the difference intensities curve (b) Double logarithmic plot of simulated

SAXS/WAXS intensities for unexcited and excited PYP structure with chromophore swing

(c) Difference in theoretical SAXS/WAXS Intensity for chromophore swing case. q values

are in crystallographic covention with unit Å−1.

IV. OUTPUT OF THE RAPID DIRECT METHOD

The output of the rapid direct method is shown in Figs. 2 and 4 of photoactive yellow

protein.

It will be noted that if one uses the information present in the peaks and dips of the

electron density, these peaks and dips correctly identify the residues containing the moved

atoms, although not much more due to the limitations of SAXS/WAXS data. Although

it correctly identifies the residue in which the atomic displacements occur. It is clear on

comparison with Figs 2 and 6 on the one hand and Figs 4 and 8 on the other, that due to

the paucity of data in SAXS/WAXS one cannot reconstruct an image of too high a resolution

from step 1 alone of our algorithm. In order to overcome this limitation we then embarked
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FIG. 2: Electron density differences between the photoexcited PYP11 assumed and the

“dark” structure of PYP(PDB ID 2phy)12 from step 1 of our algorithm. Note that in this

step we use only the highest and lowest values of the density differences so the contour

level is chosen so as to show only these. Consistent with the convention in time-resolved

crystallography, the positive difference electron density (towards which the chromophore

moves) is indicated by the green lobe and the negative electron density (from which the

chromophore has moved) is indicated by red. The values for qmax is 0.22 Å-1

(crystallographic) corresponding to a resolution about 5 Å, with maps calculated for a

50x50x50 Å3 box with an 11x11x11 grid. Figure produced with Chimera.16

on step 2, which uses a simulated annealing method. Such a method is notorious in its

bad scaling with the number of parameters varied. This is where we use the fact that the

low-resolution maps recovered from step 1 of our algorithm although of low resolution is

nevertheless able to recover the residue in which the atoms that are displaced are found.

In step 2 we exploit this fact to reduce the number of displaced atoms whose positions

need to be searched for by our simulated annealing algorithm.

V. SIMULATED ANNEALING

Even if one can only obtain a resolution to the level of identifying the residue in which

atoms have changed their positions, since the average residue in a protein has only a relatively

small number of atoms, we expect it will not be too difficult to vary only the positions of
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FIG. 3: Difference in Theoretical(simulated) SAXS/WAXS Intensity for ARG124 Change.

q values are in crystallographic covention with unit Å−1.

these atoms with a global optimization algorithm such as simulated annealing13 to get a

reasonably accurate solution14. In other words we perform the first step only to narrow

down the simulated annealing search. This is essential with a method such as simulated

annealing which scales in a disadvantageous way as the number of atoms, N , whose positions

are sought (In fact Rous15 finds evidence that the time for a calculation may vary as N6).

The method of simulated annealing has now become established as a method of global

optimization in which one varies the values of certain parameters on which a spectrum

depends, according to a general protocol until one obtains the parameters that give best

agreement with an experimental spectrum by finding the global minimum of a cost function.

Though the global minimum of the cost function may involve temporarily increasing its value

as a function of the parameters, this usually works, due to the employment of a strategy

based on the analogy with the physical process of annealing. Normally simulated annealing

would not be feasible for problems of this kind, because varying the positions of all the atoms

of the sample would not be feasible. Like the latter process it is a method generally capable

of overcoming temporary barriers in order to find a global minimum. The main problem

with simulated annealing is that the time taken by the process scales as a high power of

the number of parameters, N6. If N can be kept small, the method becomes feasible. Our
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FIG. 4: Same as Fig. 2 except that the same difference electron density is found for the

movement of another residue by the step 1 of our method described in this paper. The

values for qmax is 0.22 Å-1 (crystallographic) corresponding to a resolution about 5 Å, with

maps calculated for a 50x50x50 Å3 box with an 11x11x11 grid. Figure produced with

Chimera.16

strategy for keeping N small is finding the residue which is displaced in the rapid direct

method described in the last section.

We use a cost function [Iexpt − Ithe(Rj)]
2 that is minimized by varying the coordinates of

the atoms Rj. Ithe, the model intensities, thus vary as a function of the atom coordinates

Rj. Since each atom can normally be described by three coordinates, the number of atoms

can be related to the number of parameters by a factor of a maximum of 3 (the number

of physical dimensions) although application of chemical constraints will reduce this con-

siderably. If we assume the moved atoms lie within a residue containing these peaks of the

“direct” method, the number N of parameters Rj can be kept fairly small, and the solution

is feasible. The PYP molecule for instance contains about 1000 atoms, but a single residue

contains about 10. Thus, assuming the time goes up with N6 as Rous15 indicates, this is

automatically at least a trillion-fold reduction in the time taken over time to solve the entire

molecule. The calculation currently runs few hours on an ordinary laptop. If Rous is right,

trying to find the positions of all the atoms in the protein by simulated annealing on an

ordinary laptop would take about billion years! Consequently, simulated annealing is not

a method for finding a structure from scratch. Rather if an approximate structure can be

found by some means, it is excellent as a method of refinement, hence its use in this case in
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FIG. 5: Same as Fig. 2, but after step 2 of our algorithm. It will be seen that the small

red and green lobes of Fig. 2 are now expanded out to be somewhat similar to Fig. 6

below from the classical difference Fourier method of time-resolved crystallography.

FIG. 6: Same as Fig. 5 except from the difference Fourier method of classical time-resolved

crystallography.

conjunction with a “direct” method of limited resolution.

VI. RESULTS OF SIMULATED ANNEALING

Although it is obvious from the difference electron density maps that the agreement after

the simulated annealing is superior, we have also plotted the relevant atomic coordinates of

the unperturbed structure (the starting point) and of the perturbed structure (the ultimate

goal) as well as of the coordinates as determined by simulated annealing. Ten different sets
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FIG. 7: Same as Fig. 4 except that the difference electron density is now recovered after

step 2 of our algorithm.

FIG. 8: Same as Fig. 7, except that the difference electron density is recovered from

displacements of this residue from classical time-resolved crystallography by the difference

Fourier method.

of coordinates are determined from Simulated Annealing. It will be seen that the simulated

annealing finds the correct coordinates to within about 2 Å in the worst case. Figures 5, 6,

7, and 8 are also produced with Chimera.16

Figs. 5 and 6 are concerned with the displacements of the chromophohore (which is ex-

pected on photoexcitation) but Figs. 7 and 8 are concerned with the artificial displacement

of a residue far from the chromophore in order to test our algorithm. In all cases we first

used equation (15) to get an approximate electron density and then varied the positions of

atoms within the residue by simulated annealing to obtain the exact atomic displacements.

The efficacy of the simulated annealing algorithm may be judged by the plot in Fig 9. At

least in a case where all the atomic displacements are found within the residues identified by
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FIG. 9: Figure showing atomic coordinates of the chromophore in unperturbed, perturbed

states, and recovered by simulated annealing

the direct method the new method seems to correctly identify the moved atoms as verified

by a comparison with the results from the tested difference Fourier method of time-resolved

crystallography.

VII. CONCLUSIONS

Up to now it has been necessary to crystallize proteins to find the time variation of such

molecules. This is a limitation for two reasons. Not all proteins are easily crystallized. In-

deed there are a number of important membrane proteins that are very difficult to crystallize

due to the presence of hydrophobic surfaces on their exterior. Secondly it is questionable

whether the time-resolved structures found by conventional time-resolved crystallography

are not artificial due to the presence of steric constraints from neighboring unit cells. We

describe here a two-step process that eventually gives a resolution of disordered molecules

in SAXS/WAXS similar to that which is obtained in classical time-resolved crystallography

on crystallized proteins. It is certainly arguable therefore that structures recovered from

solution are more representative of proteins under physiological conditions. We have suc-

cessfully demonstrated the validity of our algorithm but there are a number of assumptions
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and limitations. Firstly, we assume that the magnitudes of atomic displacements seen in

time-resolved crystallography are also same in SAXS/WAXS experiment. Accordingly, we

assume that there is an average behaviour in solution that leads to a narrow distribution

within the each member of the pair of states. We also neglect in our artificial data the effect

of the solvent, which may be a source of noise in difference spectra. We also assume no

noise in our demonstration. Its possible that the development of a reliable and reasonably

fast method for SAXS/WAXS could be of crucial importance for the study of time-resolved

structures under physiological conditions. For example there has been a recent experiment

by Arnlund et al.17, which purports to explain the apparent promotion of chemical reactions

that require only meV of energy though the absorption of a photon from the sun that has

perhaps an energy of about an eV. The postulation is the formation of a “protein quake”

in the material to dissipate most of the energy. There is some evidence for this from molec-

ular dynamics, although since this is a theoretical technique that depends on a number of

assumptions, this evidence is not as strong as if structural evidence of a protein quake were

obtained directly from SAXS/WAXS experiments alone.What has been lacking up to now

is a method of recovering the structure of time-resolved changes directly from experiments.

The method has performed well in our initial tests on simulated, artifical data. It remains

to be seen how the theory here can be applied to experiment.

Of course an assumption is that the step 1 identifies the residues in which atoms

move. Our ideas extend the previous work on extracting information from difference

in SAXS/WAXS spectra18,19 by providing direct and objective locations of differences in

molecular structure. While this is true of time-resolved changes of PYP as a result of

photoexcitation, it remains to be seen how general this is of typical time-resolved structure.
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