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Abstract

We propose a computational methodology capable of harvesting isothermal heat and entropy

change in Molecular Dynamics simulations. The methodology is applied to study high frequency

dynamics of the electrocaloric effect (ECE) in ferroelectric PbTiO3. ECE is associated with a

reversible change in temperature under adiabatic application of electric field or with a reversible

change in entropy under isothermal application of the electric field. Accurate assessment of elec-

trocaloric performance requires the knowledge of three quantities: isothermal heat, isothermal

entropy change, and adiabatic temperature change. Our methodology allows computations of all

these quantities directly, that is without restoring to the reversible thermodynamical models. Con-

sequently, it captures both reversible and irreversible effects which is critical for ECE simulations.

The approach is well suited to address dynamics of the ECE, which so far remains underexplored.

We report the following basic features of the intrinsic dynamics of ECE: i) the ECE is indepen-

dent of the electric field frequency, rate of application, or field profile; ii) the effect persists up to

the frequencies associated with the onset of dielectric losses and deteriorates from there due to

creation of irreversible entropy; iii) in the vicinity of the phase transition and in the paraelectric

phase the onset of irreversible dynamics occurs at lower frequency as compared to the ferroelectric

phase. The latter is attributed to lower intrinsic soft mode frequencies and and larger losses in the

paraelectric phase.
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I. INTRODUCTION

ECE is associated with a reversible change in temperature under adiabatic application of

an electric field or with a reversible change in entropy under isothermal application of the

electric field. In many cases the effect can be described by the thermodynamical differential

relation (Maxwell equation) that predicts the electrocaloric coefficient

dT

dE
= −

T

CE

(

∂P

∂T

)

E

, (1)

where T , E, and P are the temperature, electric field, and the polarization, respectively,

while CE is the heat capacity under constant electric field. The interest in ECE has spiked in

the recent years1–4 following the reports of giant ECE in thin films5,6 and owing to its poten-

tial for solid state refrigeration7,8. The ECE is characterized by three essential parameters:

the isothermal heat Q, the isothermal entropy change ∆S, and the adiabatic temperature

change ∆T . These quantities can either be measured directly (the direct approach) or can be

estimated with the help of Maxwell relations [Eq.1] (the indirect approach). The direct ap-

proach is highly desirable but also challenging. On the other hand, the indirect approach is

rather straightforward but only applicable for nonhysteretic fully reversible processes. Com-

putationally caloric effects can also be studied by using either direct or indirect approaches.

In the direct approach electric field is applied under adiabatic conditions and the associated

adiabatic change in temperature is directly computed. This approach can be implemented

within either Monte Carlo (MC)9,10 or Molecular Dynamics (MD)11,12 techniques. Success

in the development of atomistic simulations that mimic the direct method10,11,13–15 has led

to many insights into the caloric effects. Some examples include predictions of giant elas-

tocaloric effect in ferroelectric ferroelastics16 which was later confirmed experimentally17 and

prediction of multicaloric effect in ferroelectric ferroelastics18 which has also been confirmed

experimentally19. Despite all these, we are not aware of any computational methodology

that allows predictions of other essential electrocaloric metrics: the isothermal heat and

entropy change directly.

The dominance of the indirect methods of ECE investigations resulted in the lack of un-

derstanding of the ECE under nonequilibrium conditions. One such example is the dynamics

of the ECE. It is well known that the response of a material to the electric field in many

cases is time/frequency dependent. Such dependence cannot be captured by the Maxwell

equation (1). However, this subject is rarely addressed in literature20. Does the ECE effect,
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indeed, have a dynamical component or a frequency dependence? Is there an intrinsic time

scale associated with this effect? In the direct computational study of room temperature

ECE in Pb(Zr0.4Ti0.6)O3 bulk and nanodots it was found that under an ac electric field the

ECE is independent of the frequency below the resonance frequency of the soft mode11. On

the other hand, a recent computational study12 reported that ECE depends on the rate of

the electric field application. In particular, the simulations with the electric field turned on

or off instantaneously resulted in underestimation of the ECE. Could these studies point

to the dependence of the ECE on the electric field evolution? Experimentally, the possi-

ble dependence of the ECE on frequency was proposed in a uniaxial organic ferroelectric21.

The aims of this Article are: i) to propose a computational approach capable of harvesting

isothermal heat and entropy change in MD simulations; ii) to tailor this approach to sim-

ulations of all three essential electrocaloric metrics, namely Q, ∆S, ∆T , along with their

time evolution; iii) to apply the methodology to reveal the basic dynamical features of the

ECE in ferroelectric PbTiO3.

II. METHODOLOGY

To achieve our methodological goal we use MD with the interactions modeled by the

effective Hamiltonian22. The degrees of freedom for the effective Hamiltonian include local

soft modes, which are proportional to the dipole moment of the unit cell, and strain variables

that describe elastic deformation of the unit cell. The interactions between the degrees of

freedom in a basic Hamiltonian include a local mode self energy (harmonic and unharmonic

contributions), a long-range dipole-dipole interaction, a short-range interaction between local

modes, an elastic energy, the interaction between the local modes and strains, and the

interaction of the local modes with the external electric field. For this study we use the

effective Hamiltonian for PbTiO3
22 which was specifically developed to accurately reproduce

both static and dynamical properties of this ferroelectric. All interaction parameters for

the Hamiltonian are derived from first-principles Density Functional Theory calculations.

The Hamiltonian accurately reproduces first-principles ground state energy, polarization,

tetragonality and soft mode frequencies. It predicts the paraelectric to ferroelectric phase

transition to occur at 605 K which underestimates the experimental Curie point of 750 K.

Furthermore, it accurately reproduces the frequencies of the soft mode in a wide temperature
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range. Here we use a simulation supercell of 30x30x30 perovskite unit cells with periodic

boundary conditions applied along all three Cartesian directions to simulate bulk PbTiO3.

Using large supercells allows for the reduction of the thermal fluctuations. Some of the

simulations were repeated for a 60x60x60 supercell, however, no significant differences in

computational predictions or improvement in thermal fluctuations was found.

In the MD the forces on each degree of freedom is computed from the analytical derivatives

of the effective Hamiltonian with respect to its degrees of freedom. The forces are then

used in the Newtons equations of motions which are integrated numerically using predictor-

corrector algorithm and the integration step of 0.5 fs. To simulate isothermal conditions the

supercell is coupled to a thermal bath using the Evans-Hoover approach23. The approach

introduces an additional friction-like force Fthermo
i into the Newton equations of motion

that allows for conservation of kinetic energy. The force acts on each site i. The heat that

enters/leaves the supercell can be obtained from the energy exchanged with the thermal bath

Q = −

∑

i F
thermo
i dui, where dui is the displacement of a degree of freedom. In our case

the summation runs over both local modes and local strain variables. The heat is computed

at each MD step (the “instantaneous” heat) which gives the rate of the heat exchange in

isothermal simulations, Q/∆t, where ∆t is the MD time step. The heat is positive if it enters

the supercell and negative if it leaves supercell and contains both reversible and irreversible

contributions. The heat can be related to the entropy supplied to (or removed from) the

supercell through ∆S = Q/T = Qrev/T + Qirrev/T = ∆Srev + ∆Sirrev. Here ∆Srev is

the reversible entropy change of the supercell, while ∆Sirrev is the entropy created through

irreversible processes. Similarly, the isothermal heat can be related to the adiabatic change

in temperature as ∆T = −Q/C = −(Qrev +Qirrev)/C = ∆Trev +∆Tirrev, where ∆Trev and

∆Tirrev are the reversible and irreversible change in temperature, respectively. Integration

of the heat exchange rate over the time gives the net isothermal heat, Qnet, entered/left

the supercell since the beginning of the simulations. Computationally, this quantity is more

convenient to work with since the “instantaneous” Q is rather noisy. Similarly to Q the

quantity Qnet could be related to the isothermal change in entropy and adiabatic change in

temperature. However, these changes are now with respect to the their initial values (at the

beginning of the simulations). Moreover, for ECE simulations Qnet gives the heat exchanged

during the field changing from 0 to the current value E, while Q gives the heat exchanged

during the field changing from E to E + ∆E, that is during one MD step. Note, that the
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computational approach to obtain Q, ∆S and ∆T is general and independent of the specific

force-field. It can be applied to harvest isothermal heat and entropy change in any other

system.

To simulate the ECE directly a time-dependent electric field is applied during the simula-

tions and the time evolution of the polarization and isothermal heat are computed. The latter

one is converted to heat exchange rate and integrated to obtain isothermal net heat. In this

work we consider two different time-dependent electric fields: ac electric field and square-

wave electric field. The latter one is often used in direct measurements of the ECE24–26.

Note, that prior to the electric field application the supercell is equilibrated at the desired

temperature during 50 ps of isothermal simulations. Therefore, ∆S and ∆T computed from

Qnet are with respect to their equilibrium values at a given temperature. To reveal the

intrinsic dynamics of the ECE we focus on the GHz-THz frequency range since this range

is associated with the intrinsic dynamics of the polar modes which are primary contributors

to the ECE. In other words, we do not expect any intrinsic dynamical features below these

frequencies. Moreover, focusing on high frequencies allows for establishment of the intrinsic

limit for the ECE. While at present GHz-THz frequency range is above the range of practical

utility for macroscopic cooling applications, it could potentially be highly relevant for other

applications of ECE, such as temperature-mediated magnetoelectric coupling27,28.

III. RESULTS AND DISCUSSION

We begin with presenting our room temperature data for the ac electric field. At room

temperature the supercell is polarized along the <001> direction (positive direction of z

Cartesian axis in our setup). An ac electric field of 700 kV/cm amplitude and 0.05 THz

frequency is applied along the direction of the polarization. Fig.1(a) gives the time evolution

of the polarization. In this case the polarization follows the time evolution of the electric

field. Fig.1(b) gives the average heat exchange rate< Q/∆t > as a function of time. We used

a moving average technique with the averaging interval of 2000 MD steps to compute the

average. The computational data for Q/∆t are integrated over time to obtain the isothermal

net heatQnet, which is then used to compute the isothermal entropy change and the adiabatic

temperature change reported on the left and right y-axis of Fig.1(c), respectively. Note, that

∆S and ∆T are with respect to their equilibrium values at room temperature. We used
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FIG. 1. (color online) Room temperature time evolution of the polarization (a); the average rate

of heat exchange (b); isothermal entropy change and adiabatic temperature change [left and right

y-axis, respectively] (c) under ac-electric field; all the above quantities for one period of the field

(d).

the experimental specific heat value from Ref.29. In particular, the values of 115 J/mol K

and 144 J/mol K were employed for 300 and 700 K calculations, respectively. From the

Figure we can see that after the initial transient period the system exhibits steady state

oscillations in response to the driving field. Fig.1(d) shows the same data as in Fig.1(a)-(c)

but for one period of oscillations. We can see that the increase in the polarization (first and

fourth quarter of the period) is associated with negative < Q/∆t >, that is heat release to

the thermal bath. On the other hand, the decrease in the polarization (second and third

quarter of the period) results in positive < Q/∆t > indicating that the heat is absorbed

from the thermal bath. The isothermal entropy evolution (blue line) is opposite to the

polarization evolution. In particular, the regions of the polarization increase (the first and

last quarter of the period) are associated with the decrease in the ∆S as the electric field
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aligns the dipoles. On the other hand, the regions where the polarization decreases (second

and third quarter of the period) are associated with the increase in the isothermal ∆S. The

data presented in Fig.1 demonstrate the possibility to compute the isothermal heat and

entropy change as well as the adiabatic temperature change dynamically. Furthermore, they

indicate the existence of the ECE under application of high-frequency ac electric field in

agreement with an earlier MD study11.

Next we investigate the electric field dependence of the quantities given in Fig.1. The

first transient period was removed from the data. Fig.2(a) reports the change in polariza-
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FIG. 2. (color online) Room temperature electric field evolution of the polarization (a); the

average rate of heat exchange (b); isothermal entropy change and adiabatic temperature change

[left and right y-axis, respectively] (c). Solid lines show data obtained from MD calculations, while

circles show data from MC simulations. Dependence of the heat exchange rate on the electric field

rate (d).

tion as a function of the electric field, while Fig.2(b) reports the heat exchange rate as a

function of the electric field. Interestingly, there exists a hysteresis in < Q

∆t
> (E). To
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understand the origin of this we write the heat exchange rate for a reversible isothermal

process
(

∂Q

∂t

)

T
= T

(

∂S
∂t

)

T
= T

(

∂S
∂E

)

T

(

∂E
∂t

)

T
. It follows that the rate of the heat exchange is

proportional to the rate of the electric field change. The dependence of the rate of the heat

exchange on the rate of the electric field application is given in Fig.2(d). The numerical

data confirm that the two rates are directly proportional. Interestingly, the coefficient of

proportionality between the rates gives T
(

∂S
∂E

)

T
. The linear fit to the data yields the value

of -0.57 mJ/(K V m2) which falls within the range of experimental data1. Fig.2(c) gives

the change in isothermal entropy as a function of the electric field (left y-axis) and the adi-

abatic change in temperature as a function of the electric field (right y-axis). Technically,

both quantities are the ones obtained from Qnet since Qnet is a function of the electric field,

while Q/∆t is a function of the electric field rate. We have also computed the adiabatic ∆T

using the semiclassical adiabatic MC that incorporates quantum mechanical dependence of

the heat capacity on temperature30. The data are given by the circles on the right y-axis

in Fig.2(c). Comparison indicates excellent agreement between the data and confirms the

accuracy of our computational methodology. Furthermore, the agreement between the quasi-

static (MC) and dynamic (MD) simulations indicates that the intrinsic ECE is independent

of the frequency and, therefore, does not have a dynamical component.

We have repeated simulations for a much higher frequency of 0.5 THz. For the electric

field amplitude 700 kV/cm the polarization reverses under this field resulting in a irreversible

heat loss. Decreasing the amplitude of the ac field down to 500 kV/cm allowed for data

collection. The results for P (E), < Q

dt
(E) >, ∆S(E), and ∆T (E) overlap with those shown

in Fig.2 in the common field range. This suggests that at room temperature ECE could

persist up to very high frequencies and further confirms its independence on frequency.

We have repeated simulation for the temperature 700 K which is about 100 K above

the computational Curie point of PbTiO3. The electric field of 700 kV/cm amplitude and

0.05 THz frequency was applied along the <001> crystallographic direction. The polariza-

tion as a function of temperature is given in Fig.3(a). The isothermal heat exchange rate

is displayed in Fig.3(b), while the isothermal heat Qnet is given in Fig.3(c). Interestingly,

in this case we find a net decrease of Qnet, which indicates that the irreversible entropy

generated in the supercell is being removed through the heat exchange with the thermal

bath. Since we are only interested in the reversible change in entropy we do not convert

heat to the entropy change in this case. On the other hand, conversion of the heat to the
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FIG. 3. (color online) Time evolution of the polarization (a); the average rate of heat exchange

(b); net heat exchanged with the thermal bath (c); time evolution of polarization (left y−axis),

the average rate of heat exchange (right y−axis) and the entropy change (right y−axis) during on

period of ac-electric field (d). The data were obtained at 700 K.

adiabatic temperature change allows estimation of the irreversible temperature increase and

is shown on the right y-axis of Fig.3(c). In this case our calculations predict that under

adiabatic conditions the average temperature of the supercell would increase rapidly and

irreversibly by about 30 K after 200 ps of field application. To understand the origin of

the irreversibility we turn to the intrinsic dynamics of the soft mode in PbTiO3
22. On

approaching the phase transition the intrinsic soft mode frequency decreases significantly

while losses (quantified by the damping constant in the harmonic oscillator model) increase

drastically22. This causes a significant broadening of the imaginary part of the dielectric

susceptibility with its peak moving towards lower frequencies. Since it is the imaginary

part of the dielectric susceptibility that gives rise to the dielectric losses we find irreversibly

close to the phase transition. Interestingly, in Ref.22 it was found that in the paraelectric
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phase the damping constant is nearly independent of the temperature. This suggests that

the irreversibility would persist in the paraelectric phase even as we move away from the

phase transition. To verify this we repeated simulations for 900 K which is 200 K higher

than the computational Curie point. In this case we still find that the irreversible heat is

generated during the electric field application although less in quantity than at 700 K. This

confirms that the irreversibility and associated deterioration of the electrocaloric response in

the paraelectric phase originates from the higher dielectric losses. Interestingly, as per find-

ing of Ref.22 in the ferroelectric phase of PbTiO3 the A1(TO1) mode has much lower losses

than the E mode which suggest that it maybe advantageous to apply electric field along the

polar directions in the ferroelectric phase to minimize irreversible heating in high frequency

applications. Fig.3(d) shows the same data as Fig.3(a)-(b) but for one period of the electric

field. Since during one period of the electric field the effects due to irreversibility are small

we convert Qnet into the entropy change and add it to Fig.3(d). In the first quarter of the

period the electric field aligns the dipoles along the positive z−direction which results in a

decrease in the configurational entropy and ejection of the associated heat to the thermal

bath. During the second quarter the field decreases back to zero causing the dipoles to loose

their ordering and resulting in the increase in configurational entropy and heat absorption

from the thermal bath. The situation is identical for the third and fourth quarters of the

period as the field aligns and releases the dipoles along the negative direction of the z−axis.

Experimentally, direct measurements of ECE are often done using Differential Scanning

Calorimetry24–26. In such technique the sample is typically subjected to a step-like periodic

electric field pulses under isothermal conditions. More precisely, the field is first turned

on quickly causing the sample’s temperature to increase under nearly adiabatic conditions.

After that the field is kept on while the sample thermalizes and returns back to the initial

temperature. Next the field is removed quickly causing the sample temperature to drop

below the temperature of the thermal bath. Finally, as the field remains off the sample

returns to the original temperature. Perhaps, one of the stringiest test to our computational

methodology would be the ability to simulate such experiments. Motivated to address this

we simulate the ECE under isothermal application of step-like periodic electric field (square

wave) at 300 K. The field was simulated by using the first six terms of the Fourier series

expansion of a square wave: E = E0(1/2+2/π)
∑6

k=1 sin((2k−1)ωt+3π/2)/(2k−1), where

E0 and ω are the square wave amplitude and frequency, respectively. In these settings
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FIG. 4. (color online) Room temperature time evolution of the polarization (a); the average rate

of heat exchange (b); isothermal entropy change and adiabatic temperature change (c) [left and

right y-axis, respectively]; all the above quantities for one period of step-like electric field (d).

the minimum and maximum field is 0 and E0, respectively, which simulates field’s “off”

and “on” phases. Note, that we avoided using higher harmonics in the expansion due

to their proximity to the intrinsic soft mode frequency. We used E0 =700 kV/cm and

ω/2π =0.05 THz. Fig.4(a) shows the response of the polarization to the field, while Fig.4(b)

shows the average heat exchange rate. The latter resemble closely the experimental data

from Differential Scanning Calorimetry24,25. The negative spikes are associated with turning

the field “on”, while positive spikes occur when the field is turned “off”. Fig.4(c) shows

the isothermal entropy change (left y-axis) and adiabatic temperature change (right y-axis)

with respect to their equilibrium values. These quantities show step-like evolution as well.

Fig.4(d) displays the data for one period of the electric field. We can see that the rapid

increase in the polarization results in the dip in the heat exchange rate, while subsequent

rapid decrease in the polarization leads to the symmetric peak in the heat exchange rate.
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The isothermal entropy decreases as the polarization increases, owing to the alignment of

the dipoles by the field, and then returns to the original value as the field is removed.
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FIG. 5. (color online) Room temperature electric field evolution of the polarization (a); the

average rate of heat exchange (b); isothermal entropy change and adiabatic temperature change

(c) [left and right y-axis, respectively]. Dependence of the heat exchange rate on the electric field

rate (d).

To gain further insight we plot the field dependence of the polarization, heat exchange rate

and adiabatic heat in Fig.5(a)-(c). Note, that the first transient period has been removed.

Comparison between Fig.2 and 5 shows the agreement between the data for the P (E),

∆S(E), and ∆T (E) for the common range of the electric field. The agreement between

the data for the ac and square wave electric fields indicates that the ECE is independent

of the electric field profile. Fig.5(b) shows once again that the heat exchange rate exhibits

hysteresis when plotted as a function of the electric field. On the other hand, the hysteresis

is removed when Q/∆t is plotted as a function of the electric field application rate [Fig.5(d)].

Simulations at 700 K and 900 K resulted in the same outcome as for the ac electric field.
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Namely, the presence of irreversible heat. This suggests that the application of periodic

fields in GHz-THz frequency range is not feasible in the paraelectric phase of ferroelectrics

for caloric effect applications. On the other hand, application of the field along the polar

direction of ferroelectrics allows to overcome this limitation.

IV. CONCLUSIONS

In summary, we have proposed a computational methodology that allows harvesting of

heat and entropy change during isothermal MD simulations. The methodology is well suited

for direct simulations of the ECE and allows for computations of three essential electrocaloric

metrics: isothermal heat and entropy change, and adiabatic temperature change. Applica-

tion of the methodology to study high frequency dynamics in ferroelectric PbTiO3 revealed

that the ECE persists up to the frequencies associated with the onset of dielectric losses

which result in the irreversible heat creation. At that point the electrocaloric properties

deteriorate due to the irreversible entropy generation. As these frequencies depend strongly

on the temperature the intrinsic limit for the ECE is also temperature dependent. In par-

ticular, in the paraelectric phase and in the vicinity of the phase transition in PbTiO3 we

find irreversible heat for the ac field frequency of 0.05 THz. On the other hand, application

of the same electric field in the ferroelectric phase along the polar direction is completely

reversible. Application of the square wave electric field revealed that our methodology is

capable of simulating Differential Scanning Calorimetry experiments. We found no differ-

ences between the electrocaloric metrics from the simulations under the ac and square wave

electric field, which suggests that the ECE is independent of the electric field profile or its

rate of application. We also report that the heat exchange rate (or electrocaloric power) is

proportional to the rate of the electric field application. Therefore, optimization of the heat

exchange rate can be achieved through optimization of the time evolution of the electric

field.
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