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UPMC Univ. Paris 06, CNRS, 75005 Paris, France †

4Sorbonne Universités, UPMC Univ Paris 06, UMR 7589, LPTHE, F-75005, Paris, France†

(Dated: February 13, 2018)

In this paper, we present the construction of tensor network states (TNS) for some of the degener-
ate ground states of 3D stabilizer codes. We then use the TNS formalism to obtain the entanglement
spectrum and entropy of these ground states for some special cuts. In particular, we work out the
examples of the 3D toric code, the X-cube model and the Haah code. The latter two models belong
to the category of “fracton” models proposed recently, while the first one belongs to the conven-
tional topological phases. We mention the cases for which the entanglement entropy and spectrum
can be calculated exactly: for these, the constructed TNS is a singular value decomposition (SVD)
of the ground states with respect to particular entanglement cuts. Apart from the area law, the
entanglement entropies also have constant and linear corrections for the fracton models, while the
entanglement entropies for the toric code models only have constant corrections. For the cuts we
consider, the entanglement spectra of these three models are completely flat. We also conjecture
that the negative linear correction to the area law is a signature of extensive ground state degener-
acy. Moreover, the transfer matrices of these TNSs can be constructed. We show that the transfer
matrices are projectors whose eigenvalues are either 1 or 0. The number of nonzero eigenvalues is
tightly related to the ground state degeneracy.
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I. INTRODUCTION

Since the invention of density matrix renormalization
group (DMRG)1, tensor network states (TNS) have be-
come important numerical and theoretical tools in quan-
tum many-body physics. At its core, the scaling of the
entanglement entropy was the novel physics concept that
made possible the invention of the recent TNS methods2.
The understanding of the behavior of entanglement en-
tropies of different phases of matter fundamentally im-
proved the numerical tools for condensed matter systems
and initiated new research directions for both condensed
matter and high energy physics3–5.

The study of the entanglement entropy of one-
dimensional (1D) gapped ground states led to the in-
vention of Matrix Product State (MPS)6–8 in 1D - the
simplest but also the most successful example of a TNS.
An MPS is a wave function whose coefficients (in some
basis decomposition) are represented as matrix products.
The immediate generalization of MPS in two dimensions
(2D) is the Projected Entangled Pair States (PEPS)7,9

– the type of TNS we use in this paper. Similar to an
MPS, a PEPS is a wave function whose coefficients are
tensor contractions. See Fig. 1 for a pictorial description
of MPS and PEPS. Other types of TNSs include tree Ten-
sor Network (TTN)10, Multi-Entanglement Renormaliza-
tion Ansatz (MERA)11, which are beyond the scope of
this paper. In three dimensions (3D), the study of the
TNS is not yet well-developed.

TNS have been heavily used in condensed matter
physics in the past decade, especially in the study of 1D
and 2D topological phases12. Amongst many examples,

1. Numerical simulations of the 1D Haldane chain led
to the discovery of symmetry protected topological
phases (SPT)13.

2. Fractional quantum Hall states can be exactly writ-
ten as MPS14–25 which allows performing numerical
calculations not accessible by exact diagonalization
techniques.

(a)

(b)

Figure 1. Examples of TNS lattice wave functions in 1D and
2D. Each node is a tensor whose indices are the lines con-
necting to it. The physical indices - of the quantum Hilbert
space - are the lines with arrows, while the lines without any
arrows are the virtual indices. Connected lines means the cor-
responding indices are contracted. Panel (a) is an MPS for
1D systems. Panel (b) is a PEPS on a 2D square lattice.

3. A large class of spin liquids wave functions can be
constructed using TNS with global spin rotation
symmetries and lattice symmetries26–32.

The ground states of gapped local Hamiltonians are
conjectured to obey the area law: the entanglement en-
tropy of the ground states with respect to a subsystem A
grows linearly with the area of the subsystem’s boundary
Area(∂A):

SA ∼ Area(∂A).

Specifically, in 1D, the entanglement entropy of the sub-
system A is a constant:

Sl ∼ Const,

since the boundary of A contains only two points. In 2D,
the entanglement entropy of the subsystem A obeys:

SA ∼ l,

where l is the perimeter length of the boundary of A. For
long-range entangled topological phases in 2D, the area
law gets supplemented by a leading constant contribution
dubbed as topological entanglement entropy33,34, which
contains the total quantum dimension.

In higher spatial dimensions than 2D, more exotic
gapped states of matter exist, beyond the paradigm of
topological phases.12,35. Recently, 3D so-called fracton
models36? ? ? ? ? –57 represented by Haah code36 and X-
cube model have been proposed, attracting the attention
of both quantum information58 and condensed matter
community59–63. They can be realized by stabilizer code
Hamiltonians, whose fundamental property is that they
consist solely of sums of terms that commute with each
other. They are hence exactly solvable. The defining
features of fracton models include (but are not restricted
to) that:

1. Fracton models are gapped, since they can be real-
ized by commuting Hamiltonian terms.

2. The ground state degeneracy on the torus changes
as the system size changes. Hence, fracton models
seem not to have thermodynamic limits.

3. The low energy excitations can have fractal shapes,
other than only points and loops available in con-
ventional topological phases.

4. The excitations of fracton models are not fully mo-
bile: they can only move either along submanifold
of the 3D lattice (Type I fracton model), or com-
pletely immobile without energy dissipation (Type
II fracton model).

In this paper, we obtain a TNS representation for some
of the ground states of three stabilizer codes in 3D: the
3D toric code model35, the X-cube model and the Haah
code. The two latter ones belong to the catalog of fracton
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models, while the first one belongs to the conventional
topological phases. For instance, the ground state degen-
eracies on the torus of the X-cube model and the Haah
code do not converge to a single number, as the system
size increases. In contrast, the ground state degeneracy
(GSD) on the torus for 3D toric code model is 8 for all
system sizes. Ref. 64 treated the X-cube and Haah code
models using the idea of lattice gauge theory. The gauge
symmetry is generally generated by part of the commut-
ing Hamiltonian terms; the rest of the Hamiltonian terms
are interpreted as enforcing flat flux conditions. More ex-
plicitly, the authors treated the terms only made of Pauli
Z operators as the gauge symmetry generators, and the
terms only made of Pauli X operators as the flux opera-
tors. The gauge symmetries in the X-cube and the Haah
code models are not the conventional Z2 gauge symmetry
such as that in the 3D toric code model, since the gauge
symmetry generators, the Pauli Z terms of the X-cube
and the Haah code models, are different from those in the
3D toric code model. Refs. 65 and 66 derived the X-cube
model from “isotropically” layered 2D toric code models
and condensations. The caveat is that this condensation
is weaker than the conventional boson condensation in
modular tensor category or field theory67–70. The au-
thors condense “composite flux loop” of coupled layers
of 2D toric code model. The “composite flux loop” refers
to a composite of four flux excitations near a bond of the
lattice. See Ref. 66 for explicit explanations.

Using the TNS representations of some of the ground
states, we obtain the entanglement entropy upper bounds
for all three models. We then derive the reduced density
matrix cuts for which the TNS represents the singular
value decomposition (SVD) of the state. For these types
of cuts, the entanglement entropy of the three stabilizer
codes can be computed exactly. We find that for the
fracton models, the entanglement entropy has linear cor-
rections to the area law, corresponding to an exponential
degeneracy in the TNS transfer matrix.

The transfer matrices of TNS of 2D toric code35,
whose eigenvalues and eigenstates dominate the correla-
tion functions, have been studied in Ref. 71 and 72. The
flat entanglement spectra73 of the 2D toric code were
studied in Refs. 74 and 75. Our TNS construction, when
restricted to 2D toric code model, gives the exact re-
sults of transfer matrices and entanglement spectra. See
App. A for explicit calculations and explanations. Be-
yond the 2D toric code, Refs. 52? prove that the re-
duced density matrix of any stabilizer code is a projector.
Hence, the corresponding entanglement spectrum is flat,
a property that we will rederive from our TNS.

We will not discuss cocycle twisted topological phases,
including Dijkgraaf-Witten theories76–78 or (generalized)
Walker-Wang models79–83, even though they can still be
realized by commuting Hamiltonians on lattice76,77,79,84.
However, the presence of nontrivial cocycles will make
the TNS construction very different, based on the expe-
riences in 2D TNS. Our construction will not work for
these twisted models. For instance, in 2D, the virtual

index dimension using our construction is the same as
the physical index dimension. However, when we con-
sider cocycle twisted topological phases, the “minimal”
virtual bond dimension is generally larger than the phys-
ical index dimension85–88. More explicitly, the minimal
virtual bond dimension for 2D toric code model is 2,
while the minimal virtual bond dimension for 2D dou-
ble semion model (twisted toric code) is 485–88. The 2D
cocycle twisted TNS has been systematically explored in
the literature for bosonic85 and fermionic89,90 systems re-
spectively.

The organization of this paper is as follows: In Sec. II,
we set the notations and provide an overview and the gen-
eral idea of the TNS construction In Sec. III, we present
the calculation of the entanglement properties using the
developed TNS construction In Sec. IV, we present the
TNS construction for the toric code model in 3D. The
entanglement entropy is calculated from the obtained
TNS. The transfer matrix is constructed afterwards and
is proven to be a projector of rank 2. In Sec. V, we
present the TNS construction for X-cube model. The
same calculations for the entanglement entropy and the
transfer matrix are presented. They are quickly shown
to be very different from the toric code model. Indeed,
the entanglement entropies have linear corrections to the
area law, and the transfer matrix is exponentially degen-
erate. In Sec. VI, we present the TNS construction for
Haah code. The entanglement entropies are calculated
for several types of cuts. In Sec. VII, we summarize the
paper and discuss future directions.

II. STABILIZER CODE TENSOR NETWORK
STATES

In this section, we provide an overview of the stabilizer
codes and the tensor network state description of their
ground states. In this article, we focus on a few “main”
stabilizer codes in three dimensions : the toric code35,
the X-cube model64 and the Haah code36. The TNSs
for these models have similarities in their derivation and
they share several (but importantly not all!) common
features. Both aspects are presented in this section. For
pedagogical purposes, we discuss the 2D toric code in
App. A.

A. Notations

We first fix some of the notations used in the paper, to
which we will refer throughout the manuscript:

1. The Pauli matrices X and Z are defined as:

X =

(
0 1
1 0

)
, Z =

(
1 0
0 −1

)
. (1)

2. We introduce a g tensor, which denotes the pro-
jector from a physical index to virtual indices. g
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tensors are essentially the same (up to the number
of indices) for all stabilizer codes. g tensors have
two virtual indices and one physical index for the
3D toric code model and the X-cube model, while
g tensors for the Haah code have four virtual in-
dices and one physical index. They are depicted in
Eq. (5), (116) and (117).

3. We introduce the T tensor, which denotes the local
tensor for each model. It only has virtual indices
and thus no physical indices. The specific tensor
elements are determined by the Hamiltonian terms.

4. Since we consider mostly models on cubic lattices,
the indices of T tensors will be denoted as x, x̄, y, ȳ,
z and z̄ in the 3 directions (forward and backward)
respectively. The indices will be collectively de-
noted using curly brackets. For instance, the physi-
cal indices are collectively denoted as {s}, while the
virtual indices are denoted as {t}. The virtual in-
dices which are not contracted over are called “open
indices”. Both the physical indices and the virtual
indices are non-negative integer values.

5. Graphically, the physical indices are denoted by ar-
rows, while the virtual indices are not associated
with any arrows. See Fig. 1.

6. The contraction of a network of tensors over the
virtual indices is denoted as CM ( ) whereM is the
spatial manifold that the TNS lives on. The cor-
responding wave function that arises from the con-
traction is denoted as |TNS〉M. When evaluating
the TNS norms or any other physical quantities, we
contract over the virtual indices from both the bra
and the ket layer. This contraction is still denoted
by CM ( ).

7. Lx, Ly and Lz refer to the system sizes in the three
directions (the boundary conditions will be speci-
fied), while lx, ly and lz refer to the sizes of the
entanglement cut. Both are measured in units of
vertices.

8. The TNS gauge is defined as the gauge degrees of
freedom of TNS such that the wave function stays
invariant while the local tensors change. One can
insert identity operators I = UU−1 on the virtual
bonds, where U is any invertible matrix acting on
the virtual index, multiplying U and U−1 to nearby
local tensors respectively. The local tensors then
change but the wave function stays invariant. We
refer to this gauge degree of freedom as the TNS
gauge. The TNS gauge exists in MPS, PEPS etc.
See Fig. 2 for an illustration. In our calculations, we
only fix the tensor elements up to the TNS gauge.

U-1U

A1 A2

A1 A2

(a)

(b)

U-1U
A1 A2

A1 A2

(c)

(d)

Figure 2. An illustration of the TNS gauge in MPS. (a) A
part of an MPS. A1 and A2 are two local tensors contracted
together. (b) We insert the identity operator I = UU−1 at
the virtual level - it acts on the virtual bonds. The tensor
contraction of A1 and A2 does not change. (c) We further

multiply U with A1 and U−1 with A2, resulting in Ã1 and
Ã2 respectively in Panel (d). The tensor contraction of A1

and A2 is the same as the tensor contraction of Ã1 and Ã2.
The TNS does not change as well. Similar TNS gauges also
appear in other TNS such as PEPS.

B. Stabilizer Code and TNS Construction

We now summarize the general idea of constructing
TNSs for stabilizer codes. In App. A, we provide the
construction of the TNS for the 2D toric code model on
a square lattice. In the following, we assume that the
physical spins are defined on the bonds of the cubic lattice
(such as the 3D toric code and the X-cube models). The
cases where the physical spins are defined on vertices
can be analyzed similarly. The generic philosophy of any
stabilizer code model is captured by the following exactly
solvable Hamiltonian:

H = −
∑
v

Av −
∑
p

Bp (2)

where the Hamiltonian is the sum of the Av terms which
are products of only Pauli Z operators, and the Bp terms
which are products of only Pauli X operators. v and p
denotes the positions of the Av and Bp operators on the
lattice. In the 3D toric code, v is the vertex of the cubic
lattice while p is the plaquette. In the X-cube model, v
is the vertex while p is the cube. In the Haah code, both
v and p are cubes. See Sec. IV A, V A and VI A for the
definitions of Hamiltonians of these three models. All
these local operators commute with each other:

[Av, Av′ ] = 0, ∀ v, v′

[Bp, Bp′ ] = 0, ∀ p, p′

[Av, Bp] = 0, ∀ v, p.
(3)

The Hamiltonian eigenstates are the eigenstates of these
local terms individually. In particular, any ground state
|GS〉 should satisfy:

Av|GS〉 = |GS〉, ∀ v
Bp|GS〉 = |GS〉, ∀ p

(4)
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T
g

T

g

(a) (b)

x
z
y

x
z
y

Figure 3. (a) A plane of TNS on a cubic lattice. (b) TNS on a cube. The lines with arrows are the physical indices. The
connected lines are the contracted virtual indices, while the open lines are not contracted. On each vertex, there lives a T
tensor, and on each bond, we have a projector g tensor.

for all positions labeled by v and p. In this paper, we only
consider Hamiltonians being of a sum of local terms that
are either a product of Pauli Z operators, or a product
of Pauli X operators. Thus, we do not include the case
of mixed products of Pauli Z and X operators.

The ground states for the stabilizer codes with Hamil-
tonian as in Eq. (2) can be written exactly in terms of
TNS. Our construction, when restricted to the 2D toric
code model, is the same as in the literature87,88. In the
following, we provide one possible general construction
for such TNSs. We introduce a projector g tensor with
one physical index s and two virtual indices i, j:

gsij =

i j

s
=

{
1 s = i = j

0 otherwise
(5)

where the line with an arrow represents the physical
index, and the lines without arrows correspond to the
virtual indices. The physical index s = 0, 1 represents
the Pauli Z eigenstates of |↑〉, |↓〉 respectively where
Z|↑〉 = |↑〉, and Z|↓〉 = −|↓〉. The projector g tensor
maps the physical spin into the virtual spins exactly. As
a result, the virtual index has a bond dimension 2. When
a Pauli operator acts on the physical index of a projector
g tensor, its action transfers to the virtual indices of g.
For instance, a Pauli operator X acting on the physical
index of a g tensor amounts to two Pauli operators X
acting on both virtual indices of the same g tensor, and
a Pauli operator Z acting on the physical index of a g
tensor amounts to a Pauli operator Z acting on either
virtual index of the same g tensor.

To each vertex, we associate a local tensor T which
only has virtual indices. To each bond, we associate a
projector g tensor. The TNS is obtained by contracting
the g and T tensors as depicted in Fig. 3 (a) and (b). We
define the TNS as:

|TNS〉 =
∑
{s}

CR
3

(gs1gs2gs3 . . . TTT . . .) |{s}〉 (6)

where CR3

denotes the contraction over all virtual indices
on R3 as illustrated in Fig. 3 (b); |{s}〉 is a wave function
basis for spin configurations on the cubic lattice in Pauli
Z basis. The TNS can be put on other spatial manifolds
such as T 3 and T 2×R. In our notation, they are denoted

by changing CR3

to CT 3

and CT 2×R. The TNS for the
ground states satisfies:

Av|TNS〉 = |TNS〉, ∀ v
Bp|TNS〉 = |TNS〉, ∀ p

(7)

for all positions labeled by v and p.
The actions of Av and Bp operators on the TNS can

be transferred to the virtual indices, using the definition
of the g tensor. Since the virtual indices of projector
g tensors are contracted with the virtual indices of T
tensors, the actions of Av and Bp on the physical indices
will be transferred to actions on the local tensors T . By
enforcing the local tensors T to be invariant under Av
and Bp actions, we obtain Eq. (7), and |TNS〉 belongs to
the ground state manifold. For the three models analyzed
in this paper, we have found that up to TNS gauge, the
elements of the local tensor T can be reduced to two
values, either 1 or 0. The first equation of Eq. (7) restricts
the local T tensor to be:

Txx̄y...

 6= 0 if the indices xx̄y . . . satisfy
some constraints

= 0 otherwise
.

(8)

Applying the second equation of Eq. (7) will further re-
strict the local T tensor to be:

Txx̄y... =

1 if the indices xx̄y . . . satisfy
some constraints

0 otherwise
.

(9)

For simplicity, we calculate the entanglement entropies
of the wave function on R3 with respect to some specific
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entanglement cuts, and compute the ground state degen-
eracy (GSD) of the 3D toric code and X-cube model on
T 3.

We emphasize that in this paper, we are only concerned
with the bulk wave functions and their entanglement en-
tropies. In principle, the TNS of Eq. (6) requires bound-
ary conditions, i.e. the virtual indices at infinity on R3.
The boundary conditions are assumed not to make a dif-
ference to the reduced density matrices in the bulk. (No-
tice that this is true as long as the region considered
for the reduced density matrices does not contain any
boundary virtual index.) Hence, we do not need to spec-

ify the boundary conditions for the TNS in the following
calculations of entanglement entropies.

C. TNS Norm

Evaluating the norm of the TNS given by Eq. (6) (or
any scalar product between two TNS) is straightforward.
Indeed the g tensors are projectors, and hence greatly
simplify the expression of the tensor network norm when
we contract over the physical indices.

Given the wave function of Eq. (6), we can compute
its norm as follows:

〈TNS|TNS〉 =

∑
{s}

CR
3

(gs1gs2gs3 . . . TTT . . .) 〈{s}|

?∑
{s}

CR
3

(gs1gs2gs3 . . . TTT . . .) |{s}〉


=
∑
{s}

CR
3

(gs1?gs2?gs3? . . . T ?T ?T ? . . .) CR
3

(gs1gs2gs3 . . . TTT . . .)

=
∑
{s}

CR
3

(gs1gs2gs3 . . . T ?T ?T ? . . .) CR
3

(gs1gs2gs3 . . . TTT . . .) ,

(10)

where ? is the complex conjugation, and we have used the
fact that the g tensors are real for our models. Now we
specify a contraction order in Eq. (10): we first contract
over the physical indices and then we contract over the
virtual indices. If the physical indices of two projector g
tensors are contracted over, the four virtual indices will
be enforced to be the same following the definition of the
projector g tensor:

∑
s

gsijg
s
mn =

i j

m n

=

{
1 i = j = m = n

0 otherwise
.

(11)

Thus when computing wave function overlap
〈TNS|TNS〉, the virtual indices in the bra layer
and the ket layer at the same place are enforced to be
same. As a result, we have:

〈TNS|TNS〉 = CR
3

(. . .TTT . . .) , (12)

where CR3

stands for the contraction of a network of
tensors T over the virtual indices onR3. In a slight abuse

of notation, CR3

in Eq. (12) stands for the contraction
taken over the virtual indices of both the bra and the ket
layer, while the contraction in Eq. (6) is taken over the
virtual indices in only the ket layer. The double tensor

T is defined as

Txx̄y...,x′x̄′y′... = T ∗xx̄y...Tx′x̄′y′...δxx′δx̄x̄′δyy′ . . .

= |Txx̄y...|2δxx′δx̄x̄′δyy′ . . . ,
(13)

for all the elements of T and T. The indices are not
summed over in the above equation. The indices xx̄y . . .
come from the bra layer while the indices x′x̄′y′ . . . come
from the ket layer. In a 2D square lattice, a T tensor usu-
ally has 4 virtual indices x, x̄, y, ȳ, while in a 3D cubic lat-
tice, a T tensor usually has 6 virtual indices x, x̄, y, ȳ, z, z̄.
If the elements of the T tensor are only either 0 or 1, we
get,

Txx̄y...,x′x̄′y′... = |Txx̄y...|2δxx′δx̄x̄′δyy′ . . .

= Txx̄y...δxx′δx̄x̄′δyy′ . . . .
(14)

Then,

〈TNS|TNS〉 =CR
3

(. . .TTT . . .)

=CR
3

(. . . TTT . . .) .
(15)

This result will be frequently used in the following dis-
cussions, especially when we compute wave function over-
laps or transfer matrices. Eqs. (12) and (15) hold true
on other manifolds as well, such as T 3 and T 2 ×R.

D. Transfer Matrix

The transfer matrix method is ubiquitous when using
MPS (see Fig. 4 for an illustration of the transfer ma-
trix). It can be generalized to TNS on a 2D cylinder
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Figure 4. Transfer matrix (red dashed square) of a 1D MPS.
The connected lines are the contracted virtual indices. The
connected arrow lines are the contracted physical indices. The
MPS norm (or any other quantities) can be built using the
transfer matrix. Higher dimensional transfer matrices are
similarly defined for TNS on a cylinder or a torus, by con-
tracting in all directions except one. This leads to a 1D MPS
with a bond dimension exponentially larger than the TNS
one.

by contracting tensors along the periodic direction of the
cylinder. This implies that the bond dimension of the
transfer matrix is exponentially large with respect to the

cylinder perimeter. In 3D, the TNS norm on T 3 of size
Lx × Ly × Lz can be written as an MPS using transfer
matrices TMxy in each xy-plane:

〈TNS|TNS〉 = Tr (TMxy,z=1TMxy,z=2 . . .)

= Tr
(

(TMxy,z=1)
Lz

) (16)

where we have assumed that all transfer matrices in each
plane are the same:

TMxy,z=1 = TMxy,z=2 = . . . (17)

Eq. (16) is an alternative way of writing the wave function
norm and specifies a contraction order of the tensors in
Eq. (12): we first contract the virtual indices along xy-
plane which defines the transfer matrix TMxy, and then
contract the virtual indices in z-direction which leads to
the multiplication and the trace of transfer matrices. The
transfer matrix TMxy is defined as:

TMxy =

∑
{s}

CT
2
xy (gs1?gs2?gs3? . . . T ?T ?T ? . . .) 〈{s}|

∑
{s}

CT
2
xy (gs1gs2gs3 . . . TTT . . .) |{s}〉

 , (18)

where the TNS contraction is performed along the xy-
plane with periodic boundary conditions, i.e., the 2D
torus T 2

xy. Denoting Txy as the TNS in its ket layer,
it can depicted as:

T
g

x (pbc)
z

y (pbc)

(19)

TMxy is the overlap of the bra and ket layer of this TNS
over the plane with periodic boundary conditions.

Furthermore, applying Eq. (11) to Eq. (18), the virtual
indices in the bra layer and the ket layer are identified af-
ter the physical indices are contracted in Eq. (18). Hence,
we have:

TMxy = CT
2
xy (. . .TTT . . .) , (20)

where the tensors T, defined in Eq. (13), are in the xy-
plane with periodic boundary conditions. The indices in
the z-direction are open. By Eq. (14) - which is true
when the elements of the T tensor are either 0 or 1 - the
transfer matrices is further simplified to:

TMxy = CT
2
xy (. . . TTT . . .) . (21)

Graphically:

TMxy =

T

x (pbc)
z

y (pbc)

T T T T T T

T T T T T T T

T T T T T T T

T T T T T T T

.
(22)

Suppose the virtual index is of dimension D. Then in
Eq. (18), the transfer matrix is of dimension D2LxLy ×
D2LxLy . However, in Eq. (20), the transfer matrix re-
duces to dimension DLxLy ×DLxLy , since the indices in
the bra layer and the ket layer are identified due to the
contraction over the physical indices of projector g ten-
sors.

III. ENTANGLEMENT PROPERTIES OF THE
STABILIZER CODE TNS

The specific structure of the TNS discussed in the pre-
vious section allows us to derive its entanglement prop-
erties. In this section, we show that for a large class of
entanglement cuts, the TNS is already in Schmidt form,
i.e. is exactly a singular value decomposition (SVD). We
also summarize the main results for the entanglement en-
tropies and the transfer matrices that we have obtained
for the three stabilizer codes.
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A. TNS as an exact SVD

We propose a general sufficient condition that the TNS
is an SVD with respect to particular entanglement cuts.
Let us denote the TNS with open virtual indices {t} as:

|{t}〉 =
∑
{s}

CM (TTT . . . gs1gs2gs3 . . .) |{s}〉, (23)

where M is an open manifold which the TNS lives on,
CM stands for the contraction over the virtual indices
inside M, but not over the open ones {t} that straddle
the boundary of M. In Eq. (23), the T tensors and g
tensors are the tensors inside M such that the nodes of
the local T tensors and the projector g tensors are inside
M. For example, when M is a cube, we have a TNS
figure:

|{t}〉 =

{t}

, (24)

where inside the cube is a network of contracted tensors
which are not explicitly drawn, and the red lines denote
the open virtual indices {t}. With this notation of |{t}〉,
the TNS can be written as:

|TNS〉 =
∑
{t}

|{t}〉A ⊗ |{t}〉Ā (25)

with respect to a region A and its complement Ā. |{t}〉A
is the TNS in region A with open indices {t}, while |{t}〉Ā
is the TNS in region Ā with the same open indices {t} due
to tensor contraction. In other words, the TNS naturally
induces a bipartition of the wave functions. However,
the two partitions do not need to each form orthonormal
sets.

We now propose a simple sufficient (but not generally
necessary) condition to determine when Eq. (25) is an
exact SVD for the TNS constructed in this paper. We
first have to make an assumption, satisfied by all our
TNSs:

Local T tensor assumption: We assume that the in-
dices of the nonzero elements of the local T tensor are
constrained: if all the indices of the element T...t... ex-
cept for t are fixed, then there is only one choice of t
such that T...t... is nonzero.

This assumption can be easily verified when the local
T tensors are obtained for the three models studied in
this paper, such as the 3D toric code model in Eq. (43).
We are now ready to express our SVD condition:

SVD condition: If there are no two open virtual indices
in {t} (see Eq. (24)) of the region A that connect to the
same T tensor in the region A, then the non-vanishing
states |{t}〉A span an orthogonal basis. Similarly, if there

are no two open virtual indices in {t} of the region Ā
that connect to the same T tensor in the region Ā, then
the non-vanishing states |{t}〉Ā form an orthogonal basis.
Therefore, Eq. (25) is an exact SVD.
Proof :

We first prove the statement for the region A. Suppose
that |{t}〉A and |{t′}〉A are two non-vanishing TNSs in
the region A. Any open index in {t} of the region A
must connect to either a projector g tensor or a local
tensor T . We discuss the two situations respectively, and
examine the overlap of two different states A〈{t′}|{t}〉A
as a function of the two indices configurations {t′} and
{t}.

(1) If the open virtual index m in the ket layer (i.e.
|{t}〉A) connects to a projector g tensor, then the open
virtual index m′ in the bra layer (i.e. A〈{t′}|), at the
same place as the index m, also connects to a projector g
tensor. If we “zoom in” on the local area of A〈{t′}|{t}〉A
near the index m and m′, we have the following diagram:

A

m'

m

A

Entanglement Cut

ket layer

bra layer

(26)

By using Eq. (11), we can conclude that m = m′, other-
wise A〈{t′}|{t}〉A = 0.

(2) If the open virtual index m0 in the ket layer con-
nects to a local T tensor, we require by the SVD condition
that there are no other open virtual indices connecting
to this T tensor. Then the other indices of this T tensor
are all inside the region A. Similarly for the index m′0 in
the bra layer. In terms of a diagram, A〈{t′}|{t}〉A near
the area of the index m0 and m′0 can be represented as:

m'

T

T

A

ket layer

bra layer

A

mi

m'i

m0

0

Entanglement Cut

(27)

where mi and m′i with i = 1, 2, 3 . . . denote the other
virtual indices of the T tensor in the bra and ket layer
respectively, except m0 and m′0. Notice that in the
ket layer, the virtual indices mi (i = 1, 2, . . .) of the
T tensor (all indices except the index m0) are all con-
nected with contracted projector g tensors inside region
A. Correspondingly, in the bra layer, the virtual indices
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m′i (i = 1, 2, . . .) are also all connected with the same
contracted projector g tensors. Hence, due to these pro-
jector g tensors and Eq. (11), all the indices except m0 of
the T tensor in the ket layer are equal to their respective
analogues in the bra layer:

mi = m′i, i = 1, 2, . . . (28)

otherwise the overlap would be A〈{t′}|{t}〉A = 0. The
only remaining question is whether the open indices m0

and m′0 should be identified in order to have a non-
vanishing overlap A〈{t′}|{t}〉A.

Using the local T tensor assumption:, mi (i = 1, 2, . . .)
will uniquely determine m0 in order to have nonzero
element of the T tensor in the ket layer. Similarly,
m′i (i = 1, 2, . . .) will uniquely determine m′0 in order for
the T tensor in the bra layer to give a nonzero element.
Therefore, Eq. (28) implies that:

m0 = m′0 (29)

such that the overlap A〈{t′}|{t}〉A is nonzero.
Therefore, both situations (1) and (2) lead to the con-

clusion that the open indices {t} and {t′} should be iden-
tical in order to have a nonzero overlap A〈{t′}|{t}〉A. The
non-vanishing states |{t}〉A are orthogonal basis. A sim-
ilar proof can be derived for the region Ā. The orthogo-
nality of each set |{t}〉A and |{t}〉Ā implies that Eq. (25)
is indeed an SVD. However, the singular values are not
clear at this stage since the basis may not be orthonormal
(i.e., the states might not be normalized). 2

In the following specific discussions of the 3D toric code
model, the X-cube model and the Haah code, we will
show that we can select a region A and a cut on the TNS
such that |{t}〉A and |{t}〉Ā are not only orthogonal, but
also normalized. In particular for the 3D toric code model
and the X-cube model, we can just select the region A to
be a cube which satisfies the SVD condition directly. See
respectively Sec. IV D and V D for detailed discussion of
these two models and the SVD condition. However, the
Haah code is different: a cubic region A does not fulfill
the SVD condition, and in Sec. VI C we generalize the
SVD condition to the Generalized SVD Condition and
apply Bc operators to make the TNS an SVD.

B. Summary of the results

We now summarize the major results derived in this
paper for the three stabilizer codes. Fundamentally, our
calculations come down to the fact that the indices of
the nonzero elements of the local tensor T and g are
constrained. More specifically, when we calculate the
entanglement entropies with a TNS which is an exact
SVD, the only task is to count the number of indepen-
dent Schmidt states |{t}〉A. The number of independent
Schmidt states |{t}〉A is determined by the Concate-
nation lemma, i.e., when a network of T tensors and g
tensors are concatenated, the open indices of the nonzero
elements of the resulting tensors are constrained as well.

1. The TNS is the exact SVD for the ground states
with respect to particular entanglement cuts. The
entanglement spectra are flat for models studied in
this paper.

2. The entanglement of TNS is bounded by the area
law:

S ≤ Area× log(D),

where D is the virtual index dimension and Area is
measured in the units of vertices. For the models
studied in this paper, the entanglement entropies
are strictly smaller than the area law when one is
computing in terms of vertices. For the toric code,
the correction is a negative constant, − log(2). For
the X-cube model and Haah code, the correction
includes a negative term linear with the system size,
presented in Sec. V D and VI D.

3. The transfer matrices in Eq. (18) of the 3D toric
code model and the X-cube model are shown to
be a projector whose eigenvalues are either 0 or 1.
For the 3D toric code, the transfer matrix in the
xy-plane is a projector of rank 2. For the X-cube
model, the transfer matrix is a projector of rank
2Lx+Ly−1 where Lx and Ly are the lattice sizes in
x- and y- directions respectively.

4. We prove that the TNS ground states obtained on
the torus using our construction are the +1 eigen-
states of loop X operators. Hence, our TNS con-
struction does not include all ground states on the
torus. The degeneracy of the corresponding trans-
fer matrix is smaller than the GSD on the torus.
We can obtain all the ground states with loop/sur-
face Z operators on the TNS, which generate all the
wave functions on the torus. We call the TNS with
Z operators, “twisted TNS”. Correspondingly, we
also obtain more transfer matrices in the xy-plane
built from the twisted TNS, and these transfer ma-
trices are all the same projectors. The same TNS
phenomenon in the 2D toric code model has been
studied in Ref. 71.

5. In our calculations, both the transfer matrix eigen-
value degeneracies, and the corrections to the area
law of entanglement entropies are rooted in the
Concatenation lemma. Hence, we believe that
the two contributions are related. Specifically,
suppose we consider our TNS on a 3D cylinder
T 2
xy ×Rz, and the entanglement cut splits the sys-

tem in two halves z > 0 and z < 0. Then, for the
toric code model, the transfer matrix TMxy has the
degeneracy 2, and the entanglement entropy cor-
rection to the area law is − log(2). For the X-cube
model, the transfer matrix TMxy has the degener-
acy 2Lx+Ly−1, and the entanglement entropy cor-
rection to the area law is −(Lx+Ly−1) log(2) (See
Eq. (101)). Moreover, the GSD on T 3 is generally
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larger than the transfer matrix degeneracy. There-
fore, given these calculations, we conjecture that
the negative linear correction to the area law is a
signature of the extensive ground state degeneracy.

IV. 3D TORIC CODE

In this section, we construct the TNS for the 3D toric
code model and then calculate the entanglement en-
tropy and GSD, both deriving from the Concatenation
lemma. The results are the immediate generalizations
of those in the 2D toric code model. We find a topologi-
cal entanglement entropy in accordance to that obtained
by Ref. 83 using a field theoretic approach.

This section is organized as follows: In Sec. IV A, we
briefly review the toric code model in a cubic lattice.
In Sec. IV B, we construct the TNS for the toric code
model. In Sec. IV C, we prove a Concatenation lemma
for toric code TNS, which is useful in the following cal-
culations. In Sec. IV D, we calculate the entanglement
entropies on R3. In Sec. IV E, we construct the transfer
matrix and prove it is a projector of rank 2. In Sec. IV F,
we show how to construct 8 ground states on torus by
twisting the TNS.

A. Hamiltonian of 3D Toric Code Model

The 3D toric code model can be defined on any random
lattice. However, for simplicity, we only work on the
cubic lattice. On a cubic lattice, the physical spins are
defined on the bonds of the lattice, and the Hamiltonian
is built from two types of terms:

H = −
∑
v

Av −
∑
p

Bp. (30)

where Av is defined around a vertex v, and Bp is defined
on a plaquette p:

Av =
∏
i∈v

Zi, Bp =
∏
i∈p

Xi, (31)

where Zi and Xi are Pauli matrices for the i-th spin. On
a cubic lattice, Av is composed of 6 Pauli Z operators
while Bp is composed of 4 Pauli X operators. These two
terms are depicted in Fig. 5. In the 2D toric code, Av is
composed of 4 Pauli Z operators on a square lattice. The
Hamiltonian is the sum of Av operators on all vertices v
and Bp operators on all plaquettes p.

It is easy to verify that all the Hamiltonian terms com-
mute:

[Av, Av′ ] = 0, ∀ v, v′

[Bp, Bp′ ] = 0, ∀ p, p′

[Av, Bp] = 0, ∀ v, p,
(32)

and their eigenvalues are ±1:

A2
v = 1, B2

p = 1. (33)

Z Z
Z

Z

x

x

xx

x

z

y

Z

Z

(a) (b)

Figure 5. The Hamiltonian terms of the 3D toric code model.
Panel (a) is Av which is a product of 6 Z operators, and Panel
(b) is Bp which is a product of 4 X operators. The circled X
and Z represent the Pauli matrices acting on the spin-1/2’s.
The toric code Hamiltonian includes Av terms on all vertices
v and Bp terms on all plaquettes p.

The ground states |GS〉 should satisfy:

Av|GS〉 = |GS〉, ∀ v
Bp|GS〉 = |GS〉. ∀ p

(34)

These two sets of equations are enough to derive the local
T tensor and to construct TNS for the toric code model.
In particular, one of the ground states on the torus that
we will find is

|ψ〉 =
∏
v

1 +Av
2
|0x〉, (35)

where |0x〉 is the tensor product of all X = 1 eigenstates
defined on each link. See App. E for a proof that Eq. (35)
is indeed the TNS that we will now construct.

B. TNS for 3D Toric Code

We first introduce a projector g tensor Eq. (5) on each
bond of the lattice. Both the virtual indices and the
physical indices take two values, 0 and 1. The projector
g tensor satisfies:

Z = =

x x=x

.

(36)
In terms of algebraic equations, these diagrams corre-
spond to:

gsi,j(−1)s = gsi,j(−1)i = gsi,j(−1)j

g1−s
i,j = gs1−i,1−j .

(37)

These two sets of equations are true, because (1) the
indices s, i and j are identified for nonzero gsi,j , (2) the
nonzero gsi,j are always 1 according to Eq. (5). We can
use these conditions to transfer the action of the physical
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operators to the virtual operators. Now we introduce an
additional T tensor on each vertex of the cubic lattice,
which has six virtual indices. Graphically, we represent
such a T tensor as:

Tx
y

z

z

y

x . (38)

Next we need to fix the elements of the T tensor, up to
the TNS gauge freedom. The method to fix the T tensor
is to make it invariant under the actions of Av and Bp
operators, in order to implement the local conditions for
the ground states in Eq. (34). The actions of Av and Bp
operators on the local tensors are:

T
Z

Z
Z

Z

Z

Z

Z

Z Z

Z
Z

Z

g

g
g

g

g

g

=

T
g

g
g g

x

x

x x

x x
x

x
x x

x

x
=

. (39)

where we have used Eq. (36) to transfer the physical op-
erators to the virtual ones. We require a strong version
of the solution to the above equations. We want the ten-
sors in the dashed red rectangles to be invariant under
the actions of any of the Av and Bp (this is a sufficient
constraint which guarantees that the tensors form the

ground state), which leads to the following equations:

T T
Z Z

Z

Z
=

T T

x x

T

x

x
T

x

x

T

x

x
T

x
x

Tx

x

T
x

T
x

xx

= = =

=

=

==

Z

Z

=

T
x

x T

x
x=== =

T
x

x

Tx

T

x

x

x

===
T

xx
Tx

x

(40)
In the second set of equations, the first 12 equalities are
obvious from the red dashed squares, and the last 3 equal-
ities can be derived from the first 12 ones. Expanding the
first set of conditions by using Zij = δij(−1)i, we have:

Txx̄,yȳ,zz̄ = (−1)x+x̄+y+ȳ+z+z̄Txx̄,yȳ,zz̄

⇔

Txx̄,yȳ,zz̄

{
= 0, if x+ x̄+ y + ȳ + z + z̄ = 1 mod 2

6= 0, if x+ x̄+ y + ȳ + z + z̄ = 0 mod 2,

(41)

where x, x̄, y, ȳ, z, z̄ are the six indices of T in the three
directions respectively. We emphasize for clarity that x̄
is not −x; these are notations for different indices. The
second set of conditions in Eq. (40) further enforces that
an even number of index flipping of the virtual indices of
a tensor does not change the value of the tensor elements.
For instance, in terms of components, we have:

Txx̄,yȳ,zz̄ =T(1−x)(1−x̄),yȳ,zz̄

=T(1−x)x̄,(1−y)ȳ,zz̄

=Txx̄,yȳ,(1−z)(1−z̄)

= . . .

. (42)

Hence, the nonzero elements of the T tensor are all equal.
Up to an overall normalization, we have the unique solu-
tion:

Txx̄,yȳ,zz̄ =

{
0, if x+ x̄+ y + ȳ + z + z̄ = 1 mod 2

1, if x+ x̄+ y + ȳ + z + z̄ = 0 mod 2.

(43)
The TNS is then Eq. (6) with the local T being Eq. (43).
The local T tensors are the same on other spatial mani-
folds, such as T 3.
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T

T

x

z

y

Figure 6. Contraction of two local T tensors in the z-direction.
We emphasize that there is no projector g tensor in this figure.

A similar set of conditions as the first equality in
Eq. (40) have been introduced by several other names
in tensor network literature: Z2-injectivity91, MPO-
injectivity92, Z2 gauge symmetry86 etc. The previous
studies were in 2D, and our condition is the 3D general-
ization. Notice that the first equation in Eq. (40) alone
will not necessarily lead to topological order. It only im-
plies that the ground state is Z2 symmetric. The state
which only satisfies the first condition in Eq. (40) could
also be a topological trivial state by tuning the relative
strength of the nonzero elements of T tensor. This can
be interpreted as a condensation transition from topo-
logical phases to trivial phases. See Refs. 86, 93–96 for
explanations and examples in the case of 2D TNS.

C. Concatenation Lemma

In this section, we consider the contraction of a net-
work of local T tensors with open virtual indices. One
example of such a contraction is the tensor network norm
Eq. (15) or the transfer matrix Eq. (21). Since the ele-
ments of a local T tensor are 0 for the odd sector and
1 for the even sector (see Eq. (43)), we will show that,
in general, a network of contracted T tensors obeys a

similar rule: some elements are zeros while the others
are nonzero and identical. A Concatenation lemma is
proposed to derive the rule for the contraction of several
tensors in general and will be frequently used in the fol-
lowing discussions. For example, we will use this lemma
to show in Sec. IV E that the transfer matrix TMxy for
the 3D toric code model is a projector of rank 2.

Concatenation Lemma: For a network of con-
tracted T tensors Eq. (43) with open indices, the
open indices need to sum to 0 mod 2, otherwise the
element of the network tensor is zero. Moreover, if
nonzero, the elements of the network tensor are con-
stants, independent of open indices.

This lemma can be easily proved by using Z2 symmetry
Eq. (43) and induction. The proof is in App. B. We
explain this lemma by a simple example. Suppose we
have two T tensors contracted over a pair of indices:

Tx1,x̄1,y1,ȳ1,z1,x2,x̄2,y2,ȳ2,z̄2

=
∑
z̄1,z2

Tx1x̄1,y1ȳ1,z1z̄1Tx2x̄2,y2ȳ2,z2z̄2δz̄1z2 .
(44)

Graphically, the tensor T is represented by Fig. 6. The
open indices of the tensor T need to sum to an even
number in order for the elements of the T tensor to be
nonzero. This comes out of writing the constraints of
each of the T tensors:

x1 + x̄1 + y1 + ȳ1 + z1 + z̄1 = 0, mod 2

x2 + x̄2 + y2 + ȳ2 + z2 + z̄2 = 0, mod 2

z̄1 = z2

⇒ x1 + x̄1 + y1 + ȳ1 + z1 + x2 + x̄2 + y2 + ȳ2 + z̄2

=0, mod 2.

(45)

Otherwise, the tensor element of T is zero. Moreover,
the elements of the contracted tensor are 1, if nonzero:

Tx1,x̄1,y1,ȳ1,z1,x2,x̄2,y2,ȳ2,z̄2 =

{
0 if x1 + x̄1 + y1 + ȳ1 + z1 + x2 + x̄2 + y2 + ȳ2 + z̄2 = 1, mod 2

1 if x1 + x̄1 + y1 + ȳ1 + z1 + x2 + x̄2 + y2 + ȳ2 + z̄2 = 0, mod 2.
(46)

For a more complicated contraction of T tensors, we have:

T{t} =

{
0 if

∑
i ti = 1, mod 2

Const if
∑
i ti = 0, mod 2

(47)

where {t} denotes all the indices of the tensor T. We
emphasize that the nonzero constant does not depend on
{t} .

D. Entanglement

We now show that Eq. (6) is exactly an SVD for the
wave function with respect to the entanglement cut illus-
trated in Fig. 7. For simplicity, suppose that the TNS is
defined on infinite R3. As we have emphasized at the end
of Sec. II B, we do not specify the boundary conditions of
the TNS, since we are only concerned with the bulk wave
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functions whose reduced density matrices are assumed
not to be influenced by the boundary conditions. If we
put the wave function on a large but finite R3, we have
to specify the boundary conditions of the TNS by fixing
the indices on the boundary. Suppose the open indices
on the boundary are denoted as {tb}. The norm of the
TNS on open R3, which can be expressed as a network
of contracted T tensors with open virtual indices {tb}, is
zero when

∑
i t
b
i = 1 mod 2 and nonzero when

∑
i t
b
i = 0

mod 2, according to the Concatenation lemma of the
3D toric code model. Hence, we can only fix the bound-
ary indices {tb} to be

∑
i t
b
i = 0 mod 2. Calculating

the entanglement on a nontrivial manifold is ambiguous
since multiple degenerate ground states, which cannot be
distinguished locally, appear. Their superpositions have
different entanglement entropies.

We rewrite Eq. (6) by separating the tensor contrac-
tions to a spatial region A and its complement region Ā.
Region A contains the g tensors near the entanglement
cut as illustrated in Fig. 7:

|TNS〉R3 =
∑
{t}

|{t}〉A ⊗ |{t}〉Ā (48)

where

|{t}〉A =
∑
{s}∈A

∑
{i}∈A

CA(gs1t1i1g
s2
t2i2

. . . gs3i3i4g
s4
i5i6

Ti7...Ti8... . . .)|{s}〉. (49)

Indices denoted by s are the physical indices; indices de-
noted by t are the open virtual indices straddling the
entanglement cut from the region A; indices denoted by
i are the contracted virtual indices inside the region A.
The tensors gs1t1i1 and gs2t1i2 etc are the projector g ten-
sors near the entanglement cut on the region A side as
illustrated in Fig. 7; gs3i3i4 and gs4i5i6 are the projector g
tensors inside the region A; for this cut, all the T ten-
sors are inside the region A. The summation is over all
physical indices {s} inside the region A.

Thereby, |{t}〉 is the TNS for region A with open vir-
tual indices {t}. We choose a convention of splitting ten-
sors whereby g tensors near the entanglement cut belong
to the region A, as illustrated in Fig. 7. For instance,
when the region A is a cube, we can graphically denote
the basis |{t}〉 as Eq. (24), where in the bulk of this cube
is a TNS, and the red lines are the outgoing virtual in-
dices {t}. The g tensors connecting with these red lines
are inside the cube. Similarly for the region Ā:

|{t}〉Ā =
∑
{s}∈Ā

∑
{i}∈Ā

CĀ(gs1i1i2g
s2
i3i4

Tt1i5...Tt2i6... . . .)|{s}〉.

(50)

Since the TNSs for region A and Ā share the same bound-
ary virtual indices {t}, then in Eq. (48) the two basis for
region A and Ā have the same label {t}. For the TNS of
Eq. (6), the boundary virtual indices {t} of the regions
A and Ā are contracted over, and thus in Eq. (48) {t}
are summed over.

We now show that |{t}〉A and |{t}〉Ā are an orthonor-
mal basis (normalized up to constant) for the region A
and the region Ā respectively. Therefore, Eq. (48) is ex-
actly the SVD for the ground state wave function, i.e.,

A〈{t′}|{t}〉A ∝ δ{t′},{t}δ(
∑
i

ti = 0 mod 2). (51)

Proof:
Applying the SVD condition to the toric code TNS,

we can immediately conclude that the |{t}〉A span an or-
thogonal basis, and the TNS is exactly an SVD. However,
the SVD condition does not tell us whether the basis is
orthonormal. In the following, we show that |{t}〉A is
not only orthogonal, but also orthonormal with a norm
independent on t, which leads to the flat singular values.
Following the definition of our basis:

T
g

A Acut

Figure 7. The splitting of tensors near the entanglement cut.
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A〈{t′}|{t}〉A =

 ∑
{s′}∈A

∑
{j}∈A

CA(g
s′1?

t′1j1
g
s′2?

t′2j2
. . . g

s′3?
j3j4

g
s′4?
j5j6

T ?j7...T
?
j8... . . .)〈{s

′}|


 ∑
{s}∈A

∑
{i}∈A

CA(gs1t1i1g
s2
t2i2

. . . gs3i3i4g
s4
i5i6

Ti7...Ti8... . . .)|{s}〉

 .

(52)

When the open virtual indices {t′} 6= {t}, the overlap is
clearly zero, as the spin configurations on the boundary
are different due to the projector g tensors. Hence, the
basis |{t}〉A are orthogonal.

Next we show that A〈{t}|{t}〉A is zero when(∑
ti∈{t} ti

)
is odd. Following the same derivations in

Sec. II C, we have:

A〈{t}|{t}〉A = CA (. . . TTT . . .) (53)

with the open virtual indices {t}. The contraction CA is
over the T tensors in the region A. Applying the Con-
catenation lemma, A〈{t}|{t}〉A is zero if the open in-
dices {t} are summed to be 1 mod 2:∑

i

ti = 1 mod 2 ⇒ A〈{t}|{t}〉A = 0. (54)

Moreover,

A〈{t}|{t}〉A = Const, when
∑
i

ti = 0 mod 2. (55)

Hence |{t}〉 is orthonormal basis up to an overall normal-
ization factor that can be obtained by the normalization
of |TNS〉. 2

The same proof works for the region Ā and |{t}〉Ā.
Therefore, we can conclude that Eq. (48) is indeed an
SVD, and the singular values are all identical. Hence, for
a entanglement cut, we only need to count the number
of singular vectors in Eq. (48). For a connected entan-
glement surface with N open virtual indices, the number
of singular vectors in Eq. (48) is 2N−1, because the open
virtual indices need to sum to be 0 mod 2. Hence, the
entanglement entropy for a region whose entanglement
surface is singly connected is:

S = N log(2)− log(2). (56)

If the entanglement surface still has N open virtual in-
dices but is separated into n disconnected surfaces, then
the entanglement entropy is:

S = N log(2)− n log(2)

= Area× log(2)− n log(2).
(57)

The above is true because the condition that the open
indices need to have an even summation holds true for
each component of the entanglement cut. Furthermore, if

we place our TNS ground state on a 3D cylinder T 2
xy×Rz,

and the entanglement cut splits the cylinder into two
halves z > 0 and z < 0, then the entanglement entropy of
either side is also S = Area× log(2)− log(2). The results
can be easily generalized to ZK lattice gauge models on
R3:

S = Area× log(K)− n log(K) (58)

with the same equation holding on a cylinder T 2
xy ×Rz.

The entanglement spectrum is also flat. The area is mea-
sured by the number of open virtual indices straddling
the entanglement cut.

Following the same logic, for the toric code in (d + 1)
dimensions, all the open virtual indices of region A, {ti},
have to satisfy a single constraint

∑
i ti = 0 mod 2, be-

cause they have to obey the Concatenation lemma.
If there are N open virtual indices on the surface of re-
gion A, there are N − 1 independent open virtual in-
dices. Hence the rank of the reduced density matrix is
still 2N−1, because each independent open index can take
2 values. The entanglement entropy is

S = N log(2)− log(2). (59)

The topological entanglement entropy Stopo[T d−1] is in-
dependent of the dimensionality, and it obeys the conjec-
ture presented in Ref. 83:

exp(−dStopo[T d−1]) = GSD[T d] (60)

where GSD[T d] = 2d.

E. Transfer Matrix as a Projector

The z-direction transfer matrix TMxy in 3D is defined
as a tensor network overlap in the xy-plane, with periodic
boundary conditions. The indices in the z direction are
open and not contracted over (see Eq. (18) to Eq. (22)).
In this section, we will show that TMxy for the 3D toric
code model is a projector of rank 2. Let us denote the
indices of the transfer matrix as

(TMxy){z},{z̄} =

x (pbc)
z

y (pbc)

z

z

i,j

i,j

, (61)

where zi,j and z̄i,j are the indices at the position (i, j) on
the xy-plane. The vector space of this transfer matrix is
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of dimension 2LxLy . Suppose the vector space is spanned
by the basis e{z}, where

e{z} =

Lx⊗
i=1

Ly⊗
j=1

ezi,j = ez1,1 ⊗ ez1,2 ⊗ . . . ezLx,Ly
. (62)

ezi,j is the local “virtual bond Hilbert space” spin |0〉 =
|↑〉, |1〉 = |↓〉 basis for the index zi,j , where i and j are the
coordinates of zi,j in the x- and y-directions respectively.
We can consider the matrix multiplication of the transfer
matrix TMxy with an element of the basis e{z̄}:

TMxy · e{z̄} =
∑
{z}

(TMxy){z},{z̄} (63)

where {z̄} is fixed for the both LHS and RHS. Apply-
ing the Concatenation lemma to (TMxy){z},{z̄}, we

conclude that the terms satisfying

Lx∑
i=1

Ly∑
j=1

zi,j + z̄i,j = 0 mod 2 (64)

contribute equally to the RHS of Eq. (63), while the
terms satisfying

Lx∑
i=1

Ly∑
j=1

zi,j + z̄i,j = 1 mod 2 (65)

do not contribute. Therefore, we can rewrite the sum-
mation more precisely:

TMxy · e{z̄} =
∑

{z} with
∑

i zi+z̄i even

(TMxy){z},{z̄}

∝
∑

{z} with
∑

i zi+z̄i even

e{z}.
(66)

When the {z̄} satisfies
∑
i,j z̄i,j = 0 mod 2, we have

TMxy · e{z̄} ∝
∑

{z} with
∑

i zi even

e{z}, (67)

while when the {z̄} satisfies
∑
i,j z̄i,j = 1 mod 2, we

have

TMxy · e{z̄} ∝
∑

{z} with
∑

i zi odd

e{z}. (68)

Therefore, TMxy is a projector of rank 2. Hence, it has
only two eigenvalues of 1, and the corresponding unnor-
malized eigenvectors are:∑

{z} with
∑

i zi even

e{z}

∑
{z} with

∑
i zi odd

e{z}.
(69)

F. GSD and Transfer Matrix

We know that the 3D toric code model has three pairs
of nonlocal operators along the cycles of 3D torus:

WX [Cx] =
∏
i∈Cx

Xi, WZ [C̃yz] =
∏
i∈C̃yz

Zi;

WX [Cy] =
∏
i∈Cy

Xi, WZ [C̃xz] =
∏
i∈C̃xz

Zi;

WX [Cz] =
∏
i∈Cz

Xi, WZ [C̃xy] =
∏
i∈C̃xy

Zi.

(70)

where Cx is a loop along the cycle of x direction on lat-
tice, C̃yz is a closed surface along the cycles of yz direc-
tions on dual lattice, and similarly for the other direc-
tions. The figures for these operators are:

Z

x

x x

ZZ

x

z

y

(71)

The commutation relations include:

WX [Cx]WZ [C̃yz] = −WZ [C̃yz]WX [Cx],

WX [Cy]WZ [C̃xz] = −WZ [C̃xz]WX [Cy],

WX [Cz]WZ [C̃xy] = −WZ [C̃xy]WX [Cz].

(72)

All other combinations of operators commute. Hence,
there are 8 degenerate ground states in total on the torus,
assuming that Eq. (70) has exhausted all nonlocal oper-
ators.

We can also put our TNS on the 3-torus, i.e., |TNS〉T 3 .
It is not hard to verify using Eq. (36) and (40) that:

WX [Cx]|TNS〉T 3 = |TNS〉T 3 ,

WX [Cy]|TNS〉T 3 = |TNS〉T 3 ,

WX [Cz]|TNS〉T 3 = |TNS〉T 3 .

(73)

As already mentioned in Sec. IV B, |TNS〉T 3 = |ψ〉 where
|ψ〉 is defined in Eq. (35)(see App. E for a proof). Both
|TNS〉T 3 and |ψ〉 are +1 eigenstates of WX operators.
However, the transfer matrix defined by |TNS〉T 3 does
not provide 8 fold degenerate eigenvalues, but only 2, as
shown in Sec. IV E.

We can act with the WZ [C̃yz] and WZ [C̃xz] on the TNS
by using Eq. (36) and (40) to generate all the ground
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states. The TNSs obtained by this action in terms of a
xy-plane of tensors are depicted as below:

Z

Z

Z

Z

Z Z Z Z Z Z Z

T

T

Z Z Z Z Z Z Z

T
Z

Z

Z

Z

x (pbc)

y (pbc)

g

g

g

z

(74)

The intersection of WZ [C̃yz] and WZ [C̃xz] with the xy-
plane is the line Z operators, illustrated by the blue circle
Z in Eq. (74). WZ [C̃xy] acts on the xy-plane on the dual
lattice, and thus does not change the transfer matrix at
all. We denote these xy-planes of TNSs in Eq. (74) as
Tα,β
xy (with open indices along the z direction), where

α, β ∈ {0, 1} label whether we have inserted the Z oper-
ators in the x and y direction respectively. The subindex
xy in Tα,β

xy means that the TNS is on a xy-plane. Clearly,

Tα,β
xy are different since they support different holonomies

of WX [Cx] operators and WX [Cy] operators. After ob-
taining Tα,β

xy , we can define four twisted transfer matri-
ces correspondingly by contracting the physical indices
between bra Tα,β

xy and ket Tα,β
xy . The twisted transfer

matrices are denoted as TMα,β
xy . For instance, TM0,0

xy is
the untwisted transfer matrix in Eq. (61).

Each of these transfer matrices TMα,β
xy is also a projec-

tor of rank 2. The reasons are that (1) the contraction
of the projector g tensors between the bra Tα,β

xy and ket

Tα,β
xy makes the indices in the bra layer and ket layer

identical; (2) the Z operators in the bra and ket layer
will cancel each other and produce an identity operator.
Hence, the transfer matrices built from the twisted TNS
TM1,0

xy , TM0,1
xy and TM1,1

xy are equal to that built from the

untwisted TNS TM0,0
xy :

TMα,β
xy = TM0,0

xy , ∀ α, β ∈ {0, 1} (75)

The transfer matrix has degeneracy 2, and it is the same
for each of 4 TNSs which are different. We have 4× 2 =

8 degenerate eigenstates. We have to emphasize that
Eq. (75) holds true, when there are no physical operators
in between the bra and ket layer of Tα,β

xy , and the physical
indices of projector g tensors are directly contracted. If a
physical operator is inserted, for instance WX [Cx], then
the twisted transfer matrices in the presence of WX [Cx]
are NOT the same as the untwisted one sandwiching the
same WX [Cx].

In constructing the TNS on torus, we need to choose
the same Tα,β

xy for each xy-plane. If we use different Tα,β
xy

in each xy-plane to construct a TNS on torus, the cor-
responding wave function is no longer a ground state for
the 3D toric code model. More specifically, in the 3D
toric code model, if we contract Lz − 1 T0,0

xy ’s with one

twisted Tα,β
xy Eq. (74), then the corresponding wave func-

tion will support a pair of loop excitations because the
Bp operators up and below Z operators are violated, and
is no longer a ground state. Graphically, the contraction
of these Lz − 1 number of T0,0

xy and one T1,0
xy is:

Z Z Z Z

z

. (76)

The reason for this energy costing is that there is a line
of Z operators. However, the nonlocal operators in 3D
toric code do not have a line Z operator, but only have
surface Z operators. See Eq. (71). On the other hand,
the TNS made of all the same Tα,β

xy , for instance T1,0
xy :

Z Z Z Z

z

Z Z Z Z

Z Z Z Z

Z Z Z Z
(77)

is allowed, because it corresponds to a closed surface op-
erator included in Eq. (71). We will come back to this
point in Sec. V F where this issue is subtle and makes a
difference when we count GSD from transfer matrices.

V. X-CUBE MODEL

In this section, we construct the TNS for the X-cube
model, one of the simplest fracton models. Using it, we
then calculate the entanglement entropy and the GSD
of this model. The results are generally different from
those in conventional topological phases. The entangle-
ment entropy has a linear correction to the area law, and



18

Z Z
Z

Z
Z Z

Z

Z

Z

Z

Z

Z

x

x

x

x

xx

x x
x x

xx
x

z

y

(a) (b) (c) (d)

Figure 8. The Hamiltonian terms of the X-cube model: (a) Av,yz, (b) Av,xy, (c) Av,xz and (d) Bc. The circled X and Z
represent the Pauli matrices acting on the physical spin-1/2’s.

the GSD grows exponentially with the size of the sys-
tem. This section is organized as follows: In Sec. V A,
we briefly review the X-cube model in a cubic lattice. In
Sec. V B, we construct the TNS for the X-cube model.
In Sec. V C, we prove a Concatenation lemma for the
X-cube TNS. In Sec. V D, we calculate the entanglement
entropies on R3. In Sec. V E, we construct the transfer
matrix and prove that it is a projector of rank 2Lx+Ly−1.
In Sec. V F, we show how the transfer matrix gives rise
to an extensive GSD on torus. The App. F is also re-
lated to this section. It includes the numerical results of
the transfer matrix eigenvalue degeneracy, which further
confirm the analytical results in Sec. V E.

A. Hamiltonian of X-cube Model

The model is defined on a cubic lattice. All the spin
1/2’s are associated with the bonds of the cubic lattice.
The Hamiltonian is:

H = −
∑
v

(Av,xy +Av,yz +Av,xz)−
∑
c

Bc (78)

where the summation is taken over all vertices and cubes
respectively. Each term is depicted in Fig. 8. More specif-
ically, Av,xy is the product of four Z operators around the
vertex v in the xy plane. Similarly for Av,yz and Av,xz.
Bc flips the 12 spins of a cube c. It is trivial to show that
all the Hamiltonian terms commute:

[Av,xy, Av′,xy] = [Av,yz, Av′,yz] = [Av,xz, Av′,xz] = 0,

[Av,xy, Av′,yz] = [Av,xy, Av′,xz] = [Av,yz, Av′,xz] = 0,

[Bc, Av′,xy] = [Bc, Av′,yz] = [Bc, Av′,xz] = 0

[Bc, Bc′ ] =0, ∀ v, v′, c, c′.
(79)

Hence, this model can be exactly solved. The ground
state |GS〉 (on R3) needs to satisfy that:

Av,xy|GS〉 =|GS〉,
Av,yz|GS〉 =|GS〉,
Av,xz|GS〉 =|GS〉,
Bc|GS〉 =|GS〉, ∀ v, c.

(80)

This set of equations will be used to derive the local T
tensor for the X-cube model.

The nonlocal operators of the X-cube model which are
required to commute with all Hamiltonian terms on torus
include 9 loop operators64:

WX [Cx] =
∏
i∈Cx

Xi,WX [Cy] =
∏
i∈Cy

Xi,WX [Cz] =
∏
i∈Cz

Xi,

WZ [C̃x,z] =
∏
i∈C̃x

Zi,WZ [C̃y,z] =
∏
i∈C̃y

Zi,WZ [C̃z,x] =
∏
i∈C̃z

Zi,

WZ [C̃x,y] =
∏
i∈C̃x

Zi,WZ [C̃y,x] =
∏
i∈C̃y

Zi,WZ [C̃z,y] =
∏
i∈C̃z

Zi,

(81)

where Cx is a straight line along the cycle of the x di-
rection on lattice, and C̃x,z is a line along the cycle of
the x direction on dual lattice while the lattice bonds of
C̃x,z are in the z-direction, and similarly for the other
directions. The figures for them are:

Z

x

x x

Z

Z

Z

Z

Z

x

z

y

(a) (b) (c)

(e) (d) (f)

(g) (h) (i)

. (82)

The algebras of these loop operators are grouped into
three independent sets:

1. The operator (a) in Eq. (82) anti-commutes with
the operator (f) and the operator (h) when they
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overlap at one spin. Thus, WX [Cx] anti-commutes

with WZ [C̃z,x] and WZ [C̃y,x] when they overlap at
one spin.

2. The operator (b) in Eq. (82) anti-commutes with
the operator (g) and the operator (i) when they
overlap at one spin. Thus, WX [Cy] anti-commutes

with WZ [C̃x,y] and WZ [C̃z,y] when they overlap at
one spin.

3. The operator (c) in Eq. (82) anti-commutes with
the operator (d) and the operator (e) when they
overlap at one spin. Thus, WX [Cz] anti-commutes

with WZ [C̃x,z] and WZ [C̃y,z] when they overlap at
one spin.

All other combinations of operators commute, because
they do not overlap at the same physical spin. Each of
the three algebras gives a representation of dimension49

2Ly+Lz−1, 2Lz+Lx−1, 2Lx+Ly−1. (83)

respectively. Hence the total dimension of the ground
state space is 22Lx+2Ly+2Lz−3. The derivations of the
GSD in terms of these operator algebras are explained in
App. D.

B. TNS for X-cube Model

Following the same prescription in Sec. IV, we can
write down the TNS for the X-cube model. First, we
introduce a projector g tensor on the bonds of the lattice
(see Eq. (5)). The virtual index is either 0 or 1. The g
tensor is a projector which projects the physical spin to
the virtual indices. The tensor g satisfies Eq. (36).

The TNS is not only composed of the g tensor on the
bonds of the lattice, but also the T tensors on the ver-
tices. The T tensor has six virtual indices and no physical
index. Unlike the g tensor, the T tensor will be specified
by the Hamiltonian terms. We now implement Eq. (80)
on the TNS. Using the condition Eq. (36), we can transfer
the operators in Hamiltonian terms from physical indices

to virtual indices:

T
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Z

Z

Z
Z

g

g
g

g

g

g
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gg
g

g

g
g

g

g

g
g

g

T
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x
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T
Z
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Z

Z
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Z
Z

g

g
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=

T

Z
Z

Z

Z Z

Z Z

Z
g

g
g

g

g
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=

x

x x
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Requiring that the tensors in the dashed red rectangles
are invariant will lead to the following (strong) conditions
on the T tensor:

T T T T
Z Z

Z

Z
Z Z

Z

Z

Z

Z

Z

Z
= = =

T T

x x
x

T

x x
x

T
x

x

x

T

x
x

x
T

x

x
x Tx

x

T

x

x
T

x
x

x

xx

= = =

= = =

= =

. (85)

The first set of conditions is required by the operators
Av,xy, Av,yz and Av,xz around the vertex v. The second
set of equations is required by the operators Bc around
the cube c. The X operators acting on the 12 spins of the
cube c will be transferred to the virtual spins of the eight
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T tensors around the cube c, using Eq. (36). The X op-
erators act on the eight quadrants of a T tensor. Clearly,
these two sets of the conditions are not independent. The
solution to these conditions is:

Txx̄,yȳ,zz̄ =


1 if


x+ x̄+ y + ȳ = 0 mod 2,

x+ x̄+ z + z̄ = 0 mod 2,

y + ȳ + z + z̄ = 0 mod 2.

0 otherwise.

(86)

A useful consequence of Eq. (85) is:

T T
x

T

x

= = =
T

x
x

x
x . (87)

We now have fixed the TNS for the X-cube model using
the local conditions Eq. (80). The wave function on R3

can also be represented as a tensor contraction of Eq. (6).

C. Concatenation Lemma

In this section, we consider the contraction of a net-
work of local T tensors with open virtual indices for the
X-cube model, similar to the idea developed in Sec. IV C.
However, here the situation is more complicated than the
3D toric code model. The elements of a local T tensor are
either 0 or 1 in Eq. (85), depending on the even/odd sec-
tor in three directions. The elements of the contracted T
tensors will also be either 0 or 1 with a similar criterion.

Concatenation Lemma: For a network of the
contracted T tensors in Eq. (86), the sums of the
open indices along each xy, yz and xz planes have
to be even. Otherwise, the tensor element of this
network is zero. The nonzero elements are constants
independent of the virtual indices.

This lemma is a consequence of Eq. (86). See App. C
for an induction proof. In this section, we explain this
result by considering a simple example. Suppose that we
have two T tensors contracted along the z direction:

Tx1,x̄1,y1,ȳ1,z1,x2,x̄2,y2,ȳ2,z̄2

=
∑
z̄1,z2

Tx1x̄1,y1ȳ1,z1z̄1Tx2x̄2,y2ȳ2,z2z̄2δz̄1z2 .
(88)

Graphically, T is the same as depicted in Fig. 6. For each
of the two T tensors, we have


x1 + x̄1 + y1 + ȳ1 = 0 mod 2

x1 + x̄1 + z1 + z̄1 = 0 mod 2

y1 + ȳ1 + z1 + z̄1 = 0 mod 2

(89)

and


x2 + x̄2 + y2 + ȳ2 = 0 mod 2

x2 + x̄2 + z2 + z̄2 = 0 mod 2

y2 + ȳ2 + z2 + z̄2 = 0 mod 2.

(90)

Therefore, setting z̄1 = z2 due to the tensor contraction,
the open indices of T need to satisfy:


x1 + x̄1 + y1 + ȳ1 = 0, mod 2

x2 + x̄2 + y2 + ȳ2 = 0, mod 2

z1 + z̄2 + x1 + x̄1 + x2 + x̄2 = 0, mod 2

z1 + z̄2 + y1 + ȳ1 + y2 + ȳ2 = 0, mod 2

(91)

in order for the elements of the tensor T to be nonzero.
The last set of equations intuitively means that the open
indices of the tensor T (Fig. 6) in each xy, yz and xz
plane need to have an even summation. Moreover, the
elements of the contracted T tensor are 1 independent of
indices:

Tx1,x̄1,y1,ȳ1,z1,x2,x̄2,y2,ȳ2,z̄2 =


1 if


x1 + x̄1 + y1 + ȳ1 = 0, mod 2 and

x2 + x̄2 + y2 + ȳ2 = 0, mod 2 and

z1 + z̄2 + x1 + x̄1 + x2 + x̄2 = 0, mod 2 and

z1 + z̄2 + y1 + ȳ1 + y2 + ȳ2 = 0, mod 2

0 otherwise.

(92)

Generally for a complicated contraction of local T ten- sors denoted by T, we have:

T{t} =

{
Const 6= 0 Concatenation lemma is satisfied

0 else.

(93)
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This is the notation that we will use when computing the
entanglement entropies or the transfer matrix degenera-
cies.

D. Entanglement

We can show that a cubic region A and its deforma-
tions are the exact SVD of |TNS〉. See Fig. 9 for some
examples of deformed A regions. We can read out the
singular values of |TNS〉 for these entanglement cut. Sup-
pose we consider the wave function on R3 for simplicity
(i.e., without dealing with the multiple ground states on
T 3). We rewrite the wave function:

|TNS〉 =
∑
{t}

|{t}〉A ⊗ |{t}〉Ā. (94)

where {t} represent the tensor virtual indices connecting
the region A and Ā. |{t}〉A is the TNS for the region
A with open virtual indices {t}. Similarly for |{t}〉Ā for
the complement region Ā. Because every virtual bond
is contracted over for |TNS〉, |{t}〉A and |{t}〉Ā have to
share the same {t}, and {t} is summed over in Eq. (94).

Next we show that this set of basis |{t}〉A is orthonor-
mal:

A〈{t′}|{t}〉A ∝ δ{t′},{t}, (95)

when the Concatenation lemma is satisfied for both
of {t′}, {t}, and the basis |{t}〉A are not null vectors.
Proof:

The open virtual indices {t} satisfy the SVD condition
in Sec. III A. Hence, we can conclude that |{t}〉A and
|{t}〉Ā are orthogonal basis for the region A and Ā, and
thus Eq. (94) is exactly SVD. In order to calculate the
entanglement entropies, we need to show that |{t}〉A and
|{t}〉Ā are not only orthogonal, but also orthonormal.

The proof is essentially the same as in Sec. IV D. Here
we briefly repeat it. We use the same conventions of SVD
basis |{t}〉A and |{t′}〉Ā as in Sec. IV D. Suppose {t′} and
{t} both satisfy Concatenation lemma. Hence, |{t}〉A
and |{t′}〉A are not null vectors. More specifically, the
wave function |{t}〉A is the same as in Eq. (49). All the
virtual indices except {t} are contracted over.

When {t′} 6= {t}, the basis overlap is zero, because
the spins on the boundary of A are different. When
{t′} = {t}, the overlap is nonzero. Moreover, the
overlaps A〈{t}|{t}〉A are constants independent of {t},
due to the Concatenation lemma. Hence, |{t}〉A is
an orthonormal basis for the region A, up an overall
normalization factor. 2

Therefore, using the orthonormal basis |{t}〉A and
|{t}〉Ā, Eq. (94) is indeed the SVD. Furthermore, the
singular values are all identical. As a result, the entan-
glement of the region A is determined by the number of
basis states |{t}〉A which are involved in Eq. (94), i.e.,

the rank of the contracted tensor for the region A. The
rank of the contracted tensor can be counted by the Con-
catenation lemma. We only need to count the num-
ber of indices that satisfy the Concatenation lemma.
We now list a few simple examples of entanglement en-
tropies. The entanglement cuts are displayed in Fig. 9.
Correspondingly, their entanglement entropies are:

1. When region A is a cube of size lx × ly × lz:

SA
log 2

= 2lxly + 2lylz + 2lxlz − lx − ly − lz + 1

= Area− lx − ly − lz + 1.

(96)

The calculation details are the following:

The number of indices straddling this entanglement
cut is 2lxly+2lylz+2lxlz. This is the maximum pos-
sible number of basis states in the SVD of Eq. (94).
However, these indices are not free. They are sub-
ject to certain constraints, in order for the singular
vectors to have non-vanishing norms. Using the
Concatenation lemma, we know that the open
indices in each xy, yz, and xz plane must have even
summations. We denote the indices to be ti,j,k
where i, j, k are the coordinates of such a index.
Then, we have;∑

i,j

ti,j,k = 0 mod 2, ∀ k

∑
i,k

ti,j,k = 0 mod 2, ∀ j

∑
j,k

ti,j,k = 0 mod 2, ∀ i

(97)

where the summation is only taken over open vir-
tual indices near the entanglement cut in each xy,
yz and xz plane. Therefore, we have lx, ly, lz num-
ber of constraints respectively. However, these con-
straints are not independent. Only lx + ly + lz − 1
of them are independent, because the three sets of
constraints sum to be an even number. Hence, the
number of free indices is

2lxly + 2lylz + 2lxlz − lx − ly − lz + 1.

The number of singular vectors in Eq. (94) is:

22lxly+2lylz+2lxlz−lx−ly−lz+1,

which leads to the entropy written in Eq. (96). 2

2. When the region A is a cube of size lx× ly× lz with
an empty hole of size l′x × l′y × l′z:

SA
log 2

=2lxly + 2lylz + 2lxlz+

2l′xl
′
y + 2l′yl

′
z + 2l′xl

′
z

− l′x − l′y − l′z − lx − ly − lz + 2

=Area− l′x − l′y − l′z − lx − ly − lz + 2.

(98)
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A A A A

(1) (2) (3) (4)

Figure 9. Figures for several regions A for which we calculate the entanglement entropies. (1) Region A is a cube of size
lx × ly × lz. (2) Region A is a cube of lx × ly × lz with a hole of size l′x × l′y × l′z in it. (3) Region A is a cube of size lx × ly × lz
and a small cube of height l′z on top of it. (4) Region A is a cube of size lx × ly × lz carved on top of it a small cube of height
l′z.

3. When the region A is a cube of size lx × ly × lz
with an additional convex cube of height l′z on top
(Fig. 9 (3)):

SA
log 2

=Area− lx − ly − lz − l′z + 1. (99)

4. When the region A is a cube of size lx × ly × lz
with an additional concave cube of height l′z on top
(Fig. 9 (4)):

SA
log 2

=Area− lx − ly − lz − l′z + 1. (100)

The area part of the entanglement is measured by the
number of indices straddling the entanglement cut. The
constant contribution to the entanglement entropy is
universal97, as it counts the number of connected com-
ponents of the entanglement surface. As opposed to the
toric code case, the constants are positive numbers. We
emphasize that the linear corrections to the area law in
the entanglement entropies states have not been observed
in quantum field theories.

Furthermore, if we put the TNS on a cylinder T 2
xy×Rz

and the entanglement cut splits the cylinder into two
halves z > 0 and z < 0, then the entanglement entropy
of either side is:

SA
log 2

= Area− Lx − Ly + 1. (101)

We emphasize that the entanglement spectrum is flat,
because all singular values are identical in Eq. (94).

E. Transfer Matrix as a Projector

Following the same reasoning explained in Sec. II D,
the transfer matrix of the X-cube model in the xy-plane
is:

TMxy = CT
2
xy (. . . TTT . . .) (102)

with open virtual indices in the z-direction. Graphically,
see Eq. (22) and Eq. (61). In this section, we will show

that the TMxy for the X-cube model is also a projector.
However, the projection is more complicated than in the
3D toric code example. Using the transfer matrix basis
e{z̄} defined in Eq. (62), we show that:

TMxy · e{z̄} =
∑

Concatenation Lemma

(TMxy){z},{z̄}

∝
∑

Concatenation Lemma

e{z}
(103)

where the notation {z} and {z̄} collectively denote all z
indices perpendicular to the xy-plane. The summation
with the Concatenation lemma means that:∑

i

zi,j + z̄i,j = 0 mod 2, ∀ j∑
j

zi,j + z̄i,j = 0 mod 2, ∀ i
(104)

where the subindex i, j of zi,j denote the positions of
zi,j in the x- and y-direction respectively. These two
equations mean that in each xz and yz plane, the indices
have an even summation. For instance, the red dashed
rectangles below:

x (pbc)

y (pbc)

T
T

.

(105)
Among the Lx + Ly equations in Eq. (104), only Lx +
Ly−1 are linearly independent, because the summations
of the two sets of constraints are the same:

∑
j

(∑
i

zi,j + z̄i,j

)
= 0 mod 2

⇔
∑
i

∑
j

zi,j + z̄i,j

 = 0 mod 2.

(106)
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x x x x x x x x x x x x

T
g
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g

x (pbc)

z

y (pbc)

Figure 10. Derivations for the first equation in Eq. (107). The rest two equations can be proved similarly. In the first step, the
physical X operators can be transferred to the virtual level by using Eq. (36), and in the third step, all the virtual X operators
are exactly canceled in pairs (dashed red rectangles in the third figure) due to Eq. (87).

The summation in Eq. (103) can be separated into Lx +
Ly−1 number of different “parity” sectors, similar to the
3D toric code case Eq. (69). Hence, TMxy is a projector
of rank 2Lx+Ly−1. It has 2Lx+Ly−1 degenerate nonzero
eigenvalues.

F. GSD and Transfer Matrix

The TNS, which gives us the single ground state on
R3, has the minimum energy by construction. If we con-
tract these tensors on the torus T 3 with periodic bound-
ary conditions, then we still yield only one ground state.
Moreover, this ground state is the +1 eigenstate of all
WX operators in Eq. (81):

WX [Cx]|TNS〉T 3 = |TNS〉T 3 ,

WX [Cy]|TNS〉T 3 = |TNS〉T 3 ,

WX [Cz]|TNS〉T 3 = |TNS〉T 3 .

(107)

These three equations can be proved by using Eq. (36)
and Eq. (85); the derivations are summarized in Fig. 10.

Other ground states on the torus can be obtained
by acting with the nonlocal operators WZ [C̃z,x] and

WZ [C̃z,y] in Eq. (81) on the TNS |TNS〉T 3 . The physical

operator WZ [C̃z,x] and WZ [C̃z,y] can be transferred to
the virtual indices using Eq. (36).

After applying WZ [C̃z,x] and WZ [C̃z,y] in Eq. (81)
on TNS, we can generate 2Lx+Ly TNSs exemplified by
Fig. 11. The intersections of WZ [C̃z,x] and WZ [C̃z,y] with
the xy-plane are the blue circled Z operators in Fig. 11.

We denote these planes of tensors in Fig. 11 as T~α,~β
xy

where ~α and ~β are binary vectors (values in {0, 1}) of
length Lx and Ly representing the absence or presence
of Pauli Z operators. For instance, the untwisted plane

of TNS is T
~0,~0
xy using this convention. This notation T

~0,~0
xy

is similar to that in Sec. IV F. Inserting a Z operator at
the virtual level will change the holonomy of WX in the
xy-plane. For instance, for Panel (a) in Fig. 11, the WX

operator along the first row has a −1 eigenvalue, while
the WX operators along the second, the third and the
fourth row have a +1 eigenvalue.

Each of these T~α,~β
xy will generate a transfer matrix

TM~α,~β
xy which has 2Lx+Ly−1 degenerate eigenvalues. The

reasons are that (1) when building the transfer matrices

from the twisted T~α,~β
xy , the contraction over the physical

indices of the projector g tensors makes the virtual in-
dices from the bra layer and ket layer identical; (2) the
Z operators in the bra layer cancel their analogues re-
spectively in the ket layer. Hence, the transfer matrices

TM~α,~β
xy obtained from the twisted T~α,~β

xy are equal to that

obtained from the untwisted one T
~0,~0
xy .

TM~α,~β
xy = TM

~0,~0
xy , ∀ ~α, ~β (108)

Thus, the transfer matrices TM~α,~β
xy built from the twisted

T~α,~β
xy are also projectors of dimension 2Lx+Ly−1.
The TNS on torus is then constructed as the contrac-

tion of T~α,~β
xy on each xy-plane. However, the subtlety

of the X-cube model is that in constructing TNS on the
torus, there are still degree of freedom we can play with.
In the 3D toric code case Sec. IV F, as we evolve the state
in the z direction, we have to use the same Tα,β

xy in each
plane, otherwise the corresponding wave function is no
longer a ground state. However, we have more choices

for the X-cube model. In each plane of T~α,~β
xy , we have

four choices that do not change the energy: we can still
act WZ [C̃x,y] and WZ [C̃y,x] on TNS in the xy-plane with-
out affecting other xy-planes. These choices do not raise
the energy because WZ [C̃x,y] and WZ [C̃y,x] are the non-
local operators of the X-cube model Eq. (81): they do not
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x (pbc)

y (pbc)

T
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T

T

Z

Z

T

T

(a) (b) (c)

(d) (e) (f)

Z

Z

Z

Z

Z

Z Z

Figure 11. Examples for the X-cube TNS in a xy-plane, obtained by acting WZ [C̃z,x] and WZ [C̃z,y] on the constructed TNS.

The intersection of one WZ [C̃z,x] operator and one WZ [C̃z,y] operator with the xy-plane is only one Pauli Z operator, i.e., the
circled blue Z in this figure.

Z

x (pbc)

y (pbc)

T

Z
T

T

T

Z Z Z Z Z Z Z

(a) (b)

(c) (d)

Z

Z

Z

Z

Z

Z

Z Z Z Z Z Z Z

Figure 12. We act WZ [C̃x,y] and WZ [C̃y,x] operators on Panel (a) in Fig. 11. Hence, we have four TNSs in this xy-plane that
can be related to each other. See the text for the explanations.

cost any energy. For each of the T~α,~β
xy built from Fig. 11,

we can find 3 others: all 4 planes of tensors T~α,~β
xy can be

used in the z direction. Take Panel (a) of Fig. 11 as an

example at one point in the z direction. The 4 T~α,~β
xy are

depicted in Fig. 12. Their expressions are:

1. For Panel (a), we do not apply any operators.

2. For Panel (b), we apply WZ [C̃y,x] on TNS.

3. For Panel (c), we apply WZ [C̃x,y] on TNS.

4. For Panel (d), we apply both WZ [C̃x,y] and

WZ [C̃y,x] on TNS.

Due to this choice, four twisted T~α,~β
xy will be grouped

together, and there are

2Lx+Ly

4
(109)

number of groups of twisted T~α,~β
xy . Hence, the total GSD

that we can obtain from the transfer matrices built from
T~α,~β
xy is:

2Lx+Ly−1 × 2Lx+Ly

4
× 4Lz = 22Lx+2Ly+2Lz−3. (110)

Each factor in the above formula has an explanation:

1. 2Lx+Ly−1 is the degeneracy of each transfer matrix.
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2. 2Lx+Ly

4 is the number of groups of the twisted T~α,~β
xy

due to the “ambiguity” explained in the paragraph
before Eq. (109).

3. 4Lz is the number of combinations for T~α,~β
xy , since

for each xy plane we can pick any of the 4 T~α,~β
xy

belonging to the same group.

This is the total GSD of X-cube model on torus.

VI. HAAH CODE

In this section, we derive the TNS for the Haah code
following a similar prescription as that in Sec. IV B and
Sec. V B. We then compute the entanglement entropies
using the TNS for several types of entanglement cuts.
This section is organized as follows. In Sec. VI A, we
review the Hamiltonian of the Haah code. In Sec. VI B,
we present the construction of TNS for the Haah code. In
Sec. VI C, we discuss the entanglement cuts for which the
TNS is an exact SVD. In Sec. VI D, we discuss the cubic
entanglement cut, where the TNS is not an exact SVD.
The calculation of the entanglement entropies proceeds
in the same way as that of the 3D toric code model or
X-cube model: one counts the number of constraints for
open indices.

A. Hamiltonian of Haah code

The Haah code is defined on a cubic lattice. As op-
posed to the 3D toric code and the X-cube model dis-
cussed in Sec. IV and V, there are two spin-1/2’s defined
on each vertex of a cubic lattice. The Hamiltonian of the
Haah code is a sum of commuting operators where each
term is the product of Pauli X or Z operators. Specifi-
cally, there are two types of the Hamiltonian terms:

H = −
∑
a,b,c

Aabc −
∑
a,b,c

Babc. (111)

The A and B operators are defined on each cube in the
cubic lattice, and the indices a, b, c represent the ver-
tex coordinates. If we choose the space to be R3, then
a, b, c ∈ Z. If we choose the space to be a 3D torus of
the size Lx × Ly × Lz with periodic boundary condition
on each side, then a ∈ ZLx

, b ∈ ZLy
and c ∈ ZLz

. The
operators defined on a = 0, b = 0, c = 0 are

A000 = ZL110Z
L
101Z

L
011Z

L
111Z

R
100Z

R
010Z

R
001Z

R
111

B000 = XL
000X

L
110X

L
101X

L
011X

R
000X

R
100X

R
010X

R
001.

(112)

The superscripts L/R represent the left or the right spin
on a vertex where the Pauli operators act on. The sub-
scripts (ijk) ∈ Z2 × Z2 × Z2 represent the coordinate of
vertices (on a cube). The operators Aabc and Babc on all

other cubes can be obtained by translation. Pictorially
the two types of terms are:

x

z

y

(113)

It is straightforward to check that all the Hamiltonian
terms commute.

B. TNS for Haah Code

The ground state |GS〉 is obtained by requiring

Aabc|GS〉 = |GS〉 (114)

Babc|GS〉 = |GS〉 (115)

for every a, b, c. We can solve these two equations sim-
ilarly to the 3D toric code model in Sec. IV B and the
X-cube model in Sec. V B to obtain a TNS representa-
tion. We now specify the projector g tensor and the local
T tensor.

There are 2 types of g tensors gL and gR associated
with the left and right physical spins on each vertex.
Each g tensor has 1 physical index s and 4 virtual indices
i, j, k, l. The reason for these 4 virtual indices (rather
than 2 virtual indices as in the toric code and the X-
cube examples) is that, for each vertex, the virtual indices
from T tensors (to be defined below) in the neighboring
8 octants need to be fully contracted; this requires the g
tensor to have 4 virtual indices. The index assignment of
the left and right g tensors, gLsijkl and gRsijkl, are:

gLsijkl =

s

i

j

k l

I

IIIII

IV

V

V IV II

V III

(116)
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Figure 13. Tensor contraction for the Haah code TNS. (a) The lattice size is 2× 3× 3. (b) The lattice size is 3× 3× 3

and

gRsijkl =

l

j

k
i

s

I

IIIII

IV

V I

V

V II

V III

(117)

where s is the physical index in {|0〉 = |↑〉, |1〉 = |↓〉},
and ijkl are virtual indices. We use a blue dot for the g
tensor on the right spin and a red dot for the g tensor on
the left spin. The green dots at the center of each cube
represent T tensors (which we define below). Similar to
the toric code model and the X-cube model, we require
that the g tensor acts as a projector from the physical
index to the four virtual indices:

gLsijkl =

{
1 i = j = k = l = s

0 otherwise
,

gRsijkl =

{
1 i = j = k = l = s

0 otherwise
.

(118)

The four virtual indices of gLsijkl extend along the III, VIII,

VII, VI octants (as shown in Eq. (116)), and the four
virtual indices of gRsijkl extend along the II, VII, IV, V

octants (as shown in Eq. (117)).
The tensor T{i} is defined at the center of each cube,

and every T tensor has 8 virtual indices. Graphically, the
T tensor is:

Ti1i2i3i4i5i6i7i8 = T . (119)

The T tensor is contracted to 8 of the total 16 (8 vertices
times 2 degrees of freedom per vertex) g tensors located
at the cube corners via the virtual indices. The reason
for only 8 virtual indices (instead of 16 virtual indices)
in the T tensor is that among 16 spins around the cube
(a, b, c) only eight of them are addressed by the Pauli Z
operators in the Aabc term of the Hamiltonian. The el-
ements of the T tensor for a given set of virtual indices
i1i2i3i4i5i6i7i8 are determined by solving Eq. (114) and
Eq. (115). Imposing the condition Eq. (114) and trans-
ferring the physical Z operators to the virtual level, we
find that:

T
Z

Z Z

Z Z

Z

Z
Z

= T (120)

which amounts to

Ti1i2i3i4i5i6i7i8 = (−1)
∑8

n=1 inTi1i2i3i4i5i6i7i8 , (121)

where i1, · · · , i8 are the eight virtual indices of the T
tensor defined in Eq. (119). Hence,

Ti1i2i3i4i5i6i7i8 = 0, if

8∑
n=1

in = 1 mod 2. (122)

Imposing the condition Eq. (115) and transferring the
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physical X operators to the virtual level, we find that

T = T
x x

= T

x

x

= T

x

x

= T

x

x = T
x x

= T

x x

= T

x x

= T

x

x

= T

x

x = T

x

x

= T
x

x

= T
x

x

= T
x

x

= T

x x

x

x

xx

.

(123)

In terms of components, Eq. (123) means that
Ti1i2i3i4i5i6i7i8 = Ti′1i′2i′3i′4i′5i′6i′7i′8 where i′1i

′
2i
′
3i
′
4i
′
5i
′
6i
′
7i
′
8

are obtained by flipping arbitrary pairs of indices from
i1i2i3i4i5i6i7i8. For example,

Ti1i2i3i4i5i6i7i8 = T(1−i1)(1−i2)i3i4i5i6i7i8

= Ti1(1−i2)(1−i3)i4i5i6i7i8

= Ti1i2(1−i3)(1−i4)i5i6i7i8

= ...

(124)

Combining Eq. (121) and (124), we find that any
configuration of Ti1i2i3i4i5i6i7i8 satisfying the condition∑8
k=1 ik = 0 mod 2 are equal. We can rescale the T ten-

sor such that Ti1i2i3i4i5i6i7i8 = 1 for
∑8
k=1 ik = 0 mod 2,

i.e.,

Ti1i2i3i4i5i6i7i8 =

{
1
∑8
n=1 in = 0 mod 2

0
∑8
n=1 in = 1 mod 2.

(125)

For simplicity, we consider the space to be R3 where the
Haah code has a unique ground state.

|TNS〉 =
∑
{s}

CR
3 (
gL,s1gR,s2gL,s3gR,s4 . . . TTT . . .

)
|{s}〉.

(126)

We emphasize that the contraction of the Haah code
TNS is quite different from that of the 3D toric code
model and the X-cube model. The main difference is
that the g tensor has 4 virtual indices for the Haah code,
while it has only 2 virtual indices for the 3D toric code
and the X-cube model. As an example of contraction, we
take two blocks of size 2×2×1 and 2×2×2 in Fig. 13. The
T tensors with their virtual indices are drawn explicitly.
Each red or blue node in the two figures is a projector g
tensor, whose physical index is not drawn; we only draw
the virtual legs that are connected to the T tensors inside
the blocks. In the block 2×2×2, all the 8 virtual indices
of the two g tensors (4 per each g tensor) in the middle of
all the cubes are contracted with T tensors, while other g
tensors have open virtual indices (which are not explicitly
drawn).

C. Entanglement Entropy for SVD Cuts

In this section, we compute the entanglement entropies
for two types of cuts for which the TNS is an SVD.

1. Two types of SVD Cuts

To compute the entanglement entropy, we use the same
convention adopted in the discussion of the 3D toric code
(in Sec. IV) and the X-cube model (in Sec. V): the open
virtual indices of the region A connect directly to the
g tensors inside A while the open virtual indices of the
region Ā connect with T tensors inside Ā. We further
choose a region A such that the TNS is an SVD, and
compute the entanglement entropy. We find two types
of entanglement cuts for which the Haah code TNS is an
exact SVD. For the general cubic region A, we need an
extra step to perform the SVD of the TNS. This deriva-
tion will be presented in Sec. VI D 1. We now specify the
two types of regions that the Haah code TNS is an exact
SVD.

1. Region A only consists of the spins connecting to a
set of (l−1) T tensors which are contracted along a
certain direction. Figure 14 shows an example with
l−1 = 3 contracted along the z direction. (Since in
Sec. IV and V, we used l as the number of vertices
along each side of region A, there are l − 1 bonds
(or cubes) along each side.)

2. Region A contains all the spins connecting with
T tensors which are contracted in a “tripod-like”
shape, where three legs extend along x, y, z direc-
tions. If there are lx − 1 cubes in the x leg, ly − 1
cubes in the y leg, and lz−1 cubes in the z leg, then
there are 1+(lx−2)+(ly−2)+(lz−2) = lx+ly+lz−5
cubes (or T tensors) region A. Figure 15 shows an
example with lx = ly = lz = 3.

In the first case and for l = 2, 3, we use brute-force nu-
merics to find that the reduced density matrix is diagonal
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(see App. H for details), which shows that the TNS is an
exact SVD.

T

T

T

Figure 14. Region A contains all the spins connecting with
l − 1 T tensors which are contracted along z direction. The
figure shows an example with l = 4.

T T

T

T

Figure 15. Region A contains all the spins connecting with T
tensors which are contracted in a “tripod-like” shape, where
three legs extend along x, y, z directions. There are three
legs extending along x, y, z directions respectively. In general,
three legs can have different length, each with lx−1, ly−1, lz−
1 cubes along three directions. This figure shows an example
where lx = ly = lz = 3.

In order to show that the above cuts correspond to an
SVD, we follow the arguments developed in Sec. III A. In
Sec. III A, we proposed a SVD Condition. However, we
find that the region A of both types, shown in Fig. 14
and 15, do not satisfy the SVD Condition: Two open
virtual indices in region Ā connects with the same T ten-
sor, which violates the SVD Condition. For instance, the
g1 and g2 in Fig. 15 connects to the same T tensor in
their upper-left cube which is in the region Ā. Here, we
propose a Generalized SVD Condition which suffices to
prove that the entanglement cut corresponding to Fig. 14
and 15 are SVD.

Generalized SVD condition: Let {t} be the set of open
virtual indices. Given a set of physical indices {s} in-
side region Ā, if {t} can be uniquely determined by the
{s} inside region Ā via the g tensor projection condi-
tion Eq. (118) and T tensor constraints Eq. (125), then
|{t}〉Ā is orthogonal. Since |{t}〉A is orthogonal because
all the open virtual indices are connected with g tensors,
the TNS |TNS〉 =

∑
{t} |{t}〉A ⊗ |{t}〉Ā is SVD.

To prove the Generalized SVD Condition, we notice
that if we have two different sets of open virtual in-
dices {t}Ā and {t′}Ā, the physical indices {s}Ā and {s′}Ā
which connect (via g tensors) to the T tensors on the
boundary of region Ā cannot be the same. Otherwise, if
{s}Ā = {s′}Ā, since the physical indices {s}Ā and {s′}Ā
in the region Ā uniquely determine the open virtual in-
dices {t}Ā and {t′}Ā, {t}Ā = {t′}Ā, hence it is in con-
tradiction with our assumption {t}Ā 6= {t′}Ā. There-
fore, {t}Ā 6= {t′}Ā implies {s}Ā 6= {s′}Ā, and hence

Ā〈{t}|{t′}〉Ā = 0. This is in the same spirit of the
proof in Sec. III A. The proof of normalization of the
wave function is independent of {t} is also the same as in
Sec. III A. Furthermore, A〈{t}|{t′}〉A = 0 for {t} 6= {t′}
is the straightforward because {t}A are connected with
g tensors. In summary, if the entanglement cut satisfies
the Generalized SVD Condition, we have

1. A〈{t}|{t′}〉A ∝ δ{t},{t′} when |{t}〉A and |{t′}〉A are
not null vectors;

2. Ā〈{t}|{t′}〉Ā ∝ δ{t},{t′} when |{t}〉Ā and |{t′}〉Ā are
not null vectors.

This shows that the TNS is an SVD.

We explain the Generalized SVD Condition in the sim-
plest example, i.e., l = 2 in case 1. There is only one T
tensor, and the region A contains 8 physical spins.

T

All other spins apart from the eight connecting with the
T tensor belong to region Ā. Because the virtual indices
and physical indices are related by the g tensor which
is a projector, we use i1 to denote the values of both
virtual indices and physical indices connecting with left
g tensor located at (x, y, z) = (0, 0, 1). Here, we use the
coordinate convention where the (x, y, z) = (0, 0, 0) is
located at the left down frontmost corner as in Fig. 13.
Similarly we use i2, i3, i4, i5, i6, i7, i8 to label the values of
the virtual/physical indices on the remaining seven nodes
connecting with the same T tensor. Hence the set of
open indices is effectively {i1, i2, i3, i4, i5, i6, i7, i8} (after
identified by the g tensors). We further consider how the
physical indices from the region Ā constrain the open
indices. Consider the T tensor in the region Ā (which
we denote by T ′) which shares two spins i7, i8 with the
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region A (The T ′ tensor lives in the lower right corner):

T

T'

(127)

Since six among the eight virtual indices of T ′ are con-
tracted with g tensors inside region Ā, the remaining two
open virtual indices, i.e., i7 and i8 are subject to one con-
straint from the T ′ tensor:

i7 + i8 = fixed, (128)

where “fixed” means that the sum is fixed by the physical
indices inside the region Ā. We can similarly consider the
constraints coming from other T tensors in region Ā. The
whole set of constraints are listed as follows:

i7 + i8 = fixed

i1 + i2 = fixed

i5 = fixed

i6 = fixed

i6 + i7 = fixed

i2 + i3 = fixed

i5 = fixed

i8 = fixed

i1 = fixed

i4 = fixed

i3 = fixed

i7 = fixed. (129)

The “fixed” on the right hand side of the equations means
that the virtual indices or the sum of the virtual indices
are fixed by the physical indices in the region Ā. All
variables and equations are defined module 2. The above
equations uniquely determine all the open virtual indices
i1...i8. Therefore, such a choice of region A of the entan-
glement cut satisfies the Generalized SVD Condition.

For the first type of the region A with general l, and
the second type of region A with general lx, ly, lz, we can
similarly check that the TNS satisfies the Generalized
SVD Condition. Numerically, we checked that the Haah
code TNS indeed satisfies the Generalized SVD Condi-
tion for 2 ≤ l ≤ 9 for the first type, and 3 ≤ lx ≤ 8, 3 ≤
ly ≤ 8, 3 ≤ lz ≤ 8 for the second type. The numerical
procedure for this check is to list all the constraints for
the indices in the region A and find how many solutions
exist for these constraints.

2. Entanglement entropy

We now compute the entanglement entropy for the ex-
act SVD TNSs. We first consider the case 1 with gen-
eral l, such as in Fig. 14. All the spins connecting with
l − 1 contracted T tensors along the z directions are in
region A, and the remaining belong to region Ā. The
number of open virtual indices, after identified by the lo-
cal g tensors, is 8 + 7(l − 2) = 7l − 6. The number of
constraints from the local T tensors is simply the num-
ber of T tensors l − 1, because they are all independent.
Hence the number of independent open virtual indices is
7l − 6 − (l − 1) = 6l − 5. Therefore, the entanglement
entropy is

S(A)

log 2
= 6l − 5. (130)

In appendix. H, we numerically brute-force compute the
reduced density matrix for l = 2 and l = 3, and find that
the results match the general formula Eq. (130).

We further consider the case 2 — the region A of tripod
shape. The legs in the x, y, z direction contains lx −
1, ly − 1, lz − 1 T tensors respectively. We first count
the total number of open virtual indices. When lx =
ly = lz = 3 as shown in Fig. 15, there are 26 physical
spins (or g tensors) in total. However, there is one g
tensor (at the left spin of (x, y, z) = (1, 1, 1)) whose four
virtual indices are all contracted by the T tensors within
region A. Hence the number of open virtual indices, after
identified by the local g tensor, is 25. Moreover, we notice
that adding one T tensor in one of the three legs of region
A brings 7 extra spins. Therefore the total number of
open virtual indices (after identified by the g tensor) is
(26− 1) + 7(lx − 3) + 7(ly − 3) + 7(lz − 3) = 7lx + 7ly +
7lz − 38. We further numerically count the number of
constraints that these open virtual indices satisfy. We
find the number of constraints is the number of cubes
minus 1, i.e., (lx + ly + lz − 5) − 1 = lx + ly + lz − 6.
Therefore the number of independent open virtual indices
is (7lx+7ly+7lz−38)−(lx+ly+lz−6) = 6lx+6ly+6lz−32.
The entanglement entropy is

S(A)

log 2
= 6lx + 6ly + 6lz − 32. (131)

D. Entanglement Entropy for Cubic Cuts

In this section, we consider the case where the region A
is a cube of size l× l× l, where l is the number of vertices
in each direction of the cube. The cut is chosen such
that all the open virtual indices straddling the region A
are connected to g tensors in the region A (i.e., all the
physical spins near the boundary belong to the region A).
For example, for l = 2 as shown in (119), all 16 physical
spins belong to the region A. For l = 3 as shown in
Fig. 13 (b), all 54 physical spins belong to the region A.
For the simplicity of notations, in this section, we denote
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the Hamiltonian terms as Ac and Bc where the subscript
refers to a cube c.

1. SVD for TNS

For the cubic region A, we find that the TNS for the
Haah code is different from that for the toric code and
X-cube model: the TNS for the Haah code is not an
exact SVD. The TNS basis in the region A, |{t}〉A, are
orthonormal, since the open virtual indices are connected
with g tensors. However, the TNS basis |{t}〉Ā in the
region Ā are not orthogonal. In other words, the basis
|{t}〉Ā is over complete.

The subtlety that the TNS bipartition is not an exact
SVD manifests as follows: the singular vectors in the re-
gion A for the ground states of the Haah code have to be
the eigenvectors of all Ac and Bc operators that actually
lie in the region A, and the corresponding eigenvalues
should all be 1. Notice that our TNS basis state |{t}〉A,
if not null, are the eigenvectors of all Ac operators in-
side the region A with eigenvalues 1, and are also the
eigenvectors of Bc operators with eigenvalues 1 when Bc
operators are deep inside the region A, i.e., when they
do not act on any spin at the boundary of A. However,
|{t}〉A are not the eigenvectors of Bc operators, when Bc
operators are inside the region A but also adjacent to the
region A’s boundary. The reason is that the Bc opera-
tors adjacent to the region A’s boundary, when acting on
the TNS basis |{t}〉A, will flip the physical spins on the
boundary, and thus flip the open virtual indices {t} due
to the projector g tensors. Therefore, the basis |{t}〉A is
no longer the singular vectors for the Haah code. This is
not an a priori problem, but a result of the geometry of
the Haah code, whose spins cannot be written on bonds
but have to be written on sites. A similar situation would
occur if the 2D toric code model would be re-written to
have its spins on sites.

The method to find the correct SVD for the TNS is to
use the |{t}〉A to construct the eigenvectors of Bc opera-
tors by projection. We prove the following statement:

If |{t′}〉A = Bc|{t}〉A when Bc is inside the region
A and also adjacent to the region A’s boundary, then

A〈{t′}|{t}〉A = 0 and |{t′}〉Ā = |{t}〉Ā.
The proof is as follows. The first part of the statement

is a consequence of the |{t}〉A basis state orthogonality.
Indeed, Bc flips physical spins located at the region A’s
boundary. Thus the two sets {t} and {t′} are distinct.
The second part of the statement is more involved. Sup-
pose for simplicity that we consider two nearest neighbor
T tensors for the region A and Ā in Fig. 16. The Bc
operator acts on the right cube Fig. 16 (a). The physical
spins on the boundary of the region A which are flipped
by Bc are those covered by circled X in Fig. 16 (a). Then
these Pauli X operators can be transferred to the virtual
indices due to projector g tensors, and the virtual indices
of the T tensor in the region Ā obtain two X operators
as in Fig. 16 (b). Notice that the T tensor for the Haah

T T

Cut

x

x

x

xx

T T

Cut

x

x

(a)

(b)

Figure 16. Transferring the Pauli X operators of the Bc op-
erator from the region A (a) to the region Ā (b).

code is invariant under this action (see the 12th cube in
Eq. (123)). This is also true for other T tensors in the
region Ā that are affected by Bc. The transfer of X op-
erators from the region A to the region Ā gives exactly
the same equations in Eq. (123) when we solve for the T
tensors. Hence, the X operators transferred to the open
virtual indices in the region Ā do not change the state
at all, i.e., |{t′}〉Ā = |{t}〉A. As a consequence, we can
perform the following factorization

|{t}〉A ⊗ |{t}〉Ā + |{t′}〉A ⊗ |{t′}〉Ā
=
[
(1 +Bc)|{t}〉A

]
⊗ |{t}〉Ā.

(132)

The left part of the tensor product is an eigenstate of
Bc with eigenvalue 1. Therefore, in the TNS decomposi-
tion Eq. (25), we can group the basis state |{t}〉A which
are connected by this Bc operator. This factorization can
be extended to any product of Bc operators inside the
region A and also adjacent to the region A’s boundary.
Notice that any such product has at least one X oper-
ator belonging to only one Bc and so is different from
the identity. When acting with all the possible products
of these Bc operator (including the identity) on a given
|{t}〉A will generate as many unique states as there are
Bc’s. The TNS can be brought to the following form

|TNS〉 =
∑
{t}′

[∏
c

(
1 +Bc

2

)
|{t}〉A

]
⊗ |{t}〉Ā, (133)

where the product over c only involves the Bc operators
inside the region A and also adjacent to the region A’s
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boundary and the sum over {t}′ is over the open virtual
index configurations that are not related by the action of
these Bc operators.

2. Counting the number of TNS basis in region A:
Notations

To compute the upper bound of the entanglement en-
tropy, we need to find the number of singular vectors in
the region A that are also eigenstates of any Bc operators
fully lying in the region A. This number that we denote
as basis(TNS(A)) is

basis(TNS(A)) = 2N−NB , (134)

where N is the number of independent open virtual in-
dices and NB is the number of Bc operators inside the
region A and also adjacent to the region A’s boundary.
Every open virtual index connected to a g tensor located
in A and at the boundary of this region. Since each g
tensor has a unique independent virtual index, we have
N = Ng −Nc where Ng is the number of g tensors in A
and at the boundary of this region and Nc is the num-
ber of constraints on the open indices coming from the
T tensors within the region A. We thus get

log2(basis(TNS(A))) = Ng −Nc −NB (135)

and the upper bound on the entanglement entropy reads

S(A) = (Ng −Nc −NB) log 2. (136)

3. Counting Ng and NB

We first count Ng. The number of g tensors can be
computed by looking at Fig. 13 (b). We consider the
region A with size lx× ly× lz (Notice that lx, ly, lz are the
number of vertices in each direction). In eight corners,
there are 8× 2 = 16 vertices. On the four hinges along x
direction, there are 2×4×(lx−2) vertices, where 2 means
there are two spins on each vertex, and 4 means four
hinges. And similar for 2×4×(ly−2) and 2×4×(lz−2)
in the y and z directions respectively. For the xy-plane,
there are 2× 2× (lx − 2)(ly − 2), where the first 2 comes
from two spins per vertex, and the second 2 comes from
two xy-planes. Similarly 2 × 2 × (lx − 2)(lz − 2) and
2× 2× (ly − 2)(lz − 2) for xz and yz plane respectively.
Therefore, the total number of g tensors is

Ng =16 + 8(lx − 2) + 8(ly − 2) + 8(lz − 2)

+ 4(lx − 2)(ly − 2) + 4(lx − 2)(lz − 2)

+ 4(ly − 2)(lz − 2)

=4lxly + 4lxlz + 4lylz − 8lx − 8ly − 8lz + 16.

(137)

We further count NB . As explained in Sec. VI D 1, NB
is the number of Bc operators inside the region A and
adjacent to the boundary of the region A. For a cubic

region A with size l× l× l (which is the case we consider
below), the number of such Bc operators are

NB = (l − 1)3 − (l − 3)3 = 6l2 − 24l + 26,∀l ≥ 3.

(138)

For l = 2, we just have one Bc operator. Hence we have

NB = 6l2 − 24l + 26− δl,2,∀l ≥ 2. (139)

4. Counting Nc: Contribution from the T tensors

The open indices may be constrained by the T tensors
fully inside the region A. In the following, we will discuss
the specific entanglement cuts where lx = ly = lz = l. We
rely on numerical calculations to evaluate Nc. We first
consider the examples l = 2 and l = 3 in detail, and
then we describe our algorithm to search the number of
linearly independent constraints.

For l = 2, as shown in Eq. (119), no g tensor has all
virtual indices contracted. There is only one T tensor
within region A. The element of the T tensor is

Ti1i2i3i4i5i6i7i8 (140)

where i1, i2, i3, i4, i5, i6, i7, i8 are all contracted virtual in-
dices. Because they are contracted with g tensors where
at least one virtual index is open, all the contracted vir-
tual indices i1, i2, i3, i4, i5, i6, i7, i8 are equal to some open
indices, and we denote them as

i1 = t1, i2 = t2, i3 = t3, i4 = t4,

i5 = t5, i6 = t6, i7 = t7, i8 = t8.
(141)

The constraints on {i}’s are hence equivalent to the con-
straints on {t}’s, i.e.,

t1 + t2 + t3 + t4 + t5 + t6 + t7 + t8 = 0 mod 2. (142)

There is only one constraint from the T tensor. Hence
Nc = 1 for l = 2.

For l = 3, as shown in the Fig. 13 (b), we have eight
constraints from eight T tensors which involve the open
indices via the g tensors. The eight equations are

8∑
n=1

i(x,y,z)n = 0 mod 2, x, y, z ∈ {0, 1} (143)

where the up-index (x, y, z) represents the position of the
T tensor, and n counts the eight indices of each cube in
the 2×2×2 cut. All the i’s are contracted virtual indices.
However, except the virtual indices that are connected
with the central two g tensors (which are defined on the
two spins at the vertex (x, y, z) = (1, 1, 1)), all other in-
dices (which are defined on two spins at vertices (x, y, z),
x, y, z ∈ {0, 1, 2} except (x, y, z) = (1, 1, 1)) are equal to
some open indices via g tensors. Specifically, the virtual
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indices that are connected with the two center g tensors
are

i000
4 = i100

3 = i010
1 = i001

7 mod 2

i000
5 = i110

2 = i101
8 = i011

6 mod 2.
(144)

Since we only count the number of constraints for the
open indices, we need to Gauss-eliminate all these eight
virtual indices i000

4 , i100
3 , i010

1 , i001
7 , i000

5 , i110
2 , i101

8 , i011
6 from

the above 8 equations. Therefore, we obtain 8 − 2 =

6 independent equations in terms of open indices only.
Hence there are 6 constraints for the open indices.

For the general l, we apply the same principle. We first
enumerate all possible constraints from the T tensors,
and then we Gauss-eliminate all the virtual indices that
are contracted within the region A. Hence we obtain a
set of equations purely in terms of the open indices. The
number of constraints is the rank of this set of equations.
We list the number of linear independent constraints for
the open indices as follows:

l(≥ 3) 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Nc 6 12 18 24 30 36 42 48 54 60 66 72 78 84

(145)

Hence, for l ≥ 3, there are

6l − 12 (146)

linearly independent constraints for the open indices.
Taking into account the fact that when l = 2 the number
of constraints is 1, we infer that the number of constraints
for a generic l is:

6l − 12 + δl,2. (147)

5. Entanglement entropy

We are ready to collect all the data we have obtained
and compute the entanglement entropy for the cubic cut.
For the entanglement cut of size l×l×l, the total number
of g tensors is

Ng = 12l2 − 24l + 16. (148)

The number of of T tensor constraints is

Nc = 6l − 12 + δl,2,∀l ≥ 2. (149)

The number of Bc operators is

NB = 6l2 − 24l + 26− δl,2,∀l ≥ 2. (150)

Therefore the upper bound of the entanglement entropy
reads

S

log 2
=Ng −Nc −NB

=6l2 − 6l + 2,∀l ≥ 2.

(151)

The entanglement entropies also have negative linear cor-
rections.

If the region Ā is much larger than the region A, we
conjecture that the region Ā will not impose any addi-
tional constraint. In that case, the upper bound would
be saturated. The numerical calculations in App. H also
support this conjecture.

VII. CONCLUSION AND DISCUSSION

In this paper, we present our TNS construction for
three stabilizer models in 3D. The ground states of these
stabilizer codes are the eigenstates of all local Hamil-
tonian terms with +1 eigenvalues. The constructions of
these TNSs share the same general idea and work in other
dimensions as well:

1. We introduce a projector g tensor for each physical
spin which identifies the physical index with the
virtual indices.

2. The physical operators acting on the TNS can be
transferred to the virtual indices using Eq. (36).

3. The local T tensors contracted with the projector
g tensors are specified by the local Hamiltonian
terms.

After we obtain the TNS for the ground state, we can
prove that the TNS is an exact SVD for the ground state
with some specific entanglement cuts. The entanglement
spectra are completely flat for the models studied in this
paper. The entanglement entropies can be computed by
counting the number of singular vectors. For the 3D
toric code model, the entanglement entropies have a con-
stant correction to the area law, − log(2). For the X-
cube model and the Haah code, the entanglement en-
tropies have linear corrections to the area law as shown
in Sec. V D and VI D. The analytical calculation of the
entanglement entropies is rooted in the Concatenation
lemma, since the Concatenation lemma is introduced
to count the number of singular vectors. The Concate-
nation lemmas are rooted the symmetry properties of
the local tensors. For instance, Eq. (40) and (43) for the
3D toric code model.

The transfer matrices can also be constructed. For the
3D toric code and the X-cube models, we prove that the
transfer matrix is a projector whose dimension is counted
by the Concatenation lemma as well. For the 3D toric
code model, the transfer matrix is of dimension 2. For
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the X-cube model, the transfer matrix is of dimension
2Lx+Ly−1 where Lx and Ly are the sizes of the torus in
the x and y directions respectively. The GSD on the torus
is generally larger than the degeneracy of the transfer
matrix.

Since both the entanglement entropies and the transfer
matrix degeneracies are rooted in the Concatenation
lemma (or more fundamentally the symmetry proper-
ties of the local T tensors), we believe that these two
phenomena are related. Moreover, we conjecture that
the negative linear correction to the area law is a signa-
ture of fracton models. This is similar to the negative
constant correction (i.e., the topological entanglement
entropy33,34) in 2D.

In this paper, the TNSs are all the ground states of
some exactly solvable local models. If we move away
from these fine-tuned points without going through phase
transitions, we expect the transfer matrix degeneracies to
be still robust, since these degeneracies give rise to the
GSD. In Ref. 72, this statement has been numerically ver-
ified in the 2D toric code model and its phase transitions
to the trivial phases.

If we move away from the fine-tuned points, we also ex-
pect that the linear term of the entanglement entropies
for the fracton models does not vanish, although the spe-
cific coefficients of the linear terms might change. An
important result is about the topological entanglement
entropy. The topological entanglement entropy for the
fracton models was first introduced in Ref. 52, and is
defined as the linear combinations of the entanglement
entropies of different regions, in order to exactly can-
cel the area law. See Ref. 52 for the definition details.
Importantly, the topological entanglement entropies of
fracton models are linear with respect to the sizes of the
entanglement cuts. Furthermore, Ref. 52 argues using
perturbation theories that the topological entanglement
entropies, of the same three models as in our paper are
robust to adiabatic perturbations. Hence, Ref. 52 indi-
cates that there should be a linear correction to the area
law which does not vanish, even when moving away from
the fine-tuned wave functions.

However, we also have to admit that the rigorous state-
ments, about the entanglement spectra, entropies and the
transfer matrix degeneracies of a generic fracton model
ground state, need to be verified by the numerical studies
for the 3D fracton models in the future.
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Appendix A: 2D Toric Code TNS

In this section, we construct the TNS for the 2D toric
code model by using the same recipe in Sec. IV, V and
VI. In particular, the 2D toric code is defined on a square
lattice with physical spins on all bonds, and the Hamil-
tonian consists of a sum of vertex terms and plaquette
terms:

H = −
∑
v

Av −
∑
p

Bp. (A1)

Here, Av is the product of four Pauli Z matrices around
a vertex v and Bp is the product of four Pauli X matrices
around a plaquette p.

Av =
∏
i∈v

Zi, Bp =
∏
i∈p

Xi. (A2)

These two terms are illustrated in Fig. A.1. The ground
states of the 2D toric code model need to satisfy

Av|GS〉 =|GS〉
Bp|GS〉 =|GS〉,

(A3)

for all vertices v and plaquettes p.

In order to construct the TNS for the 2D toric code
model, we introduce projector g tensors on each bond
of the square lattice and local T tensors on each vertex
of the square lattice. The TNS is depicted in Fig. A.2.
The projector g tensor is the same as in Eq. (5). We
can use the same strategy as in Sec. IV B to implement
the ground state conditions in Eq. (A3) on the TNS. The
actions of X and Z Pauli matrices on the physical spins

Z Z
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xx

x

y

Z

Z

(a) (b)

Figure A.1. The Hamiltonian terms of the 2D toric code
model. Panel (a) is Av which is a product of 4 Z operators
around the vertex v, and Panel (b) is Bp which is a product
of 4 X operators around the plaquette p.

are transferred to the virtual indices using Eq. (36):
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(A4)
In order to implement Eq. (A3), we require the four Pauli
Z matrices (in the first line) and two Pauli X matrices
(in the second line) acting on the virtual indices in the
dashed red squares to be identity operations. Then we
have two (strong) conditions respectively:

Txx̄,yȳ = (−1)x+x̄+y+ȳTxx̄,yȳ

Txx̄,yȳ = T(1−x)x̄,(1−y)ȳ = T(1−x)x̄,y(1−ȳ)

= Tx(1−x̄),(1−y)ȳ = Tx(1−x̄),y(1−ȳ).

(A5)

As a result, the local T tensors are fixed up to an overall
factor:

Txx̄,yȳ =

{
0 if x+ x̄+ y + ȳ = 1 mod 2

1 if x+ x̄+ y + ȳ = 0 mod 2.
(A6)

The transfer matrix properties of such a TNS were stud-
ied in Ref. 71.

Appendix B: Proof for the Concatenation Lemma
for the 3D Toric Code Model

In this section, we prove the Concatenation lemma
for the 3D toric code model by induction. First of all, we

T
g

x

y

Figure A.2. The TNS for the 2D toric code model on a square
lattice. On each bond, we associate a projector g tensor, and
on each vertex, we associate a local T tensor. The connected
lines are contracted virtual indices. The lines with arrows are
the physical indices.
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propose and prove two lemmas:

(A): Let Tt1t2t3... be a contraction of a network of lo-
cal T tensors, whose (i.e. open) indices {t1t2t3...}
are un-contracted virtual indices. If Tt1t2t3... sat-
isfies the Concatenation lemma of the 3D toric
code model, then the contraction of Tt1t2t3... over
a subset of its open virtual indices, say contracting
over t1 and t2, i.e.,

∑
t1t2

Tt1t2t3...δt1t2 still satisfies
the Concatenation lemma of the 3D toric code
model.

(B): If Tt1t2t3... and T̃t̃1 t̃2 t̃3...
are two networks of con-

tracted local T tensors both of which satisfying
the Concatenation lemma of the 3D toric code
model, then the contraction over one pair of in-
dices, say

∑
t1 t̃1

Tt1t2t3...T̃t̃1 t̃2 t̃3...
δt1 t̃1 , still satisfies

the Concatenation lemma of the 3D toric code
model.

Proof:
(A): Since T satisfies the Concatenation lemma, its

elements T{t} are:

T{t} =

{
0 if

∑
i ti = 1 mod 2

N if
∑
i ti = 0 mod 2,

(B1)

where N is a constant independent of the open virtual
indices in the Concatenation lemma. Suppose that we
contract two indices of T, tm, tn ∈ {t}, and we denote
the contraction as T′ and the remaining open virtual
indices after the contraction {t′}. Then we have:

T′{t′} =
∑
tm,tn

T{t}δtm,tn

=
∑
tm,tn

T...tm...tn...δtm,tn

=
∑
tm

T...tm...tm...

=T...0...0... + T...1...1...

(B2)

Hence, the contraction still satisfies the Concatenation
lemma:

T′{t′} =

{
0 if

∑
i t
′
i = 1 mod 2

2N if
∑
i t
′
i = 0 mod 2.

(B3)

(B): Since T and T̃ satisfy the Concatenation

lemma, their elements T{t} and T̃{t̃} are:

T{t} =

{
0 if

∑
i ti = 1 mod 2

N if
∑
i ti = 0 mod 2

T̃{t̃} =

{
0 if

∑
i t̃i = 1 mod 2

Ñ if
∑
i t̃i = 0 mod 2,

(B4)

where N and Ñ are the constants independent of the in-
dices {t} and {t̃} respectively. Suppose that we contract

two indices tm ∈ {t} and t̃n ∈ {t̃}, and we denote the
contraction as T′ and the remaining open virtual indices
after the contraction {t′}. Then we have:

T′{t′} =
∑
tm,t̃n

T{t}T̃{t̃}δtm,t̃n

=
∑
tm,t̃n

T...tm...T̃...t̃n...
δtm,t̃n

=T...0...T̃...0... + T...1...T̃...1...,

(B5)

The last line is nonzero if and only if
∑
i 6=m ti and∑

j 6=n t̃n have the same parity. If this parity is even (resp.

odd), only T...0...T̃...0... (resp. T...1...T̃...1...) is nonzero

and equal to NÑ . Since
∑
i t
′
i =

∑
i 6=m ti +

∑
j 6=n t̃n, we

conclude that:

T′{t′} =

{
0 if

∑
i t
′
i = 1 mod 2

NÑ if
∑
i t
′
i = 0 mod 2.

(B6)

T′{t′} still satisfies the Concatenation lemma. 2

Having proved Lemma (A) and (B), we can further
prove that:

(C): If T and T̃ are two networks of contracted local
T tensors which both satisfy the Concatenation
lemma of the 3D toric code model, then their
contraction over any pairs of indices still satisfies
the Concatenation lemma of the 3D toric code
model.

Proof:
We can decompose the contraction process into two

steps: (1) contract T and T̃ over one pair of indices; (2)
contract the rest of the indices. Lemma (B) guarantees
that the outcome tensor of the contraction (1) still sat-
isfies the Concatenation lemma. Lemma (A) guaran-
tees that the outcome tensor of the contraction (2) also
satisfies the Concatenation lemma. Hence, Lemma
(C) is proved. 2

Now we can complete the induction proof for the Con-
catenation lemma of the 3D toric code model: First of
all, we point out the a single local T tensor satisfies the
Concatenation lemma. Next, we assume that two net-
works of contracted local T tensors satisfy the Concate-
nation lemma, and prove that their contraction also
satisfies the Concatenation lemma. This induction
step is, in fact, Lemma (C). Therefore, we have completed
the induction proof for the Concatenation lemma of
the 3D toric code model.

Appendix C: Proof for the Concatenation Lemma
for the X-cube Model

In this section, we prove the Concatenation lemma
for the X-cube model by induction. We point out that
the subtlety of the Concatenation lemma of the X-
cube model is that the number of constraints for the
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open virtual indices is linear with respect to the system
size. More precisely, each constraint corresponds to a
set of open virtual indices along a xy, yz or xz plane to
have an even summation. See Eq. (86) for an example.
Hence, we need to keep track of the constraints when we
contract more tensors. For clarity, we denote the sets of
constraints of {t} as:

fxy({t}) :

 ∑
i∈xy-plane

ti, for all xy-planes


fyz({t}) :

 ∑
i∈yz-plane

ti, for all yz-planes


fxz({t}) :

 ∑
i∈xz-plane

ti, for all xz-planes

 .

(C1)

Notice that these equations are not linearly independent.
Their summation is automatically true. Physically, we
can view these quantities fxy({t}), fyz({t}) and fxz({t})
as the “parities” in each xy, yz and xz plane. To begin
with, we propose and prove Lemma (D) which is the
induction step:

(D): If T is a network of contracted local T tensors of the
X-cube model which satisfies the Concatenation
lemma of the X-cube model, then the contraction
of T and a T tensor still satisfies the Concatena-
tion lemma of the X-cube model.

Proof:
We first fix the notations: the elements of T are T{t};

{tc} = {tc1, tc2, . . .} ⊂ {t} are the indices that contract
with the indices of the local T tensor; and the outcome
tensor is denoted as T′{t′} where {t′} denotes the open

virtual indices after contraction. Since T is assumed to
satisfy the Concatenation lemma, we have:

T{t} =


N if


fxy({t}) = 0 mod 2

fyz({t}) = 0 mod 2

fxz({t}) = 0 mod 2

0 otherwise,

(C2)

where N is the constant independent of the open virtual
indices {t}, and fxy({t}), fyz({t}) and fxz({t}) denote
the set of summations over the open virtual indices in
each xy, yz and xz plane. See Eq. (92) for an example
when T is a contraction of two local T tensors. Notice
that the elements of Txx̄yȳzz̄ also satisfy the Concatena-
tion lemma for the X-cube model, as shown by Eq. (86).

Using these notations, the tensor contraction is just:

T′{t′} =
∑
{tc}

T...tc1...t
c
2...
T...tc1...tc2.... (C3)

We now discuss one particular way of contraction: con-
traction over one pair of indices. Other contractions can
be proved using the exact same method.

Suppose {tc} contains only one index. Without loss of
generality, we assume that this index is the x index of
Txx̄yȳzz̄. Then the tensor contraction is:

T′{t′} =
∑
x

T...x...Tx... (C4)

Graphically,

x
y

z

z

y

x . (C5)

When T...x... and Tx... are both nonzero, the indices sat-
isfy that:

fxy({t}/x, x) =0 mod 2

fxz({t}/x, x) =0 mod 2

x+ x̄+ y + ȳ =0 mod 2

x+ x̄+ z + z̄ =0 mod 2

⇒
fxy({t}/x, x̄, y, ȳ) =0 mod 2

fxz({t}/x, x̄, z, z̄) =0 mod 2,

(C6)

where {t}/x denotes the t indices excluding the x index.
We only list the equations whose variables include the
index x. Then, we include the fyz constraints from T
and T , which can be concatenated into fyz({t′}). We
find:

T′{t′} =


N if


fxy({t′}) = 0 mod 2

fyz({t′}) = 0 mod 2

fxz({t′}) = 0 mod 2

0 otherwise.

(C7)

Hence, T′ still satisfies the Concatenation lemma of
the X-cube model. We can further contract other indices
of T tensor with T. For instance, the index y of T tensor
with another index of T in the same plane. Then the out-
come tensor still satisfies the Concatenation lemma of
the X-cube model, because (1) the “parities” fxy, fyz and
fxz do not change after contraction, (2) the contraction
is the same for the open indices of the same parities.
Therefore, Lemma (D) is proved. 2

Having proven Lemma (D), now we can complete the
induction proof for the Concatenation lemma of the
X-cube model: First of all, we point out that a single local
T tensor of the X-cube model satisfies the Concatena-
tion lemma. Next, as the induction step, we assume
that one network of contracted local T tensors satisfies
the Concatenation lemma, and prove that contract-
ing one more local T tensor also satisfies the Concate-
nation lemma. This induction step is, in fact, Lemma
(D). Therefore, we have completed the induction proof
for the Concatenation lemma of the X-cube model.
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Appendix D: GSD for the X-cube Model

In this section, we work out the representation dimen-
sion of the operators in Eq. (82). In particular, the first
group of algebras is that WX [Cx] anti-commutes with

WZ [C̃z,x] and WZ [C̃y,x] when they have overlaps. In the

projected yz plane, the operators WX [Cx], WZ [C̃z,x] and

WZ [C̃y,x] can be depicted as:

z (pbc)

y (pbc)

, (D1)

where the blue dot and the blue lines denote the projected
operators on the yz-plane. There are LyLz number of
WX operators and Ly + Lz number of WZ operators.
The anti-commutation relations happens when they have
overlaps:

z (pbc)

y (pbc)

. (D2)

Other combinations of operators commute. In a more
pictorial language, the commutation relations are just

size Lx × Ly number of degenerate 1’s

1× 1 2
1× 2 2
1× 3 2
1× 4 2
1× 5 2
1× 6 2
2× 2 2
2× 3 2
2× 4 2

Table D.1. The number of degenerate 1’s in the eigenvalues
of the toric code transfer matrices of size Lx×Ly. The other
eigenvalues are all zeros.

that the blue point at the coordinate (y, z) flips the ver-
tical line and the horizontal line passing the blue point
(y, z). In this pictorial language, we can find that we
can flip any pair of lines independently using the points.
In the operator language, we can flip any pair of WZ

operators using WX operators. For instance:

z (pbc)

y (pbc)

. (D3)

Therefore, we set a “reference” line and flip all other
Ly + Lz − 1 number of lines using the dots. In the op-
erator language, we set a “reference” WZ operator in
this projected yz-plane, and flip all other Ly + Lz − 1
number of WZ operators using WX operators. Hence,
we can generate 2Ly+Lz−1 dimensional Hilbert space us-
ing operators WX [Cx], WZ [C̃z,x] and WZ [C̃y,x]. Simi-
larly for other algebras below Eq. (82), we can generate
2Lx+Lz−1 and 2Lx+Ly−1 dimensional Hilbert space re-
spectively. The ground state degeneracy is then their
product: 22Lx+2Ly+2Lz−3.

Appendix E: TNS as a Projected Wave Function

The ground states of the stabilizer codes can be writ-
ten as projected wave functions. In this section, we will
show that our TNSs are generically projected wave func-
tions using the local Hamiltonian terms. In particular,
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we detail here the case of the 3D toric code model dis-
cussed in Sec. IV. The proofs for other stabilizer codes
are the same.

To begin with, we specify our projected wave function
on the torus as:

|ψ〉 =
∏
v

(
1 +Av

2

)∏
p

(
1 +Bp

2

)
|0000 . . .〉x, (E1)

where the local spin basis |0〉x satisfies:

X|0〉x = |0〉x, (E2)

and |0000 . . .〉x is a product state. Hence, Bp operators
do not change |0000 . . .〉x. The projected wave function
then becomes:

|ψ〉 =
∏
v

(
1 +Av

2

)
|0000 . . .〉x. (E3)

Now we show that:

|TNS〉 = |ψ〉 (E4)

for the 3D toric code model.
The TNS in Sec. IV is constructed by two parts: (1)

the projector g tensors map the physical spins to the vir-
tual spins; (2) the 6 virtual spins around a vertex are
constrained by the local T tensor at the vertex v. Equiv-
alently, the TNS is a equal weight superposition of spin
configurations in the Pauli Z basis, such that T tensors
need to be nonzero. Hence, our TNS for the toric code
model can be written as:

|TNS〉 =
1

N
∑
{s}

∏
v

δv({s})|{s}〉z, (E5)

where |{s}〉z is the Pauli Z basis, N is an overall normal-
ization factor and δv({s}) enforces the 6 spins around the
vertex v that:∑

s∈v
s = 0 mod 2, s ∈ {0, 1}, (E6)

size Lx × Ly number of degenerate 1’s

1× 1 2
1× 2 4
1× 3 8
1× 4 16
1× 5 32
1× 6 64
2× 2 8
2× 3 16
2× 4 32

Table D.2. The number of degenerate 1’s in the eigenvalues
of the X-cube transfer matrices of size Lx × Ly. The other
eigenvalues are all zeros.

otherwise the spin configuration has weight zero. We can
write the δv using a projection operator:

δv({s})|{s}〉z =

(
1 +Av

2

)
|{s}〉z. (E7)

Hence, the TNS is:

|TNS〉 =
1

N
∑
{s}

∏
v

(
1 +Av

2

)
|{s}〉z. (E8)

We can switch the order of the projectors and the sum-
mation:

|TNS〉 =
∏
v

(
1 +Av

2

)∑
{s}

1

N
|{s}〉z

=
∏
v

(
1 +Av

2

)
|0000 . . .〉x

= |ψ〉.

(E9)

where we have used that:

1√
2

(|0〉z + |1〉z) = |0〉x, (E10)

and the normalization factor N is canceled out. Hence
we have proved that for 3D toric code model, the TNS is
a particular projected wave function.

The proof can be repeated for the X-cube model and
Haah code. In summary, the conclusions are:

|TNS(X-cube)〉

=
∏
v

1

8
(1 +Av,xy) (1 +Av,yz) (1 +Av,xz)

∏
c

1

2
(1 +Bc) |000 . . .〉x

(E11)

and

|TNS(Haah)〉 =
∏
c

1

4
(1 +Ac) (1 +Bc) |000 . . .〉x.

(E12)

Notice that our proof does not depend on the spatial
manifold. The results in Eq. (E9), (E11) and (E11) also
hold true on other closed manifolds.

Appendix F: Numerics for Transfer Matrix
Degeneracies for the Toric Code and X-cube Model

The eigenvalues of the transfer matrix for the toric
code model and the X-cube model have been numer-
ically computed exactly and verified for small system
sizes. We contract all the tensors by brute force eval-
uation of Eq. (18), without using Eq. (11) or (21). The
data of the degenerate eigenvalues of the transfer matri-
ces are listed in Table D.1 and D.2. They are consistent
with the analytical results in Sec. IV E and V E.
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x

z

y

0

1
2

v

Figure G.1. The illustration for the “Direction” catalog in
Table G.1. Since the model has three spins per unit cell, we
need an extra label to specify them. This extra label, the
“Direction” is the 0, 1 and 2 in this figure. This is the same
label that we use in the Table G.1 with respect to a vertex v.

Appendix G: Numerics for Entanglement Entropy
and Entanglement Spectrum of the X-cube Model

In this appendix, we present some numerical results of
the entanglement entropies and entanglement spectra for
the X-Cube model. The numerical procedure is described
below.

We start with the TNS of the X-cube defined on T 3

of the size L × L × L. We choose a bipartition of the
TNS |TNS〉 =

∑
{t} |{t}〉A ⊗ |{t}〉Ā where {t} is the set

of open virtual indices. The entanglement cut is chosen
such that in region A, {t} connect directly with g ten-
sors, and in region Ā, {t} connect directly with T tensors.
For region A with small number of spins and small to-
tal system size L, we numerically trace over the degree
of freedoms in region Ā and compute the reduced den-
sity matrix ρA = TrHĀ

|TNS〉〈TNS|, and diagonalize it
to find the entanglement spectrum, from which we can
determine the entanglement entropy. Since in App. E we
have shown that the |TNS〉 written in the Z-basis equals
the projected wave function Eq. (E1), we also directly
generate the wave function in Eq. (E1) and perform the
SVD to find the singular values (which equals the square
root of the entanglement spectrum). For all the cases
we computed, we find that the two methods agree with
each other, and the non-zero eigenvalues of the reduced
density matrix is fully degenerate. We denote the de-
generate eigenvalue to be λ. When the reduced density
matrix is diagonal (i.e., when the |TNS〉 is SVD), we find
that the rank of the reduced density matrix and the same
entanglement entropy matches with our theoretical cal-
culation. We list the numerical results in Table. G.1. The
coordinates and the notion of “Direction” are explained
in Fig. G.1.

We further explain how the numerical results match
with our theoretical calculation when the bipartition is
SVD. For the system size 2 × 2 × 2, when there is only
one spin in region A, there are two open virtual indices
connecting with the same g tensor which identifies them.
Hence there is only one independent open virtual index,
and the entanglement entropy is 1 × log 2. When there
are two spins in region A whose coordinates are shown in
Table. G.1, there are four virtual open indices, which are
identified in pairs by two g tensors. Hence there are two

System Size
Coordinate of Region A

λ S/ log 2 SVD? No.
x y z Direction

2× 2× 2

0 0 0 0 1
2

1 Yes 1
0 0 0 0 1

4
2 Yes 2

0 0 0 1
0 0 0 0

1
8

3 Yes 30 0 0 1
0 0 0 2
0 0 0 0

1
8

3 No 4
0 0 0 1
0 0 0 2
1 0 0 0
0 0 0 0

1
16

4 No 5
0 0 0 1
0 0 0 2
1 0 0 0
1 0 0 1
0 0 0 0

1
32

5 No 6

0 0 0 1
0 0 0 2
0 0 0 0
0 0 0 1
0 0 0 2

3× 3× 3

0 0 0 0

1
16

4 Yes 7

1 0 0 0
1 0 0 1
1 2 0 1
1 0 0 2
1 0 2 2

4× 4× 4

0 0 0 0

1
128

7 Yes 8

1 0 0 0
2 0 0 0
1 0 0 1
1 3 0 1
2 0 0 1
2 3 0 1
1 0 0 2
1 0 3 2
2 0 0 2
2 0 3 2

Table G.1. Entanglement entropies for various bipartitions of
the |TNS〉 of the X-cube model with system size L×L×L (L =
2, 3, 4). The second to fourth column list the coordinates of
vertices in region A. The column of ”Direction” labels one of
the three bonds connecting with the vertex at position (x, y, z)
(in the positive direction), where 0, 1 and 2 corresponds to the
x, y and z direction respectively.

independent open virtual indices, and the entanglement
entropy is 2× log 2. When there are three spins in region
A whose coordinates are shown in Table. G.1, there are
six virtual open indices, which are identified in pairs by
three g tensors. Hence there are three independent open
virtual indices, and the entanglement entropy is 3× log 2.

For the system size 3×3×3, there are six spins in region
A whose coordinates are shown in Table. G.1. These six
spins are connected with a T tensor. There are six open
virtual indices, and they subject to two independent con-
straints coming from T tensor: the sum of four virtual
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indices in the xy plane (which are (x, y, z,Direction) =
(0, 0, 0, 0), (1, 0, 0, 0), (1, 0, 0, 1), (1, 2, 0, 1)) should
be even, and the sum of four virtual indices in
the xz plane (which are (x, y, z,Direction) =
(0, 0, 0, 0), (1, 0, 0, 0), (1, 0, 0, 2), (1, 0, 2, 2)) should be
even. Hence there are 4 = 6 − 2 independent open
virtual indices, and the entanglement entropy is
4× log 2.

For the system size 4 × 4 × 4, there are 11 spins
in region A whose coordinates are shown in Ta-
ble. G.1. These 11 spins are connected with two
contracted T tensors. There are 10 open virtual
indices, and they subject to four independent con-
straints coming from T tensor: the sum of six virtual
indices in the xy plane (which are (x, y, z,Direction) =
(0, 0, 0, 0), (2, 0, 0, 0), (1, 0, 0, 1), (1, 3, 0, 1), (2, 0, 0, 1), (2, 3, 0, 1))
should be even, the sum of six virtual indices
in the xz plane (which are (x, y, z,Direction) =
(0, 0, 0, 0), (2, 0, 0, 0), (1, 0, 0, 2), (1, 0, 3, 2), (2, 0, 0, 2), (2, 0, 3, 2))
should be even, and the sum of four
spins in the two parallel yz planes re-
spectively (which are (x, y, z,Direction) =
(1, 0, 0, 1), (1, 0, 0, 2), (1, 3, 0, 1), (1, 0, 3, 2)
and (x, y, z,Direction) =
(2, 0, 0, 1), (2, 0, 0, 2), (2, 3, 0, 1), (2, 0, 3, 2)) should be
even respectively. Hence there are 7 = 11 − 4 indepen-
dent open virtual indices, and the entanglement entropy
is 7× log 2.

Appendix H: Numerics for Haah Code

In this appendix, we present the results of numerical
calculations for the entanglement entropies with various
cuts. The numerical procedure is explained below.

We start with the TNS of the Haah code defined on
T 3 of the size Lx × Ly × Lz. We choose a bipartition of
the TNS, |TNS〉 =

∑
{t} |{t}〉A ⊗ |{t}〉Ā where {t} is the

set of open virtual indices. For a given choice of region
A, we then compute the reduced density matrix (RDM)
ρA = TrĀ|TNS〉〈TNS|, and diagonalize the RDM. Since
in App. E we shown that the |TNS〉 in the Z basis equals
the projected wave function Eq. (E1) in the X basis, we
also use Eq. (E1) to compute the singular values. For
all the cases we computed, the non-zero eigenvalues of
the RDM is fully degenerate, which we denote as λ.

System Size
Coordinate of Region A

λ S/ log 2 SVD? No.
x y z Left/Right

3× 3× 3

1 1 0 0

1
128

7 Yes 1

1 0 1 0
0 1 1 0
1 1 1 0
1 0 0 1
0 1 0 1
0 0 1 1
1 1 1 1

4× 4× 4

1 1 0 0

1
8192

13 Yes 2

1 0 1 0
0 1 1 0
1 1 1 0
1 2 0 0
1 2 1 0
0 2 1 0
1 0 0 1
0 1 0 1
0 0 1 1
1 1 1 1
0 2 0 1
1 2 1 1
1 1 0 1
0 1 1 1

3× 3× 3

0 0 0 0

1
16384

14 No 3

0 0 0 1
1 0 0 0
1 0 0 1
0 1 0 0
0 1 0 1
1 1 0 0
1 1 0 1
0 0 1 0
0 0 1 1
1 0 1 0
1 0 1 1
0 1 1 0
0 1 1 1
1 1 1 0
1 1 1 1

Table H.1. Entanglement entropies for various bipartitions of
the |TNS〉 of the Haah code. The second to fourth column
list the coordinates of vertices in region A. The column of
”Left/Right” labels the spin on the left or right position on
the vertex (x, y, z), where 0 and 1 corresponds to the left and
right position respectively. We used the coordinate frame as
shown in Eq. 113 and Fig. 13.

The cases No.1 and No.2 in Table. H.1 correspond to
type 1 exact SVD regions with l = 2 and l = 3 respec-
tively. We see that this is consistent with the general
formula Eq. (130). When l = 2, 6l − 5 = 6 × 2 − 5 = 7;
when l = 3, 6l − 5 = 6 × 3 − 5 = 13. The case No.3
corresponds to the square region A with size 2 × 2 × 2.
The TNS under such a cut is not an SVD (under the
TNS basis), however, as we have shown in Sec. VI D,
we can make a change of basis such that in the new ba-
sis the wave function is an SVD. The counting of new
basis gives the entanglement entropy of the cubic cut
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Eq. (151). The brute force numerical calculation in case
No.3 of Table. H.1 is consistent with the formula:
S(A)/ log 2 = 6l2 − 6l + 2 = 6 × 22 − 6 × 2 + 2 = 14.

Notice that all these numerical results have been checked
using the direct evaluation of the full GS wave function
up to the system size 4× 3× 3.
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