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Based on the Dirac spinor representation of the SO(4) group, we discuss the relationship between
three types of representation of spin in terms of Majorana fermions, namely the Kitaev representa-
tion, the SO(3) representation and the SO(4) chiral representation. Comparing the three types, we
show that the Hilbert space of the SO(3) representation is different from the other two by requiring
pairing of sites, but it has the advantage over the other two in that no unphysical states are involved.
As an example of its application, we present a new alternative solution of the Kitaev honeycomb
model. Our new solution involves no unphysical states which enables a systematic calculation of
physical observables. Finally, we discuss an extension of the model to a more general exactly soluble
Z2 gauge theory interacting with complex fermions.

I. INTRODUCTION

The study of quantum spin liquid (QSL) states, which
are exotic ground states of spin systems, has become
one of the central problems of interest in the field of
strongly correlated electrons.1–10 The interest in QSLs
originates from their novel properties including the ab-
sence of magnetic long-range order even at zero tem-
perature, long-range quantum entanglement, topological
ground-state degeneracy, and fractionalized excitations.
Most of these exotic behaviors cannot be captured by tra-
ditional perturbative approaches, instead, in many cases
the understanding of QSL ground states and the corre-
sponding low-energy excitations has to rely on numerical
or variational techniques.11–17 On the other hand, sub-
stantial theoretical understanding of QSLs has been ob-
tained by slave-particle approaches, in which the fraction-
alization of elementary spin flip excitations is taken into
account by construction.4,9,18–21 In particular the slave-
particle approaches involve the representation of spins in
terms of fractionalized bosonic or fermionic degrees of
freedom (dubbed partons). The most commonly used
is the complex fermion (also called Abrikosov fermion)
representation.9,20 However, as the resulting Hamiltonian
is usually quartic in partons, in most cases the analysis
of the ground state and the excitation spectrum can be
performed only at the mean-field level. Although this
approach can be justified in some limits, its applicability
to physical spin models is questionable in many cases.

In rare cases, exact solutions of QSL Hamiltonians are
achievable. The solutions not only enable the rigorous
study of the QSL properties themselves,22–24 but also
provide us with opportunities to compare the applica-
bility of other approximate theoretical methods.25,26 Of
particular interest in this regard is the Kitaev honey-
comb model which describes a system of spin-1/2 at sites
of a honeycomb lattice interacting via Ising-like nearest-
neighbor exchange interactions.7 This model is not only
exactly solvable with a QSL ground state, but also real-
izable in materials.7,27,28 In particular, recent years have
seen much progress in identifying candidate materials for

realizing the Kitaev QSL, such as the honeycomb iri-
dates A2IrO3 (with A=Na/Li),29–33 honeycomb ruthe-
nium chloride α−RuCl3,34–36 and in another 5d Ir honey-
comb compound H3LiIr2O6.37 We refer interested read-
ers to some recent reviews on the development of Kitaev
materials.38–41

The exact solution of the Kitaev honeycomb model has
been achieved by a slave-particle representation of spins
using four Majorana fermions in an extended Hilbert
space.7 Using this representation, Kitaev demonstrated
that the low-energy physics of the original spin model
can be understood by studying a system of Majorana
fermions coupled to a static Z2 gauge field in the ex-
tended Hilbert space. From this, he explicitly showed
that the ground state of the model with isotropic cou-
pling constants is a gapless Z2 QSL, while the fraction-
alized excitations are gapless (or gapped for anisotropic
exchange couplings) Majorana fermions and gapped Z2

gauge fluxes.7

In fact, using Majorana fermions to represent spin
degrees of freedom has a long history.7,42–50 Besides
the Kitaev representation with four Majorana fermions,7

two other types of Majorana representation of spin are
known. The first one contains three Majorana fermions
transforming under SO(3), thus we will call it the SO(3)
Majorana representation.45,51 The SO(3) Majorana rep-
resentation has a significant advantage over the Kitaev
representation that no unphysical states or extension of
the Hilbert space is involved.47,48 Using this representa-
tion, various spin models have been studied on the mean-
field level including one-dimensional spin chain46,52 and
two-dimensional triangular lattices.50,53 The third type
of Majorana fermion representation was introduced by
Chen et al. in their study of QSLs realized on a two-
dimensional square lattice using the projective symmetry
group (PSG).54 We will call it the SO(4) chiral Majorana
representation for reasons that will become clear later.

Knowing these three Majorana representations, this
paper addresses the following natural questions: First,
what is the connection between these three types of Ma-
jorana representation of spin? Second, is there any rela-
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tionship between these Majorana representations and the
complex fermion representation?20,55 Third, can one use
different types of Majorana representations to study the
same system obtaining similar results but also for gaining
new insights?

Here, in response to the first question, we show that
the three different Majorana fermion representations of
spin can be motivated as a whole from the Dirac spinor
representation of the SO(4) group which is due to the
fact that the Majorana fermions satisfy the same Clif-
ford algebra as the Gamma matrices introduced in the
representation of the Lorentz group.

For the second question, we show that there is a close
correspondence between the SO(4) chiral Majorana rep-
resentation and the complex fermion representation, as
has been discussed in previous works.7,25,47,50,54 In par-
ticular, the Hilbert space of the two types of represen-
tations involving four Majorana fermions per sites (the
Kitaev representation and the SO(4) chiral representa-
tion) have a four-dimensional Hilbert space per site and
require a local projection onto the two-dimensional spin
Hilbert space in analogy to the chiral projection. Such
Hilbert space can be mapped to the Hilbert space of
the complex fermion representation. On the other hand,
the SO(3) Majorana representation has three Majorana
fermions defined on each sites, its Hilbert space involves
multiple copies of the physical space with no unphysical
degree of freedom. Upon choosing a suitable pairing of
the sites, it was shown by Biswas et al50 that the physical
spin space is faithfully represented.

To answer the third question, we study the exactly sol-
uble Kitaev model. We show that the SO(3) Majorana
representation gives an alternative exact solution. We
focus on how to get the physical states of the model and
give an explicit formula which involves Z2 gauge trans-
formations of the states. These results can be directly
compared with Kitaev’s original solution providing an
answer to the third question. Finally, the solution of the
Kitaev model takes the form of a lattice Z2 gauge theory
interacting with complex fermions. We extended it to a
more general lattice gauge theory with plaquette terms
and sketch its ground state phase diagram.

The rest of the paper is organized as follows. In Section
II, we introduce the three types of Majorana representa-
tion of spin and discuss their Majorana Hilbert space and
the relationship to the spin Hilbert space. In Section III,
we first review the spinor representation of the Lorentz
group and the SO(4) group and argue that the three
types of Majorana representation of spin have close math-
ematical relationship with the Dirac spinor representa-
tion of the SO(4) group. From that we relate the projec-
tion operator in the Kitaev representation to the chirality
projection in the spinor representation. With this under-
standing of the Majorana representations, we emphasize
that the SO(3) Majorana representation has an advan-
tage of faithfully reproducing the physical Hilbert space
with proper pairing of spin sites.50 We then illustrate
this point by presenting another solution to the Kitaev

model using this representation, this is given in Section
IV. We show that with this representation a generalized
Kitaev model can be transformed into a Z2 gauge the-
ory of complex fermions on a diamond lattice (see Fig.
1). We show how to obtain the physical states explicitly
and sketch the possible phases realized in a generalized
Kitaev model. A discussion and summary of the results
is given in Section V.

II. THREE TYPES OF MAJORANA
REPRESENTATION OF SPIN

The three types of Majorana representations of spin-
1/2 degrees of freedom fall into two categories: the SO(3)
Majorana representation uses three Majorana fermions to
represent a single spin operator while the Kitaev repre-
sentation and the SO(4) chiral Majorana representation
use four Majorana fermions to represent a single spin op-
erator. As a basic criteria these representations need to
satisfy the spin-1/2 algebra, namely,

σασβ = δαβ + iεαβγσγ , α, β, γ = x, y, z. (1)

Below we discuss the details of the three types of repre-
sentations starting with the SO(3) Majorana representa-
tion.

II.1. SO(3) Majorana representation

For the SO(3) Majorana representation, we first intro-
duce for each spin operator σi three Majorana fermion
operators ηxi , ηyi and ηzi , transforming under the fun-
damental representation of SO(3). Majorana fermions

are real, ηαi = ηα†i , and they satisfy the Clifford algebra

{ηαi , η
β
j } = 2δαβδij when α 6= β or i 6= j, it means they

are anticommuting fermions, and when α = β, i = j, it
means (ηαi )2 = 1 (from now on we use α, β to label in-
dices x, y, z). The SO(3) Majorana representation is then
given by45,51

σxi = −iηyi η
z
i , σyi = −iηzi ηxi , σzi = −iηxi η

y
i , (2)

or in a more compact form,

σαi = − i
2
εαβγηβi η

γ
i . α, β, γ = x, y, z. (3)

Since the Majorana fermions have the aforementioned
properties, it is clear that this representation (2) satisfies
the spin relation (1) automatically.

To make further progress, we define a new operator τi
for each spin as47,48

τi = −iηxi η
y
i η
z
i . (4)

It can be shown that this operator has the following prop-
erties: (i) it transforms as singlet under SO(3); (ii) it
commutes with the three Majorana fermions on the same



3

site: [τi, η
α
i ] = 0; (iii) it anticommutes with three Majo-

rana fermions {τi, ηαj } = 0 for different sites i and j,
furthermore, due to the fact that spins are bilinear in η,
we have [τi, σ

α
j ] = 0 for different sites i and j. Combining

properties (ii) and (iii) and noting that spins are bilin-
ear in η-operators, we find that the operator τ commutes
with all spin operators,47

[τi, σ
α
j ] = 0, α = x, y, z (5)

and thus it commutes with any spin Hamiltonian. So
the τ operator is a fermionic constant for each site. Us-
ing both η and τ operators we can now write the spin
operators as

σxi = τiη
x
i , σyi = τiη

y
i , σzi = τiη

z
i . (6)

It is important to note that the representation (3) has
a local Z2 gauge redundancy in the Majorana fermion
space, i.e. the spin operator is invariant under lo-
cal transformation ηαi → εiη

α
i with εi = ±1. Under

such gauge transformation, the τ operator transforms as
τi → εiτi.

Before we move on, it is important to understand
the Hilbert space of the SO(3) Majorana representation
and how to map from the Hilbert space of three Majo-
rana fermions to the spin Hilbert space. Each Majorana
fermion has nominally a Hilbert space dimension of

√
2,

therefore, one can introduce an extra Majorana fermion
for each spin followed by some projection.47 An alterna-
tive way, which we are going to follow, is to pair up the
spins and define the Hilbert space in a non-local way.50

In particular, since for N spins there are 3N Majorana
fermions, the dimension of the Hilbert space of the Ma-
jorana fermions is 23N/2, which is 2N/2 times larger than
the dimension of the original spin Hilbert space. To gain
a one-to-one correspondence, we first group the N spins
into N

2 pairs,50 and then for each pair 〈ij〉 we define the
product operator τiτj , with τ -operators defined in Eq.(4).
Since these product operators for every pair commute
with each other, we can choose the eigenvalues of τiτj to
be either +i or −i for every pair. Of course, the num-
ber of choices is 2N/2 for N

2 pairs. For each choice, one
can prove that the Hilbert space has a one-to-one cor-
respondence with the spin Hilbert space,50 and that the
Majorana Hilbert space is just 2N/2 copies of the original
spin Hilbert space. Here, the Z2 gauge symmetry plays
an important role. We have the freedom of flipping the
sign of Majorana operators on each site, generating 2N

gauge copies, but the flipping of the sign of each of the
two sites belonging to the same pair leaves the sign of
the τiτj operator of the pair unchanged. So the net num-

ber of gauge copies is actually 2N/2, which means that
the redundancy of the dimension of the Majorana Hilbert
space is directly related to the Z2 gauge symmetry of the
theory.

II.2. Kitaev representation

For the Kitaev representation7 one introduces four Ma-
jorana fermions for each spin operator. For clarity, we fol-
low the notation of the previous section and write them
as ηti , η

x
i , η

y
i , η

z
i . The four Majorana fermions transform

in the fundamental representation of SO(4) and they sat-
isfy the Clifford algebra (from now on we use µ, ν to label
index t, x, y, z)

{ηµi , η
ν
j } = 2δµνδij , µ, ν = t, x, y, z. (7)

In the Kitaev representation,7 the spin operator is given
by a product of two Majorana fermions as

σαi = iηtiη
α
i α = x, y, z. (8)

This Majorana representation of spins is overcomplete.
In particular, the dimension of the Hilbert space of the
Majorana fermions is 4 for each site, while the dimension
is only 2 for the physical spin space. This means that
the Majorana Hilbert space contains both physical and
unphysical states. Thus it is necessary to project out
the unphysical part. It was proven by Kitaev that the
representation (8) satisfies the spin relation (1) under the
constraint that7

Di = ηtiη
x
i η

y
i η
z
i = 1 for every physical state. (9)

To enforce the constraint (9) we define the chirality
projection operator as

Pi,L =
1 +Di

2
, (10)

for which the meaning of the subscript index “L” will
become clear shortly. The physical states can now be
written as

∏
i Pi,L|ψ〉, where |ψ〉 is a state in the ex-

tended Hilbert space of Majorana fermions. This proce-
dure leads us to the definition of the third type of Majo-
rana representation.54

II.3. SO(4) chiral Majorana representation

Combining the Kitaev representation (8) and the chi-
rality projector (10), we obtain another type of Majorana
representation of spin,

σαi = Pi,L(iηtiη
α
i ) =

i

2
(ηtiη

α
i −

1

2
εαβγηβi η

γ
i ), (11)

where α, β, γ = x, y, z. Written out explicitly, Eq. (11)
reads

σxi =
i

2
(ηtiη

x
i − η

y
i η
z
i ),

σyi =
i

2
(ηtiη

y
i − η

z
i η
x
i ),

σzi =
i

2
(ηtiη

z
i − ηxi η

y
i ).

(12)
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It can be shown that this representation satisfies the spin
relation (1) with the constraint (9). We will call this rep-
resentation (11) the SO(4) chiral Majorana representa-
tion.

The spin operator defined in the SO(4) chiral represen-
tation (11) satisfies [σαi , Pi,L] = 0, which means that the
projection onto the physical space has to be done only
once, in other words, any spin term acting on a physical
state gives a physical state. However, to achieve this,
we end up with a representation (12) much more com-
plex than the simple Kitaev representation (8). More-
over, we note that in Ref.54 the SO(4) chiral Majorana
representation was introduced in a different way, there,
the representation was obtained complementary to the
complex fermion representation using the PSG method.54

Although the SO(4) chiral Majorana representation can
be seen as a direct generalization of the Kitaev repre-
sentation, we will treat it as another type of Majorana
representation. To see the reason, we move on to discuss
the Hilbert space of the four Majorana fermions defined
in both Kitaev representation and SO(4) chiral Majorana
representation. From that, we shall see that the SO(4)
chiral Majorana representation has a direct correspon-
dence to the familiar complex fermion one.54

Using representation (12), we can obtain the spin rais-
ing and lowering operators

σ+
i =

1

4
(ηzi + iηti)(η

x
i + iηyi ),

σ−i =
1

4
(ηxi − iη

y
i )(ηzi − iηti).

(13)

From this we define two complex fermions fi = 1
2 (ηzi −

iηti), f
†
i = 1

2 (ηzi + iηti) and gi = 1
2 (ηxi − iηyi ), g†i =

1
2 (ηxi + iηyi ). For reasons which will become clear later,

we may just label fi = fi,↑ and gi = f†i,↓, then we have
the following relations

fi,↑ =
1

2
(ηzi − iηti), f

†
i,↑ =

1

2
(ηzi + iηti),

fi,↓ =
1

2
(ηxi + iηyi ), f†i,↓ =

1

2
(ηxi − iη

y
i ).

(14)

Conversely, the Majorana fermions can be expressed in
terms of these complex fermions as54

ηti = i(fi,↑ − f†i,↑),

ηxi = fi,↓ + f†i,↓,

ηyi = i(f†i,↓ − fi,↓),

ηzi = fi,↑ + f†i,↑.

(15)

Using Eq.(15), we can transform the spin raising and
lowering operators expressed under the SO(4) chiral Ma-
jorana representation (13) into

σ+
i = f†i,↑fi,↓, σ

−
i = f†i,↓fi,↑,

σzi = f†i,↑fi,↑ − f
†
i,↓fi,↓.

(16)

Eq.(16) shows that we have recovered the familiar
complex fermion slave particle representation σα =

f†β(σ̃α)βγfγ , with σ̃ being the Pauli matrices and fα be-
ing the complex slave particles called spinons. From Eq.
(15) we also have the relation ηtiη

x
i η

y
i η
z
i = −(1−2ni,↑)(1−

2ni,↓) (ni,↑ and ni,↓ are the number of complex fermion
on each site), from which we can clearly see that the
constraint (9) is equivalent to the constraint in the com-
plex fermion representation that each site has only one

fermion, i.e. f†i,↑fi,↑ + f†i,↓fi,↓ = 1.

From the mapping defined in Eqs.(14) and (15) it
is clear that the Hilbert space of the four Majorana
fermions introduced in both the Kitaev representation
and the chiral Majorana representation can be mapped to
the Hilbert space of the familiar complex fermions (16).
Moreover, the constraint (9) for the Majorana represen-
tations and the familiar one-fermion-per-site constraint20

for the complex fermion representation are also mapped
into each other.25,54 Therefore, the SO(4) chiral Majo-
rana representation can be seen as exactly equivalent to
the complex fermion representation and it is defined in
the same Hilbert space as the Kitaev representation, thus
it acts like a “bridge” between the two seemingly unre-
lated represetations.

In the following, to see the connection between the
three types of Majorana representations, we will explore
the Clifford algebra of the Majorana fermions in detail.
It allows us to link all the representations to the spinor
representation of the SO(4) group and the Lorentz group.

III. SPINOR REPRESENTATION OF THE SO(4)
GROUP AND CONNECTION BETWEEN

MAJORANA REPRESENTATIONS

III.1. Representation of the Lorentz group

In order to see the relationship between the three types
of Majorana representations of spin introduced above and
the spinor representation of SO(4), we recapitulate the
representation of the Lorentz group SO(1,3), which has
almost identical structure but terminology more famil-
iar. Strictly speaking the Lorentz group is not exactly
the group SO(1,3) but in this paper, we neglect such dif-
ference as long as no confusion is caused. We will follow
and use the notations of Ref. 56 and define the space-
time metric as gµν = diag(1,−1,−1,−1). In the 4-vector
representation, the Lorentz transformation is written as
Λv = exp(iθµνV

µν), in which θµν are the parameters
charactering the transformation, and V µν are the gener-
ators of the Lorentz algebra. Due to symmetry, only six
parameters of θµν are independent, three of them char-
acterize the space rotation and the other three charac-
terize the Lorentz boost. Taking this into account, the
Lorentz elements in the 4-vector basis is also written as
Λv = exp(iθiJi + iβiKi), in which Ji are the generators
of rotation and Ki are the generators of boost.

The Lie algebra of the Lorentz group L(SO(1,3)) =
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so(1, 3) can be decomposed into two commuting subalge-
bra so(1, 3) = su(2)⊕ su(2), with the generators defined
as J+

i ≡ 1
2 (Ji+ iKi), J−i ≡ 1

2 (Ji− iKi). They satisfy
two separate SU(2) Lie algebra,

[J+
i , J

+
j ] = iεijkJ

+
k ,

[J−i , J
−
j ] = iεijkJ

−
k ,

[J+
i , J

−
j ] = 0.

(17)

Since the representations for a single SU(2) group are the
angular momentum eigenstates, we can label the repre-
sentation of the Lorentz group as (j1, j2), correspond-
ing to the two su(2) subalgebra. The most fundamen-
tal but non-trivial representation is ( 1

2 , 0) and (0, 12 ),

these are the Weyl spinor representations. The (0, 12 ) is
called right-handed Weyl spinor, it transforms as ψR →
e

1
2 (iθiσi+βiσi)ψR under the Lorentz group. The (1

2 , 0)
is called left-handed Weyl spinor and it transforms as
ψL → e

1
2 (iθiσi−βiσi)ψL under the Lorentz group. Again,

we have used θi and βi to characterize the space rotation
and the boost.

The Weyl spinors are irreducible representation of the
Lorentz group and they are the building blocks of the
Dirac spinors, which are of fundamental importance to
elementary particle physics56. Dirac spinors live in the
representation (1

2 , 0) ⊕ (0, 12 ), and normally it is written

in terms of Weyl spinors as ψ = (ψL, ψR)T . In order
to study the Lorentz group in the Dirac spinor represen-
tation, it is necessary to introduce the γ-matrices, which
were first used in the Dirac equations of relativistic quan-
tum mechanics.56 The γ-matrices are four 4× 4 matrices
satisfying the Clifford algebra

{γµ, γν} = 2gµν , µ, ν = 0, 1, 2, 3. (18)

Using γ-matrices we can introduce the generators of the
Lorentz group in the Dirac spinor representation as

Sµν =
i

4
[γµ, γν ]. (19)

They satisfy the Lorentz algebra

[Sµν , Sρσ] = i(gνρSµσ − gµρSνσ − gνσSµρ + gµσSνρ).
(20)

A general Lorentz transformation in the Dirac spinor rep-
resentation is written as Λs = exp(iθµνS

µν). It is often
useful to project a Dirac spinor to its left-handed or right-
handed Weyl spinor component (called chirality projec-
tion). To do so, it is essential to introduce another matrix
γ5 defined as γ5 ≡ iγ0γ1γ2γ3. The chirality projectors

are thus given by PR = 1+γ5

2 and PL = 1−γ5

2 . The γ5

matrix satisfies {γ5, γµ} = 0, and (γ5)2 = 1.

III.2. Three Types of Majorana Representation of
Spin and the Spinor Representation of SO(4)

The Clifford algebra satisfied by the four Majorana
fermions for each spin (7) differs from the Clifford algebra

of γ matrices (18) only in the metric. Such difference in
the metric is the source of the marginal difference of the
group SO(4) and SO(1,3). Indeed, if we were to redefine
the Majorana fermion ηt → iηt, the Clifford algebra of
the Majorana fermions and the Clifford algebra of γ ma-
trices would be the same. However for simplicity, there
is no need for such redefinition.

Next we follow the steps of building the Dirac spinor
representation of Lorentz group and define the objects

Sµν ∼ i[ηµ, ην ] (21)

according to Eq. (19). Such object Sµν satisfies the
following algebra

[Sµν ,Sρσ] = i(δνρSµσ−δµρSνσ−δνσSµρ+δµσSνρ) (22)

and thus are the generators of the group SO(4) in some
Dirac-spinor-like representation. The vector space this
representation is acting on is the Hilbert space of the four
Majorana fermion, which will be explored in more detail
below. Although the four space-time directions t, x, y, z
have identical footing in SO(4), it is more convenient for
us to keep the terminology of the Lorentz group, which
puts time direction in a special position.

From the definition Eq.(21), one can find that the com-
ponents S0α ∼ i[ηt, ηα] ∼ iηtηα give exactly the Ki-
taev representation (8). In the Lorentz group terminol-
ogy, S0α correspond to the generators of the “Lorentz
boosts”. On the other hand, the “space rotation” com-
ponents, Sαβ ∼ i[ηα, ηβ ] ∼ iηαηβ , gives the SO(3) Majo-
rana representation (3), if again we keep the same termi-
nology. The Dirac spinor representation of SO(4) can be
decomposed into the left-handed and the right-handed
Weyl spinor representation, just like the Lorentz group
SO(1,3): SO(4) = SU(2)L × SU(2)R. Therefore we can
still define the chirality projection operator in the Dirac-
spinor-like representation

PL =
1 + ηtηxηyηz

2
(23)

as in the Lorentz group. This leads us to intepret the
projection defined in Eq. (10) as the projection to the
left-chirality in the Dirac-spinor-like representation. Now
the meaning of the definitions given in the previous sec-
tion should become clear.

Therefore, we find that there is a clear connection be-
tween the three types of Majorana representation of spin
and the Dirac-spinor-like representation of SO(4). In par-
ticular, we find that in a loose sense, the SO(3) Majorana
representation (3) corresponds to the “space rotation”
SO(3) subgroup of SO(4), the generators of which give
the spin relation automatically. The Kitaev representa-
tion (8), corresponding to the “Lorentz boost” part of
SO(4), does not have the desired SO(3) structure. But
once we project all the states to one of the chirality (say
left), the Kitaev representation will satisfy the spin rela-
tion (1). On the other hand, the SO(4) chiral Majorana
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representation (11), as the projected Kitaev representa-
tion to the left-chirality, is the generators of SU(2)L in
the Dirac-spinor-like representation of SO(4). It has the
desired spin commutator, but the constaint (9) is still
needed to ensure the normalization (σα)2 = 1.

Now we examine the Hilbert space of the four Majo-
rana fermions ηt, ηx, ηy, ηz, which is also the vector space
the Dirac-spinor-like representation of SO(4) is acting on.
From the discussion in the previous section, we see that
this Hilbert space is 4-dimensional and is the same as
the Hilbert space of the two complex fermions f↑, f↓,
which has basis vectors (| ↑〉, | ↓〉), (|0〉, | ↑↓〉). This means
that there is a one-to-one mapping between SO(4) Dirac
spinor space and the Hilbert space of 2 complex fermions.
A generalization of this statement for the mapping be-
tween the Dirac spinor space of SO(2N) and the Hilbert
space of N complex fermions where N is an integer has
been proposed in high energy physics57,58 and later used
in the description of non-Abelian anyons.59,60 Readers
can find detailed mathematical description of this map-
ping in these references. For our purpose of describing
spin in four space-time dimensions, the SO(4) group is
sufficient. On the other hand, generalizations to higher
SO(2n) where n > 2 will involve spinors in higher dimen-
sional space. In Appendix A, we give a more detailed
discussion of the mapping for the SO(4) group and other
related issues.

Although the mathematical discussion in this section
is far from rigorous, it serves as a tool to help us think
about the representations we have so far and to compare
them. From the discussion above, we see that the com-
plex fermion representation might not be the most fun-
damental representation of spin as it seems; rather it can
be understood as a part of the bigger class of representa-
tion, the Majorana fermion representation. Among the
three types of Majorana fermion representation at hand,
the SO(3) Majorana representation is special because it
only has three Majorana fermions instead of four. The
Hilbert space is thus not complete and not well-defined
for each site. A pairing of sites is required for a proper
definition of the Hilbert space.50 In a sense, the Hilbert
space defined in this way no longer possesses the proper-
ties discussed above and requires further considerations.
Here, we will not go in this direction. Instead, to answer
the third question raised in the introduction (Sec. I) we
explicitly show how to solve the seminal Kitaev model
via the SO(3) Majorana representation.

IV. PHYSICAL SOLUTION OF THE KITAEV
MODEL USING THE SO(3) MAJORANA

REPRESENTATION

IV.1. The Kitaev Model

The Kitaev model is a two-dimensional exactly solv-
able model of spin-1/2 degrees of freedom defined on the

honeycomb lattice.7 The bonds of the honeycomb lattice
are categorized into three types which are labelled by x,
y, and z, and denoted by 〈ij〉a where a = x, y, z. Spins
interact with its nearest neighbours via an anisotropic
Ising-like interaction. In particular, on each type of bond
only the corresponding spin components are interacting
(see Fig 1). The Hamiltonian of the model is given by,

H = Jx
∑
〈ij〉x

σxi σ
x
j + Jy

∑
〈ij〉y

σyi σ
y
j + Jz

∑
〈ij〉z

σzi σ
z
j , (24)

where Jx, Jy and Jz are the Ising coupling strengths on
the x, y, and z bonds, respectively.

The Hamiltonian (24) can be solved exactly using the
Kitaev representation of spins (8).7 The resulting theory
is a Z2 quantum spin liquid, which is either gapped or
gapless depending on the values of Jx, Jy and Jz. As we
discussed above, since the representation (8) is defined
in the extended Hilbert space, every calculation of the
model using this representation should be projected onto
the physical space in each step. Such projection based
on the chirality constraint (9) has been discussed in Refs.
7, 61, and 62, where it has been explicitly shown for small
system sizes that quantities computed in the extended
Hilbert space can be substantially different from the ones
calculated in the physical space.61 In general the projec-
tion is difficult to implement. Therefore, more system-
atic ways of obtaining the physical solution are desired to
better understand the model and to make reliable predic-
tions. Some previous works have already made progress
in this direction. In particular, it has been shown that
it is possible to achieve a solution of the model without
using the slave-particle representation of spin, e.g., using
Jordan-Wigner transformation.63–67 Here, we will stick
with the slave-particle approach and show that it is pos-
sible to obtain the solution of the Kitaev model using the
SO(3) Majorana representation of spin instead of the Ki-
taev representation. The advantage is that without the
extension of the Hilbert space, our alternative solution is
automatically physical.

IV.2. Solution of the Kitaev model via the SO(3)
Majorana representation

In this section we show how the solution of the Kitaev
model (24) can be obtained using the SO(3) Majorana
representation. As described in Sec.II.1, we first intro-
duce three Majorana fermions for each spin and label
them as ηxi , η

y
i , η

z
i . We then rewrite the Hamiltonian (24)

using representations (2) and (6) as follows
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H =
∑
〈ij〉x

Jx(−iηyi η
z
i )(−iηyj η

z
j ) +

∑
〈ij〉y

Jy(−iηzi ηxi )(−iηzj ηxj ) +
∑
〈ij〉z

Jz(τiη
z
i )(τjη

z
j )

=
∑
〈ij〉x

Jx(ηyi η
y
j )ηzi η

z
j +

∑
〈ij〉y

Jy(ηxi η
x
j )ηzi η

z
j +

∑
〈ij〉z

Jz(−τiτj)ηzi ηzj .
(25)

In particular, for all the z-bonds we use Eq. (6) to repre-
sent spins while for x-bonds and y-bonds we apply rep-
resentation (2).

For the second step, we group the two sites belonging
to every z-bond together and require that

τiτj = −i, for each 〈ij〉z (26)

with i belonging to the A sublattice. As discussed above,
such pairing of honeycomb lattice sites and condition (26)
eliminate all the extra degrees of freedom and the Hilbert
space for ηxi , η

y
i , η

z
i is now the same as the spin space.

With the condition (26), the Hamiltonian is transformed
into

H
′

=
∑
〈ij〉x

Jx(ηyi η
y
j )ηzi η

z
j+
∑
〈ij〉y

Jy(ηxi η
x
j )ηzi η

z
j+
∑
〈ij〉z

iJzη
z
i η
z
j .

(27)

Note that we have [ηyi η
y
j ,H

′
] = 0 for 〈ij〉x and

[ηxi η
x
j ,H

′
] = 0 for 〈ij〉y, therefore we are free to pick

up eigenvalues to solve the transformed Hamiltonian H′ ,
one can choose ηyi η

y
j = ±i for 〈ij〉x and ηxi η

x
j = ±i for

〈ij〉y. With this, the Hamiltonian is finally transformed
to a free hopping Hamiltonian for ηz Majorana fermions,

H
′′

=
∑
〈ij〉x

(±i)Jxηzi ηzj +
∑
〈ij〉y

(±i)Jyηzi ηzj +
∑
〈ij〉z

iJzη
z
i η
z
j .

(28)

The Hamiltonian H′′ has the same spectrum as the spec-
trum obtained in the Kitaev solution7 but for ηz rather
than for c Majorana fermions (or in our definition the

ηt Majorana fermion). Note that in H′′ the sign of the
Majorana fermion ηz is not a local degree freedom. Now,
for the physical space to be the same we have to change
the sign of two Majorana fermions on the end-points of
a given z-bond simultaneously. Mathematically, such
transformation is given as ηαi = εijη

α
i , η

α
j = εijη

α
j for

every z-bond 〈ij〉z with εij = ±1. We call this a reduced
Z2 gauge redundancy.

After the pairing of the two sites of every z-bond, we
can define three complex fermions cxi , c

y
i , c

z
i for each of the

three flavors of Majorana fermions on every z-bond.50

We use the honeycomb site of the A sublattice of the
corresponding z-bond to label the real-space position of
these complex fermions. Namely, we define

cαi =
1

2
(ηαi + iηαj ), α = x, y, z, (29)

for z-bond 〈ij〉z with i in A sublattice and j in B sub-
lattice. Conversely, the Majorana fermion operators are

e1 e2

x y

y x

z z

a b

cd

1

2

3
4

5

6

y

x

FIG. 1: The Kitaev model on the honeycomb lattice.

e1 = a(− 1
2 ,−

√
3
2 ) and e2 = a( 1

2 ,−
√
3
2 ) are the primitive

translations, with a being the lattice constant. The two
sublattices denoted in the main text by A and B are

shown by blue and red dots, respectively. The sites of
each of the two sublattices form a diamond lattice, as
shown by the green dotted line for the A sublattice.

given by ηαi = cαi + cα†i for site i in the A sublattice,

and ηαj = −i(cαi − c
α†
i ) for site j in B sublattice. In the

honeycomb lattice, the complex fermions live on the A
sublattice and their position forms a diamond lattice, as
shown by Fig.1. From now on, we use vector r (and r′)
to label the sites of the diamond lattice while still using
i (and j) to label the sites of the honeycomb lattice.

By definition τi = −iηxi η
y
i η
z
i , thus for every z-bond the

condition (26) can be written as,50

τiτj= i(2nxr−1)(2nyr−1)(2nzr−1)=−i(−1)n
x
r+n

y
r+n

z
r =−i,

(30)
where nxr, nyr and nzr are the bond fermion numbers on
site r of the diamond lattice, corresponding to site i of
the honeycomb lattice. Thus, the requirement that for
every z-bond τiτj = −i is equivalent to the requirement
that the total fermion number is even on each z-bond,
or on each site of the diamond sublattice. Now for each
diamond lattice site, all the states can be represented as
|nxr, nyr, nzr〉 = |000〉, |110〉, |101〉, |011〉. These four states
span exactly the spin Hilbert space of the z-bond: | ↑↑
〉, 1√

2
(| ↑↓〉+ | ↓↑〉),| ↓↓〉 and 1√

2
(| ↑↓〉 − | ↓↑〉). Thus, our

Hilbert space corresponds to the physical Hilbert space.
The other condition for solving the Hamiltonian can also
be written in terms of the c-fermions. Take, for example,
the x-bond condition iηyi η

y
j = ±1, we then have

iηyi η
y
j = (cyrc

y
r′ + cy†r′ c

y†
r ) + (cy†r c

y
r′ + cy†r′ c

y
r) = ±1, (31)
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in which r and r′ label the diamond lattice sites corre-
sponding to sites i and j in the honeycomb lattice respec-
tively.

With the complex fermions, one can obtain the energy
spectrum of H′′ in Eq. (28), and show that it is the same
as the one of the original Kitaev solution,7 see details in
Appendix B.

IV.3. Z2 Gauge Theory and the Kitaev Model

The simple solution in the previous section suffers from
the following fact. In the solution, we take the energy
eigenstate to be eigenstate of operator τiτj on each z-
bond, ηyi η

y
j on each x-bond and ηxi η

x
j on each y-bond, but

the three groups of operators do not mutually commute.
This means that the eigenstates found in this way are
hardly the true eigenstates of the model itself. To remedy
this problem, we start from the Hamiltonian (25) and
try to map the Hamiltonian into a more familiar one. In
doing so, we will find the proper eigenstates of the system
and, thus, discuss how the solutions presented above are
related to the real eigenstates.

Firstly, let’s define a bond operator

Tαij ≡ iηαi ηαj , (32)

where α = x, y. Note that once we transform into com-
plex fermions, the lattice is diamond lattice with only
x-bonds and y-bonds left, as shown in Fig 1. In terms of
complex fermions, the bond operator is written as

Tαrr′ = cαr c
α
r′ + cα†r′ c

α†
r + cα†r cαr′ + cα†r′ c

α
r , (33)

where α = x, y. To obtain the solution of the Kitaev
model we have required that on x-bonds T yrr′ takes its
eigenstates with eigenvalues ±1 and on y-bonds T xrr′
takes its eigenstates with eigenvalues ±1.

Let us now give the complex fermions cxr or cyr a closer
look. In the previous section we found that cxr and cyr
are completely independent. For a given diamond site,
the number of these fermions can be nxr = 0, 1 and
nyr = 0, 1 independently. For a given y-bond 〈rr′〉 on
the diamond lattice, the Hilbert space can be defined
by the occupation numbers |nxr, nxr′〉, and there are four
states |00〉, |01〉, |10〉, |11〉. The action of the operator
T xrr′ gives the following: T xrr′ |00〉 = |11〉, T xrr′ |01〉 =
|10〉, T xrr′ |10〉 = |01〉, and T xrr′ |11〉 = |00〉. This is
equivalent to say that the operator T xrr′ flips the occupa-
tion number of cx fermions on both sites r and r′ inde-
pendently. If we map the Hilbert space to a spin space
and associate fermion occupation state |1〉 with spin state

|↑̃〉 and |0〉 with |↓̃〉 on each site, the operator T xrr′ is
equivalent to τ̃xr τ̃

x
r′ , in which we use τ̃ to label the new

type of spin to avoid confusion with previous notations.
Therefore we arrive at the following mapping

Tαrr′ → {τ̃xr τ̃xr′}α, α = x, y, (34)

which is actually changing from one bosonic operator to
another bosonic operator acting on the Hilbert spaces of
the same dimension.

With this mapping the problem of the original Kitaev
model has been changed to the following: on each site
of the diamond lattice there is one complex fermion czr
interacting with two flavors of spins, τ̃α1r and τ̃α2r: one fla-
vor of spin interacts with the czr fermions only on x-bonds
and the other flavor interacts with czr only on y-bonds.
Having performed this reformulation, we now write the
Hamiltonian H′ in Eq.(27) in terms of these new vari-
ables as

H
′

=
∑
r∈A
−Jx(τ̃x2r τ̃

x
2,r+e1

)[(czr + cz†r )(czr+e1
− cz†r+e1

)]

− Jy(τ̃x1r τ̃
x
1,r+e2

)[(czr + cz†r )(czr+e2
− cz†r+e2

)]

+ Jz(2c
z†
r c

z
r − 1).

(35)

Now we use a duality transformation from the site spins
to the bond spins for the two quasi-one-dimensional spin
chains along x and y-bonds of the diamond lattice:68,69

τ̃xr τ̃
x
r′ → σ̃zrr′ , σ̃

x
r−e1(2),r

σ̃xr,r+e1(2)
→ τ̃zr , (36)

where e1 and e2 are used for x and y-bonds of the dia-
mond lattice, respectively. Since the new spin variables
σ̃zrr′ are defined specifically on each type of the bonds
and thus are independent by nature, we can drop the in-
dices 1 and 2 of the τ̃xr operators. Now the Hamiltonian
is written as follows

H
′

=
∑
r∈A
−Jx(σ̃zr,r+e1

)[(czr + cz†r )(czr+e1
− cz†r+e1

)]

− Jy(σ̃zr,r+e2
)[(czr + cz†r )(czr+e2

− cz†r+e2
)]

+ Jz(2c
z†
r c

z
r − 1).

(37)

This Hamiltonian describes a complex fermion on a dia-
mond lattice interacting with a Z2 gauge field defined on
the bonds. Since the diamond lattice is equivalent to a
square lattice, known results for the Z2 gauge theory on
the square lattice68,69 can be borrowed here.

However, this mapping is not complete until we con-
sider the constraints. Recall the original constraint that
there are an even number of complex fermions on each
diamond site (see Eq. (30)). The fermion occupation
numbers nxr and nyr in terms of two flavors of spin τ̃1,r
and τ̃2,r are given by

nxr =
1

2
(τ̃z1,r + 1), nyr =

1

2
(τ̃z2,r + 1). (38)

Consequently, in terms of the new bond spins they can
be written as:

nxr =
1

2
(σ̃xr−e1,rσ̃

x
r,r+e1

+ 1),

nyr =
1

2
(σ̃xr−e2,rσ̃

x
r,r+e2

+ 1).

(39)
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Considering that the fermion occupation numbers can
only be 0 and 1, the constraint that there are even num-
ber of fermion per site can be written as

(−1)n
z
r σ̃xr−e1,rσ̃

x
r,r+e1

σ̃xr−e2,rσ̃
x
r,r+e2

= 1, (40)

(−1)n
z
r

∏
r′

σ̃xrr′ = 1,

where r′ are the four nearest neighbour sites to r.
The model Hamiltonian (37) and the constraints (40)

define a model of complex matter fermions interacting
with a Z2 gauge field. The fermion number measures the
defects of star operators in the system (See Fig.2). In
terms of the lattice gauge theory the constraint (40) is
also interpreted as the Gauss law.69–71

From now on, we will drop the index z of the matter
fermion whenever no confusion is caused. One important
observation is that the operator in the constraints (40)

commutes with the Hamiltonian H′ in Eq.(37), that is

[(−1)nr σ̃xr−e1,rσ̃
x
r,r+e1

σ̃xr−e2,rσ̃
x
r,r+e2

,H
′
] = 0. (41)

To prove this, we use the fact that {(−1)nr , cr + c†r} =
0, and {(−1)nr , cr − c†r} = 0, and for spin variables,
{σz, σx} = 0. To proceed, we define the operator as

Dr = (−1)n
z
r σ̃xr−e1,rσ̃

x
r,r+e1

σ̃xr−e2,rσ̃
x
r,r+e2

. (42)

We have [Dr,H
′
] = 0 and [Dr,Dr′ ] = 0, so the eigen-

states of the Hamiltonian can also be eigenstates of the
operator Dr. Actually, Dr generates the Z2 local gauge
transformation of the model at site r, so the condition
(40) is equivalent to the gauge invariance of the states,69

Dr|ψ〉phys = |ψ〉phys. (43)

IV.4. Physical States of the Model

To describe the states of the pure Z2 gauge theory
without matter fermion, it is convenient to work in the
σx basis69, resulting in a geometric intepretation of the
states in terms of loops. With matter fermion as in our
model, it is more useful to work in the σz basis, which will
have a close relationship with the Kitaev solution. First,
we consider the transformed Hamiltonian (37). With-
out considering the Gauss-law condition (43), the naive
eigenstates can be written as

|ψ〉 = |{σz
rr′
}〉 ⊗ |φ{σz}〉, H|ψ〉 = E|ψ〉. (44)

In this state |{σz
rr′
}〉 denotes the product state of eigen-

state of σz
rr′

on each bond, for every such distribution,
H will reduce to a free fermion Hamiltonian for complex
fermion c, with eigenstate |φ{σz}〉 corresponding to the
distribution {σz}. The Kitaev solution, although given
in a different approach, is simply one of the states |ψ〉.

Now, we enforce the Gauss-law condition (43). We
note again that the Dr operators commute with each

other and with the Hamiltonian and generates the lo-
cal gauge transformation. Since D2

r = 1, we have
(Dr − 1) 1+Dr

2 |ψ〉 = 0 and thus we can define the fol-
lowing projection of states from the eigenstates (44):

P̂|ψ〉 = 2
N−1

2 (
∏
r

1 +Dr

2
)|ψ〉 =

1

2
N+1

2

(
∑
{r}

∏
r′∈{r}

Dr′ )|ψ〉.

(45)
This projected state is given by equal superposition of
all the states in the same gauge sector as |ψ〉 as shown

in the last equation of (45), and the prefactor 2
N−1

2 is
added to ensure the proper normalization of the states.
This projected state satisfies two properties. First, since
Dr commutes with each other, we have DrP̂|ψ〉 = P̂|ψ〉,
that is, the Gauss-law condition (43) is satisfied. Second,

since Dr commutes with H, we have HP̂|ψ〉 = P̂H|ψ〉 =

EP̂|ψ〉, which means that the projected state (45) is
eigenstate of the Hamiltonian with the same energy as
the unprojected one (44).

If the system has periodic boundary conditions, i.e. de-
fined on a torus, then the operation of performing gauge
transformation for all the sites is important. For the
operator P̂ to be non-zero, this operation has to have
eigenvalue +1 instead of -1 for every physical state. This
means that∏

r

(−1)nr

∏
r′

σ̃x
rr′

= (−1)
∑

r nr = +1, (46)

that is, the total number of fermion has to be an even
number.

In order to calculate physical observables, we note that
the projected states are the physical states of the model.
However, the unprojected state |ψ〉 given by (44) can
sometimes be useful as well, in terms of energy spectra,
they give the same result. For other gauge invariant op-
erators Ô, we have [Ô, P̂] = 0, thus

〈Ô〉 = 〈ψ|P̂ÔP̂|ψ〉 = 〈ψ|ÔP̂2|ψ〉 = 2
N−1

2 〈ψ|ÔP̂|ψ〉,
(47)

in which we use the fact that P̂2 = 2
N−1

2 P̂.

IV.5. Generalized Z2 gauge theory with complex
matter fermions

Finally we want to generalize the model, in particular
Eq.(37), by adding the standard terms discussed in the
context of Z2 lattice gauge theories,68–70 such that

H =H′ +Hg. (48)

Let us discuss the individual terms of the pure gauge
part of the Hamiltonian, Hg = HP +HE , separately. The
first term is given by the the magnetic plaquette term

HP = −K
∑
P

∏
rr′∈∂P

σ̃z
rr′
, (49)
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e1

e2

FIG. 2: The diamond lattice corresponding to the
original honecomb lattice, with unit vectors e1, e2. The

matter (complex) fermion lives on the lattice sites,
labelled by the black dots. The Z2 gauge connection σ̃z

lives on the bonds, labelled by the red dots. One of the
plaquettes is shown by the blue dotted lines and one of
the star operators used in the constraint (40) is shown

by the green dotted lines.

which turns out to be related to the plaquette opera-
tor Wp = σx1σ

y
2σ

z
3σ

x
4σ

y
5σ

z
6 defined in the original Kitaev

model7, see Fig. 1. To see this correspondence, we
note that the bond spin σ̃zrr′ defined on the diamond
lattice actually comes from the product of two Majo-
rana fermion on the corresponding honecomb bond, in
particular σ̃zr,r+e1

= −iηyr+e1,A
ηyr,B , for x-bond; and

σ̃zr,r+e2
= −iηxr+e2,A

ηxr,B for y-bond. (In these expres-
sions, we use r to label the sites of diamond lattice and
r + e1, A and r, B denote the two sites of the x-bond of
the honeycomb lattice belonging to A and B sublattice).
Using this, we have for one plaquette operator (the la-
belling of the sites is shown in Fig. 1 and the plaquette
is shown explicitly in Fig. 2),

σ̃zaσ̃
z
b σ̃

z
c σ̃

z
d = (−iηy2η

y
1 )(−iηx6ηx1 )(−iηy4η

y
5 )(−iηx4ηx3 )

= σz1σ
y
2σ

x
3σ

z
4σ

y
5σ

x
6 = WP .

(50)

In this equation, we have used the condition that for
every z-bond ij, τiτj = −i and the representation for
spin operators (2) and (6). Thus, the addition of the

plaquette term (49) is just adding a term of WP in the
original Hamiltonian,

−K
∑
P

WP ↔ HP . (51)

We note that this magnetic plaquette term has been con-
sidered in a generalized Kitaev model proposed in Ref.
72, in which mean field theory is applied to study the
quantum phases of the generalized Kitaev model.

The second term of Hg should be the electric part
HE = −h

∑
rr′ σ̃

x
rr′

, which can be shown to correspond
to the discrete lattice version of the standared Electro-
magnetic Hamiltonian70 H ∝ E2. However, this term
renders the whole system non-integrable preventing an
exact solution. Therefore, we follow Prosko et al.70

and add an alternative electric Hamiltonian, which cor-
responds to a standared Electromagnetic Hamiltonian
H ∝ (∂rE)2. It is given by the Kitaev star operator
in the Toric code model6

HE = −h
∑
r

∏
r′

σ̃x
rr′
, (52)

with r
′

being the four sites adjecent to r. Crucially, this
term can be translated to a shift of the Jz term in the
Hamitonian (37) potential term due to the Gauss-law
constraint (40)

Jz(2c
†
rcr−1)−h

∑
r

∏
r′

σ̃x
rr′
↔ (Jz+h)(2c†rcr−1). (53)

Overall, our exactly soluble generalized Hamiltonian
for a Z2 gauge field interacting with matter fermions
takes the form

H =H
′
−K

∑
P

∏
rr′∈∂P

σ̃z
rr′
− h

∑
r

∏
r′

σ̃x
rr′
. (54)

In the equation above, the P denotes the plaquettes in
the two-dimensional lattice. The full Hamiltonian (54)
together with the Guass law condition (43) defines a gen-
eral Z2 gauge field theory interacting with complex mat-
ter fermion. It can be solved exactly taking the simplified
form

H =
∑
r∈A
−Jx(σ̃zr,r+e1

)[(cr+c†r)(cr+e1−c
†
r+e1

)]−Jy(σ̃zr,r+e2
)[(cr+c†r)(cr+e2−c

†
r+e2

)]+(Jz+h)(2c†rcr−1)−K
∑
P

WP .(55)

From the exact solution of the Kitaev model we can
directly read off the influence of the two different gauge
terms. Without the magnetic plaquette term K = 0 the
ground state is flux free with WP = +1 for all plaquettes
P . In the presence of finite coupling, there will be a
critical Kc < 0 below which the full flux state state with
WP = −1 for all P has lower energy. The electric term

leads to an anisotropy of the coupling constants such that
for |(Jz + h)| > |Jx| + |Jy| the fermionic spectrum is
gapped both for the zero7 and full flux sector.73 Note, an
increase in the effective anisotropy also reduced the gap
between flux sectors. Therefore, we sketch the overall
ground state phase diagram of the Hamiltonian Eq. (54)
for isotropic exchange (Jx = Jy = Jz) in Fig. 3. Note,
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|K||Kc|

h

hc

gapped 
matter

gapless 
matter

zero flux 
 W

p=0

full flux 
 W

p=1

FIG. 3: The schematic ground state phase diagram of
the generalized Z2 gauge theory with matter fermions

given by Eq. (54) is shown for isotropic couplings
Jx = Jy = Jz as a function of K < 0 and h.

the transition between the full and zero flux sector might
be via intermediate flux configurations.

V. CONCLUSION AND OUTLOOK

We have presented the correspondence between the
three types of Majorana representation of spin and the
spinor representation of SO(4) which helps to also see
the connection to the well known complex fermion rep-
resentation (16). The fact that Majorana fermions sat-
isfies the same Clifford algebra as the Gamma matrices
in the Dirac spinor representation leads us to the decom-
posation of the spin operators into bilinears of Majorana
fermions following a similar decomposation as of SO(4)
generators into Gamma matrices. To achieve the spin
SU(2) algebra, the SO(3) Majorana representation cor-
responds to the SO(3) subgroup of SO(4). On the other
hand, the Kitaev and the SO(4) chiral Majorana repre-
sentation use the SU(2)L subgroup of SO(4). The com-
plex fermion representation is equivalent to the SO(4)
chiral Majorana representation and there is a mapping
between its Hilbert spaces.57–59 Looking ahead, it is de-
sirable to explore more rigorously the general mapping
between SO(2n) Dirac spinor spaces and the Hilbert
space of n complex fermions57–60 in connection with
slave-particle descriptions of quantum spin systems.

It is important to emphasize that the Majorana Hilbert
space of the SO(3) representation is different from the
other two in that it requires pairing of sites to give the
correct correspondence to the spin space. However, it has
the big advantage that no unphysical states are involved,
thus any spin Hamiltonian is faithfully represented by the
Majorana fermions. This enables new solutions to spin
models which have already been studied by other repre-
sentations. In this paper, we used the SO(3) Majorana
representation to obtain an alternative solution of the cel-
ebrated Kitaev model, which maps it to a Z2 gauge the-

ory interacting with matter fermions. Our choice of the
Kitaev model is unique because previous results on the
SO(3) Majorana representation, such as Refs. 46, 50, and
53, were concentrated on the mean-field study of QSL
states. It is an interesting direction for future research
to consider other types of exactly solvable models us-
ing this spin representation or to investigate whether its
structure permits the construction of new soluble models.

Our solution of the Kitaev model in Sec IV highlights
the role of the Z2 gauge transformation in relating the
physical states and the naive eigenstates of the Hamilto-
nian. We give an explicit formula for the calculation of
physical observables using the naive eigenstates, namely
Eq. (47), which is also applicable for small system sizes
away from the thermodynamic limit.61,62 Using this, one
can calculate experimental observables, e.g. the spin
structure factor, or the finite temperature behavior.74

These calculations are left for future work.

Finally, we have shown that our solution of the Ki-
taev model takes the form of a special Z2 lattice gauge
theory coupled to matter fermions, Eq. (37). We have
generalized the latter by adding the usual gauge field
terms68,69,75, e.g. a magnetic plaquette term, and an
electric star term70 to the Hamiltonian (54). Our gener-
alized lattice gauge theory with matter fermions can be
solved exactly via the Gauss law constraint and we have
sketched its phase diagram as a function of the new cou-
pling constant. It is an interesting direction for future
research to explore the phase diagram beyond the inte-
grable limit and to study its quantum phase transitions.
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Appendix A: Mapping between the Majorana
Hilbert space and the Dirac spinor space

From the similarity between the Majorana fermions
and the γ matrices discussed in Sec. III.2, there is a
one-to-one mapping from the Hilbert space of f↑ and f↓
to the Dirac spinor space, the basis of the latter is de-
composed into left-handed and right-handed Weyl spinor
ψD = (ψTL , ψ

T
R), with the basis ψL : (1, 0)T , (0, 1)T and

ψR : (1, 0)T , (0, 1)T . The natural choice of this mapping
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would be (define | ↓↑〉 = f†↓f
†
↑ |0〉)

| ↑〉 ∼


(

1
0

)
(

0
0

)
 ; | ↓〉 ∼


(

0
1

)
(

0
0

)
 ;

| ↓↑〉 ∼


(

0
0

)
(

1
0

)
 ; |0〉 ∼


(

0
0

)
(

0
1

)
 .

(A1)

Under such mapping the projection to left-handed
spinors is equivalent to the projection to single-
occupation fermion states. With this mapping at hand,
we see that the linear operation of the fermion Hilbert
space is mapped onto the linear operation of the Dirac
spinor space. In particular, the four Majorana fermions
correspond to four matrices in the spinor space,

ηt ∼
(

0 −iσx
iσx 0

)
ηx ∼

(
0 I2
I2 0

)
ηy ∼

(
0 −iσz
iσz 0

)
ηz ∼

(
0 iσy

−iσy 0

)
.

(A2)

It is well-known that the complex fermion representa-
tion of spin has a SU(2) gauge redundancy,20 which is
given by

(
f↑
f†↓

)
→ U

(
f↑
f†↓

)
, U ∈ SU(2). (A3)

This operation leaves the spin representation (16) in-
variant. Due to the one-to-one correspondence between
the complex fermion representation and the SO(4) chiral
Majorana fermion representation (11), there should be
a SU(2) gauge redundancy in the latter as well, this is
given by

η → Uη, where U are 4× 4 real matrices. (A4)

A general SU(2) gauge transformation in Eq. (A3) can
be written as U = a0I + ia · σ, where a0 and a are real
and satisfy a20 + |a|2 = 1, and σ are the Pauli matrices.

With this, we can express the matrix U in (A4) as

U =

 a0 −a1 a2 −a3
a1 a0 −a3 −a2
−a2 a3 a0 −a1
a3 a2 a1 a0

 (A5)

With this matrix U , the transformation (A4) leaves the
SO(4) chiral Majorana representation invariant.

Having defined the mapping between the complex
fermion Hilbert space and the SO(4) Dirac spinor, it is a
natural question to ask if there is any correspondence be-
tween the SU(2) gauge invariance in the complex fermion
representation and some symmetry in the Dirac spinor
space. This question is hard to answer because the rep-
resentation itself is not linear in the complex fermions.
Explorations in this direction are left for future study.
Appendix B: Complex fermion spectrum of Kitaev

model

In terms of complex fermions introduced in Sec. IV.2,
namely, Eq. (29), the Hamiltonian (28) becomes

H
′′

=
∑
r∈A

(−J̃x)[(czr + cz†r )(czr+e1
− cz†r+e1

)]

+ (−J̃y)[(czr + cz†r )(czr+e2
− cz†r+e2

)]

+ Jz(2c
z†
r c

z
r − 1),

(B1)

in which J̃x = ±Jx, J̃y = ±Jy depending on the eigenval-
ues of ηyi η

y
j and ηxi η

x
j on x- and y-bonds, respectively. In

particular, the + signs correspond to the flux free ground
state sector with all Wp = +1.

Next we perform a Fourier transformation of c fermions

cr =
1√
N

∑
k

cke
ik·r; c†r =

1√
N

∑
k

c†ke
−ik·r, (B2)

where N denotes the total number of unit cells in the sys-
tem. This sum in the k-space is taken over the entire first
Brillouin Zone, labelled by BZ, for the Hamiltonian only
half of the k-points are independent and we want to sum
over half of the BZ, labelled by BZ

′
, so the Hamiltonian

(B1) is transformed into:

H
′′

=
∑

k∈BZ′

(
cz−k cz†k

)
Mk

(
cz†−k
czk

)
, (B3)

in which the coupling matrix Mk is given by

Mk =

(
− 2J̃x cos(k · e1)− 2J̃y cos(k · e2)− 2Jz 2i(J̃x sin(k · e1) + J̃y sin(k · e2))

− 2i(J̃x sin(k · e1) + J̃y sin(k · e2)) 2J̃x cos(k · e1) + 2J̃y cos(k · e2) + 2Jz

)
. (B4)

Diagonalize this matrix, we obtain the energy spec-
trum for the cz fermions which agrees with the one ob-

tained in the Kitaev’s solution,7

Ek = 2|J̃xeik·e1 + J̃ye
ik·e2 + Jz|. (B5)
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