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We study Read and Green’s mean-field model of the spinless px+ipy superconductor [N. Read and
D. Green, Phys. Rev. B 61, 10267 (2000)] at a special set of parameters where we find the analytic
expressions for the topologically degenerate ground states and the Majorana modes, including in
finite systems with edges and in the presence of an arbitrary number of vortices. The wavefunc-
tions of these ground states are similar (but not always identical) to the Moore-Read Pfaffian states
proposed for the ν = 5/2 fractional quantum Hall system, which are interpreted as the p-wave super-
conducting states of composite fermions. The similarity in the long-wavelength universal properties
is expected from previous work, but at the special point studied herein the wavefunctions are exact
even for short-range, non-universal properties. As an application of these results, we show how to
obtain the non-Abelian statistics of the vortex Majorana modes by explicitly calculating the ana-
lytic continuation of the ground state wavefunctions when vortices are adiabatically exchanged, an
approach different from the previous one based on universal arguments. Our results are also useful
for constructing particle number-conserving (and interacting) Hamiltonians with exact projected
mean-field states.

I. INTRODUCTION

In recent years, topological superconductors with p-
wave pairing symmetry have attracted tremendous at-
tention in condensed matter1–4 and cold atom physics5,6.
Among the most interesting physical properties is that lo-
calized Majorana edge modes appear near system bound-
aries and in the core of vortices, leading to a topologically
protected ground state degeneracy that is robust against
small local perturbations. More remarkably, braiding
the Majorana modes can give rise to non-Abelian uni-
tary rotations on the space of degenerate ground states,
an important example of non-Abelian statistics7–9 that
was first proposed thirty years ago as a theoretical pos-
sibility10,11. On the practical side, the robustness of the
ground state degeneracy and non-Abelian statistics may
serve as a noise-tolerant platform for storing and ma-
nipulating quantum information, providing a platform
for topological quantum computation12,13. Experimen-
tal study of topological superconductors has continued
to progress14–20 and a strong evidence of a propagating
Majorana zero mode has been reported recently21.

A classic example of a one-dimensional (1D) topologi-
cal superconductor is Kitaev’s Majorana chain22, a tight-
binding model for spinless fermions with nearest neighbor
tunneling and p-wave pairing. In the topological phase
the model exhibits unpaired Majorana edge modes in
open boundary conditions, leading to doubly degenerate
ground states that can not be distinguished by local mea-
surements. In the topological phase of this model there
is a special point ∆ = t, µ = 0 at which the Hamiltonian
can be represented as a sum of commuting operators and
can therefore be easily diagonalized, allowing the quasi-
particle energies and wavefunctions of eigenstates to be
obtained analytically23. This makes the model partic-
ularly easy to understand, and calculations are greatly
simplified at this special point. For example, the non-

Abelian statistics of Majorana edge modes was illustrated
explicitly at this point in Ref. [24].

The study of two-dimensional (2D) topological super-
conductors was pioneered by Read and Green25, who de-
veloped the BCS mean-field theory of a 2D px+ipy super-
conductor and systematically studied its physical prop-
erties. In the topological phase there are localized chi-
ral edge modes (including a zero-energy Majorana edge
mode) near system boundaries and in the core of vortices,
giving rise to 2M degenerate ground states when there are
2M Majorana zero modes. The authors also established
the close relationship between a spinless px + ipy super-
conductor and a ν = 5/2 fraction quantum Hall (FQH)
system by identifying the asymptotic (long-range) be-
havior of the particle-number-projected BCS wavefunc-
tion with the Moore-Read Pfaffian wavefunction7 of the
FQH state, in translation invariant geometries. The non-
Abelian statistics of the vortex Majorana modes was
studied one year later9.

However, unlike Kitaev’s Majorana chain, in ge-
ometries with boundaries and vortices, the wavefunc-
tions of chiral edge modes were determined only ap-
proximately25–27(typically using WKB approximation)
in Read and Green’s model, and for the wavefunctions of
the degenerate ground states, even an approximate ana-
lytic expression is hard to obtain as translation symme-
try is broken. For this reason, the study of non-Abelian
statistics in Ref. [9] is based on a heuristic argument of
the monodromy of the Majorana zero modes, rather than
the explicit calculation of the non-Abelian Berry’s matrix
from the ground state wavefunctions.

It is therefore interesting to ask whether it is possible or
not to find a special point in Read and Green’s model at
which all the wavefunctions of degenerate ground states
can be exactly obtained in geometries with boundaries
and vortices, analogous to the ∆ = t, µ = 0 point in Ki-
taev’s Majorana chain. In this paper we show that such a
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special point does exist in Read and Green’s model, once
one slightly modifies the boundary Hamiltonian, smooth-
ing out boundaries in a carefully chosen way. At this spe-
cial point, the task of finding ground state wavefunctions
reduces to finding all possible solutions to a first order
partial differential equation subject to certain boundary
conditions. As a result, the ground state wavefunctions
in translation invariant geometries have very simple an-
alytic expressions. Even in geometries with boundaries
and vortices, we show that it is possible to slightly mod-
ify the Hamiltonian near the boundary so that all the
degenerate ground states wavefunctions can be exactly
obtained and remain relatively simple. In all geometries
we consider the wavefunctions are found to be meromor-
phic functions of the complex coordinates z = x+ iy de-
scribing the position of the particles. The ground state
wavefunctions with 2M vortices have close resemblance
to the Moore-Read Pfaffian states with 2M quasiholes.

Our result is useful in several ways. First, an outstand-
ing feature of the special point is that all the ground
states are annihilated by the local operator 2∂z̄ψz − ψ†z,
and this can be used to construct a number-conserving
interacting Hamiltonian whose ground states are exactly
projected mean-field states. This was done in our pre-
vious paper28 as a 2D generalization of Ref. [29,30] in
which the special point of the Kitaev’s Majorana chain
is used to construct a 1D number-conserving Hamilto-
nian with projected mean-field ground states. Secondly,
with the analytic wavefunctions at hand, we can use a
different approach to study the statistics of vortices, by
directly calculating the evolution of the wavefunctions
when vortices are exchanged. In this way, we reproduced
the result in Ref. [9] where braiding operators are ob-
tained from universal arguments. Our finding also pro-
vide a new example (and is a rare one in continuum
systems) of frustration-free Hamiltonians, namely the
ground states of the whole system are also ground states
of local Hamiltonians (even though the local Hamiltoni-
ans may not commute with each other). Famous ex-
amples of frustration-free models include the Affleck-
Kennedy-Lieb-Tasaki (AKLT) model31, the Rokhsar-
Kivelson model32, and the Kitaev toric code model12.
The special point is also very suitable for pedagogical
purposes, for the essential features (e.g. topological de-
generacy and non-Abelian statistics) of the vortex Majo-
rana modes and chiral edge states can be explicitly cal-
culated by studying the properties of the wavefunctions.

Our paper is organized as follows. In Sect. II we briefly
review the BCS mean-field model of the spinless px+ ipy
superconductor proposed in Ref. [25]. We focus on a
special point of this model and motivate our choice to
focus on it. In Sect. III we introduce the method we
will use for the rest of the paper and use it to repro-
duce previous results for the ground state wavefunctions
in translation invariant geometries including an infinite
2D plane and finite size systems with periodic or anti-
periodic boundary conditions. In Sect. IV we solve the
model in a “double wall” geometry (geometry with a fi-

nite size in one dimension and hard boundaries) where we
obtain the wavefunctions of the ground states and chiral
edge excitations. In Sect. V we solve the model in ge-
ometries with 2M vortices. The wavefunctions of the 2M

degenerate ground states are obtained. We then use these
wavefunctions to study the non-Abelian statistics of the
vortex Majorana modes and explicitly demonstrate that
the unitary evolution of the degenerate ground states due
to vortex exchange is given by the analytic continuation
of the ground state wavefunctions. In Sect. VI we show
how the special point can be used to construct number-
conserving interacting Hamiltonians with exact projected
mean-field ground states. We summarize our results in
Sect. VII. In Appendix B we address a subtlety that ap-
pears in calculations at the special point of the mean
field superconducting wavefunction. Specifically, we find
that the naive mean-field model yields non-normalizable
ground state wavefunctions. We show how the Hamilto-
nian is regularized in order to obtain finite results.

II. THE MODEL

We first recall the BCS mean-field Hamiltonian for
spinless fermions with a complex p-wave pairing term25

K̂ =
∑
k

[ξkψ
†
kψk +

1

2
(∆∗kψ−kψk + ∆kψ

†
kψ
†
−k)]

= Ekα
†
kαk (1)

where ξk = k2/2m − µ, k = |k|, Ek =
√
ξ2
k + |∆k|2,

and αk is the Bogoliubov quasiparticle annihilation op-

erator defined as αk = ukψk − vkψ
†
−k with vk/uk =

−(Ek − ξk)/∆∗k and |uk|2 + |vk|2 = 1. (We set ~ = 1.)
Ref. [25] considered complex p-wave pairing, with the
function ∆k = i∆(k)(kx− iky) being an eigenfunction of
rotation in k with angular momentum Lz = −1. This
model has a topological phase transition at µ = 0 with
µ > 0 being the topological superconducting phase (the
“weak-pairing” phase in Ref. [25]).

The function ∆(k) is generally required to go to zero
for large k. However, in this paper we find it convenient
to set it to a constant ∆(k) = ∆ > 0. This will allow us to
solve for the mean field wavefunction explicitly, although
it also will lead to non-normalizability of the resulting
ground state wavefunctions. However, as we show in Ap-
pendix B, these states can be regularized by considering
them as the limit of a series of normalizable ground states
of well-defined mean-field Hamiltonians whose ∆(k)→ 0
for large k.

Our other primary simplification of the general px+ipy
mean field Hamiltonian is to restrict to the special point
µ = m∆2/2 > 0, where both Ek and αk are relatively
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simple:

Ek =
k2

2m
+
m∆2

2
,

αk =
i(kx + iky)ψk −m∆ψ†−k√

k2 +m2∆2
. (2)

The wavefunction of the ground states with periodic or
anti-periodic boundary condition is already given approx-
imately in Ref. [25]. At the special point µ = m∆2/2,
one can go further, as in Refs. [33,34], to obtain the exact
expressions for the ground state

|GP 〉 = αk=0

∏
kx>0

αkα−k|0〉

∝ ψ†k=0 exp

(
m∆

2i

∑
k

ψ†kψ
†
−k

kx + iky

)
|0〉,

|GA〉 =
∏
kx>0

αkα−k|0〉

∝ exp

(
m∆

2i

∑
k

ψ†kψ
†
−k

kx + iky

)
|0〉, (3)

where P,A denote periodic and anti-periodic boundary
condition, respectively. These exact expressions suggest
the remarkable simplification at this point, and as we will
show in the rest of this paper, even in geometries with
boundaries and vortices, the wavefunctions of the ground
states can still be exactly obtained.

Since our main aim is to exactly solve the model in
geometries that break translation invariance, it is helpful
to formulate the model in real space. To do so, we rewrite
the mean-field Hamiltonian as

K̂ =

∫
S

[
∇ψ†z · ∇ψz

2m
− (∆ψz∂z̄ψz + H.c.) + µψzψ

†
z

]
d2z,

(4)
where S denotes a region in the 2D plane with complex
coordinates z = x+iy, z̄ indicates the complex conjugate,
∂z = (∂x − i∂y)/2, ∂z̄ = (∂x + i∂y)/2, d2z = dxdy, and
ψz is the fermionic annihilation operator at position z.
Here we have removed an irrelevant constant from the
chemical potential term. At µ = m∆2/2, we can rewrite

K̂ as sum of a bulk Hamiltonian and a boundary term
K̂ = K̂bulk + K̂bound, with

K̂bulk =

∫
S

1

2m
(2∂zψ

†
z −m∆∗ψz)(2∂z̄ψz −m∆ψ†z)d

2z,

K̂bound = −i
∮
∂S

1

2m
(ψ†z∂zψzdz + ψ†z∂z̄ψzdz̄), (5)

where ∂S denotes the boundary of S. In the following we
use natural units 2m = m∆ = 1 for notational simplicity.
As we will see in the next section, the factorization of
K̂bulk plays a key role in our analytic solution of this
model.

III. GROUND STATE WAVEFUNCTIONS IN
TRANSLATION INVARIANT GEOMETRIES

In this section we solve the real space wavefunctions
of the ground states in translation invariant geometries.
Though this can be easily done by Fourier transforming
Eq. (3), here we use a different method which involves
solving a differential equation subject to certain bound-
ary conditions. As we will see in the rest of this pa-
per, this new method can be straightforwardly applied
to translation non-invariant geometries.

A. An infinite 2D plane

We first consider an infinite 2D plane in which we set
S = R2 in Eq. (5). In this geometry, the wavefunctions
are required to vanish at infinity, so the boundary term
K̂bound in Eq. (5) vanishes. The ground state |G〉 should

therefore minimize K̂bulk. Since K̂bulk is by construction
positive-definite, a sufficient condition for |G〉 to be a

ground state of K̂ is if |G〉 is annihilated by the operator
2∂z̄ψz − ψ†z for ∀z ∈ S. Such a zero-energy ground state
with even fermion parity can in general be constructed
as (we will not normalize states throughout this paper)

|G〉 = |G[g]〉 ≡ exp

[
1

2

∫
S

g(z, z′)ψ†zψ
†
z′d

2zd2z′
]
|0〉, (6)

where the two-particle wave function g(z, z′) satisfies
g(z, z′) = −g(z′, z) and

2∂z̄g(z, z′) = δ2(z − z′), (7)

which guarantees that (2∂z̄ψz − ψ†z)|G〉 = 045. Further-
more, g(z, z′) has to satisfy the boundary condition

g(z, z′)→ 0 for z →∞, z′ fixed, (8)

in order for |G〉 to be a physically reasonable state.
To solve Eq. (7) with boundary condition Eq. (8), con-

sider the following identity (see App. A 1)

1

π
∂z̄

1

z − z′
= δ2(z − z′). (9)

Subtracting Eq. (9) from Eq. (7), we have

2∂z̄

[
g(z, z′)− 1

2π

1

z − z′

]
= 0, (10)

which means that the function f(z, z′) ≡ g(z, z′) −
1

2π(z−z′) must be complex analytic in the entire 2D plane.

The boundary condition Eq. (8) implies that f(z, z′) also
has to vanish at infinity, thus from Liouville’s theorem,
we know that f(z, z′) must be identically zero. Therefore,

the ground state of K̂ in an infinite 2D plane is

g(z, z′) =
1

2π(z − z′)
, (11)

|G〉 = exp

[
1

4π

∫
S

1

z − z′
ψ†zψ

†
z′d

2zd2z′
]
|0〉.
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To verify that Eq. (11) agrees with Eq. (3) we can use
the Fourier transform identity (see App. A 2)∫

eik·r

kx + iky
d2k =

2πi

x+ iy
. (12)

This simple example illustrates the general logic of this
paper. As we will see in the following sections, the task of
finding the ground state wavefunctions reduces to solving
the differential equation (7) subject to certain boundary
conditions. This is the payoff of choosing the special
parameter µ = m∆2/2.

B. Periodic and Antiperiodic boundary conditions

Let us now turn our attention to finite systems with
periodic or anti-periodic boundary conditions, with sys-
tem size L in both x and y directions. We still have
to solve the differential equation (7) but instead of the
boundary condition Eq. (8), we want g(z, z′) to be (anti-
) periodic in both z and z′. For +−,−+,−− boundary
conditions (+− means periodic in x-direction and anti-
periodic in y-direction, etc.), we can solve Eq. (7) using
Fourier series

g(z, z′) =
1

L2

∑
k

eik·(r−r
′)

i(kx + iky)
, (13)

where the summation is over all k = 2π(nx + ηx, ny +
ηy)/L, nx,y ∈ Z, ηx = 0 (or 1/2) for periodic (or anti-
periodic) boundary condition in x-direction and similarly
for ηy. Evaluating the Fourier series in Eq. (13) (see
App. A 3), we get

g+−(z, z′) =
1

2πL

θ′1(0|i)
θ1( z−z

′

L |i)
θ2( z−z

′

L |i)
θ2(0|i)

,

g−+(z, z′) =
1

2πL

θ′1(0|i)
θ1( z−z

′

L |i)
θ4( z−z

′

L |i)
θ4(0|i)

,

g−−(z, z′) =
1

2πL

θ′1(0|i)
θ1( z−z

′

L |i)
θ3( z−z

′

L |i)
θ3(0|i)

, (14)

where θi(z|τ), i = 1, 2, 3, 4 are Jacobi theta functions,
and θ′i(z|τ) = dθi(z|τ)/dz. The expressions in Eq. (14)
can be viewed as the (anti-) periodic versions of Eq. (11),
since when z → 0, θ1(z|i) ∝ z, while θ2,3,4(z|i) remain
finite, so all the g(z, z′) in Eq. (11) are meromorphic func-
tions of (z− z′) having a pole at z− z′ → 0 with residue
1/(2π).

For ++ boundary condition, the Fourier series Eq. (13)
becomes ill-defined due to the k = 0 mode. In fact, with
++ boundary condition, the solution to Eq. (7) does not
exist. In this case, instead of considering |G[g]〉 in Eq. (6),
we have to consider

|G++〉 = ψ†k=0|G[g++]〉, (15)

i.e. a state with odd fermion parity. Notice that

{ψ†k=0, 2∂z̄ψz−ψ†z} = 0, therefore, in order that (2∂z̄ψz−
ψ†z)|G++〉 = 0, g++(z, z′) should satisfy46

2∂z̄g++(z, z′) = δ2(z − z′) + c, (16)

where we allow an arbitrary constant c on the right hand
side. To solve this equation, we can still use the Fourier
series Eq. (13) but with the k = 0 mode removed

g++(z, z′) =
1

L2

∑
k6=0

eik·(r−r
′)

i(kx + iky)
. (17)

The constant c turns out to be −1/L2 and the explicit
expression for g++ is

g++(z, z′) =
1

2πL

θ′1( z−z
′

L |i)
θ1( z−z

′

L |i)
+ i

y − y′

L2
. (18)

All these results are analogous to the Moore-Read wave-
functions on a torus35–37.

IV. WAVEFUNCTIONS IN A DOUBLE WALL
GEOMERTY

In this section we calculate the wavefunctions of
ground states in a double wall geometry, in which a
px+ipy superconductor is separated from the vacuum re-
gion by two straight walls located at x = 0 and x = W , as
shown in Fig. 1. For simplicity, we take the y dimension
to be infinite. The Hamiltonian is still given in Eqs. (4)
and (5), with S being the shaded region in Fig. 1. Out-
side the region S we set the chemical potential µ = −∞
and consequently the wavefunctions vanishes outside S
and at the boundary ∂S (near the two walls). As before,

the boundary term K̂bound in Eq. (5) vanishes. Naively,
we may think that we could solve Eq. (7) subject to the
boundary condition

g(z, z′) = 0 for z ∈ ∂S or z′ ∈ ∂S. (19)

However, we quickly find that such a solution does not
exist since a meromorphic function g(z, z′) can only have
isolated zero points unless identically zero. Indeed, it
can be proved that the Hamiltonian Eq. (4) does not
have a zero energy ground state in this geometry. To get
rid of this difficulty, in this paper we slightly modify the
Hamiltonian near the boundary so that it allows a zero-
energy ground state and our previous method can still
be applied. This is similar to the approach in 1D case
in Ref. [38]. We modify the bulk Hamiltonian K̂bulk in
Eq. (5) to

K̂ ′bulk =

∫
S

1

2m
(2∂zψ

†
z − 2∂z lnα ψz − α2ψz)

×(2∂z̄ψz − 2∂z̄ lnα ψz − α2ψ†z)d
2z, (20)
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where

α(x) =

{
(1− e−λx)[1− e−λ(W−x)], 0 ≤ x ≤W,
0, 0 < x or W < x,

(21)

λ > 0 is a free parameter, and add a smoothed out bound-
ary term

K̂ ′1 =

∫
S

[∆(z, z′)ψ†zψ
†
z′ + µ(z, z′)ψ†zψz′ + h.c.]d2zd2z′,

(22)
where the functions ∆(z, z′), µ(z, z′) are defined in ap-
pendix C (they are functions exponentially localized at
the boundary and decay exponentially fast as |z − z′| →
∞). Note that as λ → ∞ the Hamiltonian K̂ ′bulk +

K̂ ′1, with modifications near the boundaries, is precisely
Eq. (5) with hard-wall open boundary condition. The

K̂ ′1 is carefully chosen so that it commutes with K̂ ′bulk
and therefore they can be chosen to have common eigen-
states. In the following we sketch the solution of this
model in the main text, with Appendix C filling in the
mathematical details. Using the explicit expressions of
∆(z, z′), µ(z, z′) in Eq. (C2), K̂ ′1 can be diagonalized as

K̂ ′1 =

∫ +∞

0

k(γ†k,Lγk,L + γ†−k,Rγ−k,R)dk, (23)

where the chiral edge modes γk,a are defined in Eq. (C5),

they satisfy γ†k,a = γ−k,a, with a = L,R, γk,L is localized
at the left boundary and γk,R is localized at the right
boundary, and they have anticommutation relations

{γk,a, 2∂z̄ψz − 2∂z̄ lnα ψz − α2ψ†z} = 0,

{γk,a, γk′,b} = δ(k + k′)δab, for ∀k, k′ ∈ R, z ∈ S.
(24)

In the following we show how to construct zero energy
ground states |G〉 that are annihilated by both γk,L and
γ−k,R for k > 0 and 2∂z̄ψz − 2∂z̄ lnαψz − α2ψ†z for ∀z.
We use the ansatz state

|G〉 = |G[α,g]〉 ≡

exp

[
1

2

∫
S

g(z, z′)α(z)α(z′)ψ†zψ
†
z′d

2zd2z′
]
|0〉, (25)

instead of Eq. (6). The requirement that (2∂z̄ψz −
2∂z̄ lnαψz−α2ψ†z)|G〉 = 0 still leads to Eq. (7), while the
condition γk,L|G〉 = γ−k,R|G〉 = 0 proves to be equiva-
lent to:∫ +∞

−∞
eikyg(iy, z′)dy =

∫ +∞

−∞
e−ikyg(W + iy, z′)dy = 0.

(26)
Appendix C shows that in this case, the unique solu-
tion of g(z, z′) satisfying Eqs. (7) and (26) is g(z, z′) =
1/2π(z − z′). There is another ground state with odd
fermion parity, which can be obtained by acting the Ma-
jorana edge mode γk=0,L (or γk=0,R) on |G[α,g]〉; the re-
sulting state is degenerate because γk=0,L commutes with

FIG. 1: Topological superconducting phase of the 2D px+ ipy
model in double wall geometry. Two straight domain walls
are located at x = 0 and x = W , with x < 0 and x > W
being vacuum and 0 < x < W being the topological super-
conducting phase. The y dimension is taken to be infinite for
simplicity. The insets show the wave functions of Majorana
edge modes γ0,L, γ0,R exponentially localized near the domain
walls.

the Hamiltonian K̂ ′bulk + K̂ ′1. In summary, the two de-
generate ground states are47

|Ge〉 = exp

[
1

4π

∫
S

α(z)α(z′)

z − z′
ψ†zψ

†
z′d

2zd2z′
]
|0〉,

|Go〉 =

∫
S

α(z′)ψ†z′d
2z′|Ge〉. (27)

It is interesting to point out that the wavefunctions of
all those excited states with only chiral edge excitations
could also be exactly obtained. For example, if we set

gkk′(z, z
′) =

1

2π

1

z − z′
− ξ

2
(e−kz−k

′z′ − e−kz
′−k′z) (28)

in Eq. (25), where ξ ∈ C and k, k′ ≥ 0, then the state
|Gkk′〉 = |G[α,gkk′ ]

〉 represents a coherent superposition
of the ground state and the state with two chiral edge
modes with momentum k and k′ at the left boundary,
i.e.

|Gkk′〉 = |Ge〉+ ξckck′γ
†
k,Lγ

†
k′,L|Ge〉, (29)

where ck, ck′ are unimportant complex constants. The
function gkk′(z, z

′) also satisfies Eq. (7) since the ad-

ditional part e−kz−k
′z′ − e−kz

′−k′z is holomorphic in z
and z′, so the state |Gkk′〉 minimizes K̂ ′bulk as well, i.e.
it doesn’t excite the bulk Hamiltonian. The condition
Eq. (26) is no longer satisfied for k and k′, therefore

|Gkk′〉 excites K̂ ′1, and for ξ → ∞ it is an eigenstate

of K̂ ′1 [as well as the total Hamiltonian, since γ†k,L are

eigenmodes of K̂ ′1 in virtue of Eqs. (23) and (24)] with
energy E = k + k′.

V. WAVEFUNCTIONS IN AN UNBOUNDED 2D
PLANE WITH 2M VORTICES

In this section we further generalize our method to
vortex geometries and obtain degenerate ground state
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wavefunctions with arbitrary number of vortices.
We consider the geometry shown in Fig. 2, with 2M

vortices at η1, η2, . . . , η2M , respectively. We assume that
the distance between any two vortices is large enough,
|ηi − ηj | � 1, so that chiral edge modes of different vor-
tices do not overlap. Each vortex has a circular core
region of radius r0 � 1 inside which we set the chemical
potential to µ = −∞ (so that wavefunctions vanish in
the core region). We use the gauge convention in which
the superconducting order parameter is uniform, and the
magnetic field inducing the vortices is implemented by
enforcing the fermion fields to be anti-periodic around

each vortex ψ†θ+2π = −ψ†θ.
The Hamiltonian of the system is formally the same

as Eqs. (20) and (22), with S denoting the shaded su-
perconducting region in Fig. 2, and the definition of α is
replaced by

α(z) =

{ ∏2M
i=1

[
1− e−λ(|z−ηi|−r0)

]
, z ∈ S,

0, z /∈ S,
(30)

and again ∆(z, z′), µ(z, z′) are chosen so that K̂ ′1 com-

mute with K̂ ′bulk (in this case they are functions exponen-
tially localized around vortices, see Appendix C for their
definitions). Using the expressions of ∆(z, z′), µ(z, z′) in

Eq. (C15), we can diagonalize K̂ ′1 as

K̂ ′1 =

2M∑
j=1

∑
n∈Z+

nγ†n,jγn,j , (31)

where γn,j [see Eq. (C18) for explicit expression] is the
chiral edge mode localized at the j-th vortex and they

satisfy γ†n,j = γ−n,j , 1 ≤ j ≤ 2M , and have anticommu-
tation relations

{γn,j , 2∂z̄ψz − 2∂z̄ lnαψz − α2ψ†z} = 0,

{γn,j , γn′,j′} = δn,−n′δjj′ ,

for ∀n, n′ ∈ Z, 1 ≤ j, j′ ≤ 2M, z ∈ S. (32)

Therefore, any zero energy ground states |G〉 should be
annihilated by both γn,j for ∀n > 0, 1 ≤ j ≤ 2M and
2∂z̄ψz − 2∂z̄ lnαψz − α2ψ†z for ∀z. To construct them
explicitly, we can still use the ansatz state |G[α,g]〉 in
Eq. (25). The requirement that (2∂z̄ψz − 2∂z̄ lnαψz −
α2ψ†z)|G[α,g]〉 = 0 still leads to Eq. (7), while in this case
the condition γn,j |G〉 = 0 (for n > 0) is equivalent to (see
Appendix C for details):∮

|z−ηj |=r0
(z − ηj)n−1/2g(z, z′) = 0. (33)

In the following subsections we discuss how to find so-
lutions to Eqs. (7) and (33) with increasing number of
vortices.

A. Two vortices (M = 1) case

The solution to Eqs. (7) and (33) with two vortices at
η1, η2 is determined by the following properties:

FIG. 2: Topological superconducting phase in an unbounded
2D plane with 2M vortices located at η1, η2, . . . , η2M . In this
figure we show the 2M = 4 case. In our gauge convention
fermion fields acquire a minus sign on going around each vor-
tex.

(a) For the integral in Eq. (6) to be well-defined, g(z, z′)
should be multiplied by a phase factor eiπ when z or z′

wind around a vortex (η1 or η2), in accordance with our
gauge convention that the fermion fields are anti-periodic
around each vortex.
(b) The solution to Eq. (7) in an unbounded 2D vortex-
free plane is given by g0(z, z′) = 1

2π
1

z−z′ , see Eq. (11).
Thus a natural guess for the asymptotic behavior of
g(z, z′) as z →∞ is g(z, z′) ∼ 1/z (with z′ fixed).
(c) In virtue of Eqs. (7) and (9), g(z, z′) should have a
pole at z → z′ with residue 1/2π.
(d) The condition Eq. (33) for ∀n > 0 indicates that
g(z, z′)

√
z − ηj is analytic at z = ηj , as can be seen by

considering the Laurent series of g(z, z′)
√
z − ηj in the

vicinity of z = ηj .
One function satisfying all these conditions is

g1,2(z, z′) =
1

4π

1

z − z′

[√
(z − η2)(z′ − η1)

(z − η1)(z′ − η2)
+ (z ↔ z′)

]
,

(34)
and it can be checked that this is indeed a solution to
Eq. (7). To prove that it is the unique solution, we con-
sider the difference between g12(z, z′) and g(z, z′) (a pos-
sibly different solution):

g(z, z′) = g1,2(z, z′)+
f(z, z′)√

(z − η1)(z − η2)(z′ − η1)(z′ − η2)
.

(35)
where f(z, z′) = −f(z′, z). Now consider f(z, z′) as a
function of z for a fixed z′. Eq. (7) requires f(z, z′) is
a meromorphic function of z and can only have poles at
z = η1, z = η2 and z = ∞. The condition (c) above re-
quires that f(z, z′) should be bounded as z → ∞ (for
z′ fixed), while the condition (d) above requires that
f(z, z′) should have no pole at z = η1 or z = η2. In
summary, f(z, z′) must be analytic everywhere on the
complex plane and is bounded when z → ∞, thus from
Liouville’s theorem, f(z, z′) is at most a constant (pos-
sibly dependent on z′). Requiring further that f(z, z′)
is anti-symmetric, we know that f(z, z′) must be the
zero function. Thus g1,2(z, z′) is the unique solution to
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Eqs. (7) and (33), meaning that |Ge〉 = |G[α,g12]〉 is the
unique ground state with even fermion parity in this ge-
ometry. The state with odd fermion parity is obtained
by acting either γn=0,j=1 or γn=0,j=2 (the Majorana zero
mode operators localized near η1,2, respectively) on |Ge〉,
resulting in the state (we have dropped some constant
factors)

|Go〉 =

∫
S

√
η1 − η2

(z − η1)(z − η2)
α(z)ψ†zd

2z|Ge〉. (36)

Similar to the double wall geometry, the wavefunctions
of all those excited states with only chiral edge excita-
tions could be exactly obtained. To make the following
expressions simpler, let’s set η1 = 0, η2 =∞. The ground
state wavefunction g1,2(z, z′) in Eq. (34) now simplifies
to

g0(z, z′) =
1

4π

1

z − z′

[√
z

z′
+

√
z′

z

]
. (37)

Then, analogous to Eq. (28), we construct the wavefunc-
tion

gmn(z, z′) = g0(z, z′)− ξ

2
[z−m−1/2z′−n−1/2 − (z ↔ z′)],

(38)
where ξ ∈ C and m,n ≥ 0, then the resulting state
|Gmn〉 = |G[α,gmn]〉 represents a coherent superposition
of the ground state and the state with two chiral edge
modes (localized at η1) with momentum m and n (see
Appendix C 2 for derivations), i.e.

|Gmn〉 = |Ge〉+ ξcmcnγ
†
m,1γ

†
n,1|Ge〉, (39)

where cm, cn are some unimportant complex con-
stants. The functions gmn(z, z′) still satisfy Eq. (7) but√
zgmn(z, z′) has a pole at z = 0, which violates Eq. (33)

or the condition (d) above, meaning that |Gmn〉 is not
annihilated by γm,1 or γn,1, and in the limit ξ →∞ it is
an excited state with energy E = m+ n.

B. Four vortices (M = 2) case

Now we try to obtain the solutions to Eqs. (7) and (33)
in case of 4 vortices located at η1, η2, η3, η4, respectively.
The conditions (a)-(d) in the previous subsection are still
valid in this case, with the only complication being that
there are two more vortices now. Directly generalizing
Eq. (34), we get one solution

g12,34(z, z′) =

[√
(z − η1)(z − η2)(z′ − η3)(z′ − η4)

(z′ − η1)(z′ − η2)(z − η3)(z − η4)

+(z ↔ z′)

]
1

4π(z − z′)
. (40)

By permuting the indices 1, 2, 3, 4 we get two different
solutions g13,24(z, z′) and g14,23(z, z′). However, we can

prove that (see Appendix D 1) the corresponding states
|G12,34〉, |G13,24〉, |G14,23〉 [constructed by Eq. (25)] are
linearly dependent

η12η34|G12,34〉 = η13η24|G13,24〉 − η14η23|G14,23〉, (41)

where ηij ≡ ηi − ηj , meaning that the degeneracy in the
even parity sector is actually two-fold. We can construct
an orthogonal basis for these states

|00〉 =
√
N00(λ00|G13,24〉+ λ̄00|G14,23〉),

|11〉 =
√
N11(λ11|G13,24〉+ λ̄11|G14,23〉), (42)

where N00(11) =
√
η13η24±

√
η14η23, λ00 =

√
η13η24/N00,

λ11 =
√
η13η24/N11, λ̄00 = 1 − λ00 and λ̄11 = 1 − λ11.

These two states form the occupation number basis of
the non-local fermions χ1 = (γ0,1 +iγ0,2)/2, χ2 = (γ0,3 +
iγ0,4)/2, where γ0,j is the Majorana edge mode localized
at ηj (see Appendix D). They satisfy χ1|00〉 = χ2|00〉 =

0, |11〉 = χ†1χ
†
2|00〉. Therefore, they are orthogonal and

have equal norm. In Sect. V D we will use Eqs. (40)-(42)
to study the non-Abelian statistics of the vortices.

C. General 2M vortices case

We now study the general case with 2M vortices. The
direct generalization of Eqs. (34) and (40) is

gB(z, z′) =
1

4π

1

z − z′

[√
(z − ηB̄)!(z′ − ηB)!

(z − ηB)!(z′ − ηB̄)!
+ (z ↔ z′)

]
,

(43)
where B is an arbitrary subset of S = {1, 2 . . . 2M} with
exactly M elements, |B| = M , B̄ ≡ S−B, and (z− ηB)!
is a collective symbol defined as

(z − ηB)! ≡
∏
j∈B

(z − ηj). (44)

There are
(

2M
M

)
different choices of B, giving rise to(

2M
M

)
/2 different ground states |G[α,gB ]〉 (notice that gB

and gB̄ are always the same). However, these states are
linearly dependent and they form an overcomplete ba-
sis of the ground state subspace. In Appendix D 1 we
prove that the space spanned by all these states is actu-
ally 2M−1-dimensional. This is consistent with the fact
that with 2M vortices there are 2M independent Majo-
rana edge modes γ0,1 . . . γ0,2M , which could be combined
to M Dirac fermion modes χj = (γ0,2j−1 + iγ0,2j)/2, j =
1 . . .M , resulting in 2M degenerate ground states, 2M−1

of which are in the even particle number sector.
We can construct an orthogonal basis for the (even

parity) ground state subspace as follows. Let J denote a
subset of {2j − 1|1 ≤ j ≤ M} with an even number of
elements. We try to construct a ground state |GJ〉 that

is annihilated by χj if (2j−1) /∈ J and annihilated by χ†j
if (2j−1) ∈ J . In other words, we label the even fermion
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parity ground states by a set J containing all the numbers

2j−1 satisfying n̂j |GJ〉 = |GJ〉, where n̂j = χ†jχj (hence

|J | is required to be even). It can be proved that (see
Appendix D 2) the ground state |GJ〉 =

√
NJ |G[α,gJ ]〉

with

gJ(z, z′) =
1

4π

1

z − z′
1

NJ

∑
B

λJB

[√
(z − ηB̄)!(z′ − ηB)!

(z − ηB)!(z′ − ηB̄)!

+(z ↔ z′)] (45)

satisfies this condition, where the summation is over all
possible subsets B of S = {1, 2 . . . 2M} such that exactly
one of {2j−1, 2j} appears in B for each 1 ≤ j ≤M (there
are 2M different choices of B in total). The coefficient
λJB is defined as

λJB =
∏

i<j∈B

√
ηi − ηj

√
ηĩ − ηj̃ (−1)|J∩B| (46)

where the notation m̃ exchanges 2j−1 and 2j (e.g. 1̃ = 2,
4̃ = 3), and NJ =

∑
B λ

J
B guarantees the correct residue

of gJ(z, z′) at z = z′ [i.e. to satisfy Eq. (7) or the condi-
tion (d) in Sect. V A]. There are 2M−1 different choices
of J in total, and the ground states |GJ〉 are orthogo-
nal to each other48. The ground states with odd fermion
parity can be obtained by acting Majorana operators on
|GJ〉, giving rise to 2M−1 linearly independent states (for
example, {γ0,j=1|GJ〉, for ∀J} is an orthogonal basis for
the odd parity ground state subspace, see Appendix D 2
for their explicit expressions).

D. Non-Abelian statistics of the vortices

The statistics of vortices in px+ ipy superconductors is
already established in a general setting in Ref. [9], where
the author searched for a unitary operator τ(Ti) that
induces the braiding operation

Ti :


γi → γi+1,

γi+1 → −γi,
γj → γj , for j 6= i and j 6= i+ 1.

(47)

Namely, the author constructed a Hilbert space repre-
sentation of the braid group in terms of the Majorana
fermion operators. The explicit formula for this repre-
sentation is

τ(Ti) = exp
(π

4
γi+1γi

)
=

1√
2

(1 + γi+1γi), (48)

where γi is the Majorana operator localized at vortex
ηi. It can be easily checked that τ(Ti) given in Eq. (48)
indeed induce the braiding operation Eq. (47) in the
sense τ(Ti)γj [τ(Ti)]

−1 = Ti(γj). Using the represen-
tation Eq. (48), the author studied how ground states
evolve under braiding, since the actions of γi on the
ground states are known.

In this paper we use a different approach to study the
non-Abelian statistics of the vortices. With the analytic
wavefunctions Eq. (45) at hand, we can verify the non-
Abelian statistics by explicitly doing the analytic contin-
uation of the wavefunctions and calculating the Berry’s
matrix associated with the each braiding process. For
simplicity we focus on the case of 2M = 4, where the
wavefunctions are given in Eqs. (40)-(42). This approach
is similar to the approach of Ref. [39], where the au-
thors verified the non-Abelian statistics of the quasiholes
in ν = 5/2 FQH system by doing the explicit analytic
continuation of the wavefunctions (and calculating the
associated Berry’s matrix) under quasihole exchange.

We denote by B̂j,j+1 the unitary evolution operator
corresponding to a counterclockwise exchange of vortices
j and j + 1. This is a quantum operator that acts on
the space of ground states. One can decompose the op-
erator B̂j,j+1 into a product of three terms: B̂j,j+1 =

eiφU (j,j+1)B̃j,j+1, where eiφ is an overall Abelian phase
factor (including a dynamical phase, a geometrical phase
and the Abelian part of the topological phase factor),
which we will ignore henceforth, U (j,j+1) is the Berry’s
matrix, and B̃j,j+1 accounts for the explicit evolution
due to the analytic continuation of the wavefunctions de-
fined in Eq. (42). Specifically, B̃j,j+1 accounts for the
change of the wavefunctions when they are considered
as functions of the {ηj} and one counterclockwise ex-
changes vortices ηj and ηj+1. For example, we have

B̃12
√
η1 − η2 = i

√
η1 − η2, B̃12

√
η1 − η3 =

√
η2 − η3,

etc.
Hence the transformation of the ground state under

adiabatically exchanging vortices j and j + 1 is

|Gα〉 →
∑
β

U
(j,j+1)
βα B̃j,j+1|Gβ〉 ≡ B̂j,j+1|Gα〉, (49)

where α, β are collective labels of ground states. It has
been proved in Ref. [39] that if the basis wavefunctions
|Gα〉 satisfy the following two properties:
(1) 〈Gα|Gβ〉 = Cδαβ , where C is a constant independent
of α, β;
(2) All the basis wavefunctions |Gα〉 are complex ana-
lytic (can be multivalued) functions of all the vortex po-
sitions ηj , j = 1, 2, . . . , 2M ,
then the Berry’s matrix is proportional to the identity

matrix U
(j,j+1)
βα ∝ δβα. Since the above two conditions

are satisfied by our wavefunctions in Eq. (42) (remember
that wavefunctions are only defined at z 6= ηj and vor-

tices are well-separated ηi 6= ηj for ∀i, j), B̂j,j+1 is equal

to B̃j,j+1 up to an overall Abelian phase factor.
We first analyze the braiding of vortices 1, 2. Here we

need to calculate B̃12|00〉 and B̃12|11〉. Notice that B̃12

induces the following transformation rules

|G13,24〉 ↔ |G14,23〉,
λ00 ↔ λ̄00,√
N00 →

√
N00,√

N11 → i
√
N11, (50)
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leading to the evolution

|00〉 → |00〉, |11〉 → i|11〉. (51)

Similarly, it can be checked that B̃34 gives the same trans-
formation.

More interesting things happen if we braid vortices 2, 3.
We have

B̃23|00〉 =
√
N ′(λ′|G12,34〉+ λ̄′|G14,23〉), (52)

where N ′ =
√
η12η34 + i

√
η14η23 = i

2 (
√
N00 − i

√
N11)2,

and λ′ =
√
η12η34/N

′. Expanding |G12,34〉, |G14,23〉 in
the basis of |00〉, |11〉 using Eqs. (41) and (42) we get

B̃23|00〉 =
e
π
4 i

√
2

(|00〉 − i|11〉). (53)

Similarly we have

B̃23|11〉 =
e
π
4 i

√
2

(|11〉 − i|00〉). (54)

In summary we have the matrix representations of braid
operators

B̂12 = B̂34 =

[
1 0
0 i

]
, B̂23 =

e
π
4 i

√
2

[
1 −i
−i 1

]
, (55)

which exactly reproduce the results in Ref. [9] (which con-
sidered the universal properties for a px + ipy supercon-

ductor), up to an overall phase factor eπi/4. [Note: The
Abelian phase factor cannot be determined by Ivanov’s
approach since he was constructing a projective represen-
tation of the braid group. In our approach we have been
ignoring an overall Abelian phase factor; to calculate this
Abelian phase factor (including a geometric part and a
topological part), we need to calculate the normalization
factor C = 〈Gα|Gα〉 as a function of the vortex positions
ηj . This proves to be difficult, so we leave this as an open
question.]

VI. NUMBER-CONSERVING HAMILTONIANS
WITH EXACT PROJECTED MEAN-FIELD

STATES

As the mean-field picture of topological supercon-
ductors breaks particle number-conservation, there have
been considerable theoretical effort to characterize Ma-
jorana zero modes in number-conserving, interacting
systems29,30,40–44, which is important in cold atom real-
izations and in understanding how much the mean-field
description survives in interacting systems. Previous ap-
proaches are mostly focused on the 1D case, where spe-
cial tools are available. In this section we show how to
use the special point studied throughout this paper to
construct 2D number-conserving Hamiltonians with ex-
act projected mean-field states, following the general con-
struction in Ref. [28]. Let’s consider translation invariant

geometries first. Recall from Sect. III that the ground
state |G〉 is annihilated by the operator 2∂z̄ψz − ψ†z for

∀z ∈ S. Therefore, defining Âzz′ ≡ ψ†z′2∂z̄ψz+ψ†z2∂z̄′ψz′ ,
we have

Âzz′ |G〉 ≡ (ψ†z′2∂z̄ψz + ψ†z2∂z̄′ψz′)|G〉
= [ψ†z′(2∂z̄ψz − ψ

†
z) + ψ†z(2∂z̄′ψz′ − ψ

†
z′)]|G〉

= 0. (56)

Therefore, |G〉 must be a ground state of the number-
conserving Hamiltonian

Ĥ =

∫
S

W (z1, z2; z3, z4)A†z1,z2Az3,z4

4∏
j=1

d2zj , (57)

where W (z1, z2; z3, z4) is a positive semidef-
inite Hermitian matrix49, in the sense that∫
f∗(z1, z2)W (z1, z2; z3, z4)f(z3, z4)

∏4
j=1 d

2zj ≥ 0,

for an arbitrary function f(z1, z2). For example, we can
choose W (z1, z2; z3, z4) = e−λ|z1−z3|δ2(z1 − z2)δ2(z3 −
z4)/4 in Eq. (57) where λ > 0, after rearranging terms
we get

Ĥ =

∫
S

∇ψ†z · ∇ψzd2z (58)

+ 4

∫
S

e−λ|z−z
′|ψ†z(∂z′ψ

†
z′)ψz′∂z̄ψzd

2zd2z′.

The ground state of Ĥ [for both Eqs. (57) and (58)]
with 2N particles (for −−,−+,+− boundary conditions)
is given by the projected mean-field state

|G2N 〉 = P̂2N |G[g]〉

=
1

N !

[
1

2

∫
g(z, z′)ψ†zψ

†
z′d

2zd2z′
]N
|0〉, (59)

and the ground state |G2N+1〉 for ++ periodic boundary
condition could be obtained in a similar way.

In translation non-invariant geometries with walls or
vortices, all the degenerate ground states |G〉 are annihi-
lated by the operator 2∂z̄ψz − 2∂z̄ lnα ψz − α2ψ†z where
α(z) is given in Eq. (21) for the wall case and in Eq. (30)
for the vortices case. A second set of annihilators are the
chiral edge modes with positive energy: γk,L, γ−k,R for
k > 0 in the wall case and γj,n for j = 1, . . . , 2M, n > 0
in the vortices case, they all need to annihilate the ground
states to minimize K̂ ′1 in Eqs. (23) and Eq. (31). From
now on let us focus on the case with vortices for sim-
plicity. Let γj,n = ûj,n + v̂†j,n, where ûj,n, v̂

†
j,n denote

the creation and annihilation part of γj,n [see Eq. (C18)],
respectively. Three different sets of number-conserving
operators are

Â
(1)
zz′ = α2(z′)ψ†z′(2∂z̄ψz − 2∂z̄ lnα ψz) + (z ↔ z′)

Â(2)
zn = v̂†n(2∂z̄ψz − 2∂z̄ lnα ψz)− α2(z)ψ†zûn

Â(3)
mn = v̂†nûm + v̂†mûn, (60)
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all of which annihilate |G〉. The number-conserving
Hamiltonian can in general be constructed as

Ĥ =
∑
i,j

HijÂ
†
i Âj , (61)

where we use j to collectively label the annihilators in
Eq. (60), Hij is a positive semi-definite Hermitian ma-

trix as before50. The explicit form of Ĥ may be quite
involved, but they are essentially the translation invari-
ant version Eq. (57) with modifications at the boundary.

Before ending this section, we mention a question
which we are up to now unable to solve rigorously. Hav-
ing seen that the ground states of the number-conserving
model with 2M vortices are given by the particle number
projected mean-field states, it is natural to ask whether
these projected ground states have the same non-Abelian
statistics as the unprojected ones. This is an important
issue because the number-projected states are better de-
scriptions of realistic physical systems. Naturally we may
guess that in the thermodynamic limit all the physical
properties (including non-Abelian statistics) of the pro-
jected and unprojected states should be the same, anal-
ogous to the equivalence between canonical and grand
canonical ensembles. Reexamining the arguments below
Eq. (49), one can see that as long as the mean-field basis
states are still orthogonal and have equal norm after par-
ticle number projection, i.e. 〈Gα|P̂N |Gβ〉 = Cδαβ (where
|Gα,β〉 are the basis states we have been using, for exam-
ple |00〉, |11〉), the statistics would be the same (since
obviously the projected wavefunctions are still complex
analytic and have the same explicit analytic continuation
under vortex exchange). Unfortunately, we are so far un-
able to rigorously prove this orthogonality property (at
least up to corrections that vanish in the thermodynamic
limit), so we leave this as an open question.

VII. SUMMARY

We have shown how to obtain exact analytic expres-
sions of the ground state wavefunctions in Read and
Green’s mean-field model of px + ipy superconductor at
the special point µ = m∆2/2. By taking an appropri-
ate ansatz wavefunction, the task of solving many-body
Schrödinger equation reduces to solving a first order par-
tial differential equation of two complex variables sub-
ject to certain boundary conditions. Using this method,
we obtained ground state wavefunctions in translation
non-invariant geometries with walls and vortices, for a
Hamiltonian with special modified boundary terms. As
an application of these wavefunctions, we studied the
non-Abelian statistics of the vortices by doing the ex-
plicit analytic continuation of these wavefunctions and
calculating the associated Berry’s matrix. The evolution
matrices obtained this way exactly reproduce the result
of an earlier paper9 that was based on general arguments.
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Appendix A: Derivation of some identities

1. Proof of Eq. (9)

Here we need to prove

1

π
∂z̄

1

z − z′
= δ2(z − z′).

First notice that when z 6= z′ where 1/(z−z′) is complex
analytic, both sides vanish. Near z = z′, we have∫

S

d2z
1

π
∂z̄

1

z − z′
= − i

2π

∮
∂S

dz
1

z − z′
= 1,

where S is a circle region |z−z′| ≤ δ, and we used Green’s
integral formula

2

∫
S

∂z̄F (z, z̄)d2z =

∫
S

∂z̄F (z, z̄)dzdz̄ = −i
∮
∂S

F (z, z̄)dz.

2. Proof of Eq. (12)

Let k = kx + iky, k̄ = kx − iky. We have∫
eik·r

k
d2k =

2

iz

∫
1

k
∂k̄e

i
2 (k̄z+kz̄)d2k

=
2

iz

∫ {
∂k̄

[
1

k
e
i
2 (k̄z+kz̄)

]
− πδ2(k)

}
d2k

=
2πi

z
− 1

z
lim
K→∞

∮
|k|=K

1

k
e
i
2 (k̄z+kz̄)dk

The last term can be evaluated by the residue theorem:∮
|k|=K

1

k
e
i
2 (k̄z+kz̄)dk

=

∮
|k|=K

1

k

∑
n≥0

(−1)n

(2n)!22n
(
K2

k
z + kz̄)2ndk

= 2πi
∑
n≥0

(−1)n

(n!)2
(K|z|/2)2n

= 2πi J0(K|z|), (A1)

where Jν(x) is the Bessel function of the first kind. Since
limx→∞ J0(x) = 0, we have∫

eik·r

k
d2k =

2πi

z
. (A2)
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ζx ζy
θ1(z|i) -1 -1
θ2(z|i) -1 +1
θ3(z|i) +1 +1
θ4(z|i) +1 -1

TABLE I: Quasiperiodicity of Jacobi theta functions θj(z|i).

3. Proof of Eq. (14)

We first prove that the functions g+−, g−+, g−− given
in Eq. (14) are solutions to Eq. (7) with the correspond-
ing boundary conditions. The Jacobi theta functions
θj(z|i), j = 1, 2, 3, 4 satisfy the quasiperiodicity relations

θj(z + 1|i) = ζxθj(z|i), θj(z + i|i) = ζye
π−2πizθj(z|i),

(A3)
where the values of ζx,y for θj(z|i) are listed in Table I.
From this, it is easy to check that g+−, g−+, g−− satisfy
their corresponding boundary conditions, e.g. g+−(z +
L, z′) = +g+−(z, z′), g+−(z + iL, z′) = −g+−(z, z′).

We now proceed to prove that g+−, g−+, g−− satisfy
Eq. (7). Take g+−(z, z′) as an example. Since θ2(z|i)
is holomorphic and the only (first order) zero points
of θ1(z|i) are z = a + bi, a, b ∈ Z, it follows that
2∂z̄g+−(z, z′) = 0 except at z = z′ + a + bi, a, b ∈ Z.
Near z = z′, for an arbitrary analytic function f(z) we
have ∫

|z|≤δ
f(z)2∂z̄g+−(z, z′)d2z

=

∫
|z|≤δ

2∂z̄[f(z)g+−(z, z′)]d2z

= −i
∮
|z|=δ

[f(z)g+−(z, z′)]dz

= f(z′) (A4)

where in the last line we used the fact that the residue of
g(z, z′) at z = z′ is 1/(2π). Therefore g+−(z, z′) satisfies
Eq. (7) at z = z′. From the periodicity of g+−(z, z′)
we know that g+−(z, z′) satisfies Eq. (7) in the whole
complex plane.

The uniqueness of the solution to Eq. (7) in a given
(anti-) periodic boundary condition can be proved simi-
larly to the case of infinite plane, using Liouville’s theo-
rem. Therefore, the expressions in Eq. (13) and Eq. (14)
must be equivalent as they both solve Eq. (7).

Appendix B: Regularization of the model

The ground states constructed in equations like
Eq. (11) have the problem of being non-normalizable
since the function g(z, z′) always has a pole at z = z′.
The divergence of the normalization results from the un-
physical choice of setting ∆(k) to a constant in Eq. (1)
rather than having ∆(k)→ 0 for large k. We can expose

the physical meaning as well as the appropriate regular-
ization of this divergence by considering our model as the
limit of a series of well-defined models with normalizable
ground states. As an example, we consider the family of

mean-field Hamiltonians K̂(a) = K̂
(a)
bulk + K̂bound where

K̂
(a)
bulk =

∫
S

[
2∂zψ

†
z −

∫
S

δ2
a(z − z′)ψz′d2z′

]
×
[
2∂z̄ψz −

∫
S

δ2
a(z − z′′)ψ†z′′d

2z′′
]
d2z (B1)

and

δ2
a(z − z′) =

1

2πa2
exp

(
−|z − z

′|
a

)
, (B2)

with a > 0 being a real constant. Since lima→0δ
2
a(z −

z′) = δ2(z−z′), the mean-field Hamiltonian K̂ in Eq. (4)

can be considered as the a → 0 limit of K̂(a). It is easy
to check that the ground states of K(a) could still be
constructed by the exponential form of Eq. (6) in the
main text with g(z, z′) satisfying

2∂z̄g(z, z′) = δ2
a(z − z′). (B3)

With the sharp delta function in Eq. (7) replaced by a
well-defined function δ2

a(z − z′), the pole of g(z, z′) is
removed. For example, in regions far from edges and
vortices, Eq. (B3) has solution

ga(z, z′) =
1

2π(z − z′)

[
1−

(
1 +
|z − z′|
a

)
exp

(
−|z − z

′|
a

)]
.

(B4)
In the limit a → 0, ga(z, z′) gives back Eq. (11) in the
main text, but for any nonzero a, ga(z, z′) is free of poles
and in particular we have ga(z, z) = 0, and the ground
state is normalizable in a finite system. This justifies our
use of non-normalizable ground states.

Appendix C: The boundary Hamiltonian K̂′ and
chiral edge modes γk,a

In this section we present the mathematical details
about how to modify the Hamiltonian near the bound-
ary so that the system has zero-energy ground states. We
will show the definition of functions ∆(z, z′) and µ(z, z′)
in Eq. (22) and give the derivations from Eq. (23) to
Eq. (33).

1. The Double Wall Geometry

For simplicity we focus on the left boundary,
i.e. we only consider γk,L (abbreviated as γk) and
∆(z, z′), µ(z, z′) near the left boundary, and take the
right boundary to be sufficiently far away.
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As we mentioned in the main text, the functions
∆(z, z′), µ(z, z′) in Eq. (22) are chosen so that K̂ ′1 com-
mutes with 2∂z̄ψz − 2∂z̄ lnαψz − α2ψ†z for ∀z ∈ S. This
leads to differential equations for ∆(z, z′), µ(z, z′)

2∂z̄

[
µ(z, z′)

α(z)

]
+ α(z)∆∗(z, z′) = 0,

2∂z

[
∆∗(z, z′)

α(z)

]
+ α(z)µ(z, z′) = 0. (C1)

Without loss of generality, we can require the function
∆(z, z′) to be anti-symmetric ∆(z, z′) = −∆(z′, z) and
µ(z, z′) to be Hermitian µ∗(z, z′) = µ(z′, z), and in the
double wall geometry they are both required to be trans-
lation invariant in the y-direction (depend only on y−y′).
To find a nontrivial solution to Eq. (C1) we try the ansatz
solution

∆(z, z′) =

∫ +∞

−∞
kv−k(x)vk(x′)e−ik(y−y′)dk,

µ(z, z′) =

∫ +∞

−∞
kv−k(x)uk(x′)e−ik(y−y′)dk, (C2)

where the functions uk(x), vk(x) satisfy u−k(x) = v∗k(x)
and

(∂x − k)

[
vk(x)

α(x)

]
= α(x)uk(x),

(∂x + k)

[
uk(x)

α(x)

]
= α(x)vk(x), (C3)

and the normalization condition∫ ∞
0

[|uk(x)|2 + |vk(x)|2]dx = 1. (C4)

Though we could analytically solve Eq. (C3) only in the
large-λ limit (which we’ll present in a moment), we can
prove that there is a unique solution localized at the
boundary. With these solutions, Eq. (C2) completes the

definition of K̂ ′1. Inserting Eq. (C2) into Eq. (22), we get
Eq. (23), where

γk =

∫
S

eiky[uk(x)ψz + vk(x)ψ†z]d
2z, (C5)

and, in light of Eq. (C3) one can show that {γk, 2∂z̄ψz −
2∂z̄ lnαψz − α2ψ†z} = 0. The normalization condition
then gives rise to {γk, γk′} = δ(k + k′). This confirms
Eq. (24).

Let us now investigate how γk acts on the ground state
|G〉 in Eq. (25). Denoting uk(z) = eikyuk(x), vk(z) =
eikyvk(x), we have

γk|G〉 =

∫
S

[uk(z)ψz + vk(z)ψ†z]d
2z|G〉

=

∫
S

{
1

α
2∂z̄

[
vk(z)

α

]
ψz + vk(z)ψ†z

}
d2z|G〉

=

∫
S

[
ψ†z −

1

α
2∂z̄

(
ψz
α

)]
vk(z)d2z|G〉

− i

∮
∂S

vk(z)ψz
α2

dz|G〉, (C6)

where in the second line we used Eq. (C3) and in the
third line we integrated by parts. The term in the third
line of Eq. (C6) is zero since |G〉 is annihilated by αψ†z −
2∂z̄(ψz/α). Therefore

γk|G〉 = −i
∮
∂S

vk(z)ψz
α2(z)

dz|G〉

= −i
∮
∂S

vk(z)

α(z)
dz

∫
S

g(z, z′)α(z′)ψ†z′d
2z′|G〉

≡
∫
z′∈S

wk(z′)α(z′)ψ†z′d
2z′|G〉, (C7)

where in the second line we used Eq. (25) and defined

wk(z′) = −i
∮
∂S

vk(z)

α(z)
g(z, z′)dz. (C8)

Since the ground state |G〉 should be annihilated by γk
for ∀k > 0, we need to require wk(z′) ≡ 0 for ∀k > 0,
which is equivalent to Eq. (26) in the main text. We now
explicitly check that the function g(z, z′) = 1/2π(z − z′)
satisfies the condition Eq. (26) for k > 0. By completing
the contour integration and using the residue theorem,
we have

∫ ∞
−∞

eikydy

iy − z′
=


0, k > 0,

π, k = 0,

2πekz
′

k < 0.

(C9)

Applying Eq. (C9) to Eqs. (C8) and (C7), we get γk|G〉 =
0 for k > 0,

γk=0|G〉 =
vk=0(0)

2α(0)

∫
z′∈S

α(z′)ψ†z′d
2z′|G〉, (C10)

which verifies Eq. (27) and

γ†k|G〉 =
v−k(0)

α(0)

∫
z′∈S

α(z′)e−kz
′
ψ†z′d

2z′|G〉, (C11)

from which we can calculate γkγk′ |G〉:

γ†kγ
†
k′ |G〉 =

v−k′(0)v−k(0)

α(0)2
×∫

S

α(z)α(z′)e−kz−k
′z′ψ†zψ

†
z′d

2zd2z′|G〉, (C12)

thus, setting ck = α(0)/v−k(0), we have

(1 + ξckc
′
kγ
†
kγ
†
k′)|G〉 =

exp

[
−ξ
∫
α(z)α(z′)e−kz−k

′z′ψ†zψ
†
z′d

2zd2z′
]
|G〉,

which confirms Eqs. (28) and (29) in the main text.
We finally mention that the differential equations

Eq. (C3) can be analytically solved in the large-λ limit,
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in which α(x) = 1− e−λx becomes a step function. The
solution is

uk(x) =
i√
2π

√√
k2 + 1 + k α(x)e−

√
k2+1x,

vk(x) =
−i√
2π

√√
k2 + 1− k α(x)e−

√
k2+1x,(C13)

and ∆(z, z′), µ(z, z′) have simpler expresions

∆(z, z′) =

∫ ∞
−∞

k

2π

exp[−
√
k2 + 1(x+ x′) + ik(y − y′)]dk,

µ(z, z′) = (∂x − i∂y)∆(z, z′). (C14)

All the important results in this paper are, however, in-
dependent of this limit.

2. The Vortices Geometry

Since the vortices are far apart, we can treat them
independently when discussing the well-localized chiral
edge modes. For simplicity, in this section we focus on
any one of them, e.g. the j-th vortex. For simplicity, we
can set ηj at the origin ηj = 0. We abbreviate γn,j as γn
and only study ∆(z, z′), µ(z, z′) near the j-th vortex.

Our discussion of the vortex chiral edge modes is essen-
tially parallel to that in the double wall geometry. In or-
der that K̂ ′1 commutes with 2∂z̄ψz−2∂z̄ lnαψz−α2ψ†z for
∀z ∈ S, the functions ∆(z, z′), µ(z, z′) should again sat-
isfy differential equations Eq. (C1), and we again we re-
quire ∆(z, z′) to be anti-symmetric ∆(z, z′) = −∆(z′, z)
and µ(z, z′) to be Hermitian µ∗(z, z′) = µ(z′, z). In this
case they are both required to be anti-periodic around the
vortex ∆(ze2πi, z′) = −∆(z, z′), µ(ze2πi, z′) = −µ(z, z′).
To find a nontrivial solution to Eq. (C1) we try the ansatz

solution (where z = reiθ, z′ = r′eiθ
′
)

∆(z, z′) =

+∞∑
n=1

nv−n(r)vn(r′)ein(θ′−θ)e−i(θ
′+θ)/2,

µ(z, z′) =

+∞∑
n=1

nv−n(r)un(r′)ei(n+1/2)(θ′−θ), (C15)

where the functions un(r), vn(r) satisfy u−n(r) = v∗n(r)
and (

∂r −
n− 1/2

r

)[
vn(r)

α(r)

]
= α(r)un(r),(

∂r +
n+ 1/2

r

)[
un(r)

α(r)

]
= α(r)vn(r), (C16)

and the normalization condition∫ ∞
0

[|un(r)|2 + |vn(r)|2]rdr = 1. (C17)

Similarly to the double-wall case, by inserting Eq. (C15)
into Eq. (22) we get Eq. (31) where

γn =

∫
S

[un(z)ψz + vn(z)ψ†z]d
2z, (C18)

where un(z) = un(r)ei(n+1/2)θ, vn(z) = vn(r)ei(n−1/2)θ.
Eq. (C16) implies that {γk, 2∂z̄ψz−2∂z̄ lnαψz−α2ψ†z} =
0, and the normalization condition gives {γn, γn′} =
δn,−n′ . This confirms Eq. (32).

We now investigate how γn acts on the ground states
|G〉. The analog of Eq. (C7) in the vortex case is51

γn|G〉 =

∫
z′∈S

wn(z′)α(z′)ψ†z′d
2z′|G〉, (C19)

where

wn(z′) = i

∮
|z−ηj |=r0

vn(z)

α(z)
g(z, z′)dz. (C20)

Since the ground state |G〉 should be annihilated by γn
for ∀n > 0, we need to require wn(z′) ≡ 0 for ∀n > 0:

wn(z′) = i

∮
|z−ηj |=r0

vn(z)

α(z)
g(z, z′)dz

= i
vn(r0)

α(r0)r
n−1/2
0

∮
|z−ηj |=r0

(z − ηj)n−1/2g(z, z′)dz

= 0, (C21)

where we have used the fact that α(z) only depends on
|z − ηj | near the j-th vortex. Eq. (C21) is equivalent to
Eq. (33) in the main text. Then, Eqs. (36)-(39) can be
directly verified using Eqs. (C19)-(C20) and the contour
integral formula (for |z′| > r0)

1

2πi

∮
|z|=r0

zn−1/2

z − z′

(√
z

z′
+

√
z′

z

)
dz

=


0, n ≥ 0,

− 1√
z′
, n = 0,

−2(z′)n−1/2 n ≤ −1.

(C22)

Again, the differential equations Eq. (C16) can be an-
alytically solved in the large-λ limit (up to an overall
normalization factor):

un(r) = α(r)H
(1)
n+1/2(ir),

vn(r) = α(r)iH
(1)
n−1/2(ir), (C23)

where H
(1)
n (x) is the Hankel function of the first kind.

Equivalently, un(z), vn(z) can be represented as (up to
normalization)

u0(z) = −i e
−|z−ηj |
√
z̄ − η̄j

, v0(z) = i
e−|z−ηj |
√
z − ηj

,

un(z) = ∂nz̄ u0(z), vn(z) = ∂nz̄ v0(z),

u−n(z) = ∂nz u0(z), v−n(z) = ∂nz v0(z). (C24)
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Appendix D: Ground states with 2M vortices

In this section we prove some important statements
and equations in Sect. V. In Sect. D 1 we prove that the
space of even fermion parity ground state wavefunctions
corresponding to the solutions of Eqs. (7) and (33) in
2M vortices geometry is 2M−1-dimensional. In Sect. D 2
we prove that Eq. (45) gives an orthogonal basis for this
2M−1-dimensional ground state subspace.

1. Dimension of ground state subspace with 2M
vortices

In this subsection we prove that the dimension of the
ground state subspace (with even fermion parity) in 2M
vortices geometry is 2M−1. A similar problem was en-
countered in Ref. [8] where the authors proved that the
space of Moore-Read Pfaffian states with 2M quasiholes
is 2M−1 dimensional. Despite the similarity, our proof is
much simpler than theirs since in our case we are dealing
with the exponentiation of g(z, z′) [see Eq. (25)] rather
than the Pfaffian of g(z, z′).

We follow our notations in Sect. V C. As we have seen
in the main text, the problem of finding all the degen-
erate ground states (with even fermion parity) reduces
to finding all possible solutions to the differential equa-
tion Eq. (7) subject to boundary condition Eq. (33). As
we already know that Eq. (43) is a solution, similar to
Eq. (35), we can consider the difference between a general
solution g(z, z′) and gB(z, z′)

g(z, z′) = gB(z, z′) +
f(z, z′)√

(z − ηS)!(z′ − ηS)!
(D1)

where f(z, z′) = −f(z′, z). Similar to the discussion in
Sect. V A, Eq. (7) along with Eq. (33) [or the condi-
tion (d) in Sect. V A] requires that f(z, z′) is an analytic
function of z in the entire complex plane (free of poles)
except at z =∞. The asymptotic behavior of g(z, z′) for
large z [condition (b) in Sect. V A] requires that f(z, z′)
grows at most as fast as zM−1 as z → ∞ (for z′ fixed),

since
√

(z − ηS)! ∼ zM as z → ∞. In summary, f(z, z′)
is an anti-symmetric polynomial of z, z′ of degree (in z)
at most M − 1. We expand f(z, z′) as

f(z, z′) =
∑

0≤m<n≤M−1

Cmn(zmz′n − znz′m), (D2)

where Cmn = −Cnm are complex coefficients. Inserting
Eq. (D1) into Eq. (25) we obtain the relation between the
corresponding ground states |Gg〉 ≡ |G[α,g]〉 and |GgB 〉 ≡

|G[α,gB ]〉:

|Gg〉 = exp

[
1

2

∫
f(z, z′)α(z)α(z′)√
(z − ηS)!(z′ − ηS)!

ψ†zψ
†
z′d

2zd2z′
]
|GgB 〉

=
∏

0≤m<n≤M−1

exp
(
Cmnφ

†
mφ
†
n

)
|GgB 〉

=
∏

0≤m<n≤M−1

(
1 + Cmnφ

†
mφ
†
n

)
|GgB 〉, (D3)

where we have defined linearly independent single
fermion modes

φ†n =

∫
zn√

(z − ηS)!
α(z)ψ†zd

2z (D4)

for 1 ≤ n ≤ M − 1. The last line of Eq. (D3) indicates
that a general ground state |Gg〉 can always be repre-
sented as a linear superposition of the following basis
states 

2l∏
j=1

φ†mj |GgB 〉

 , (D5)

where l ∈ Z, 0 ≤ 2l ≤M, 0 ≤ m1 < . . . < m2l ≤M − 1.
The basis states in Eq. (D5) are linearly independent,
since otherwise we would have

∑
l≥l0

 ∑
m1,...,m2l

c
(2l)
{m}

2l∏
j=1

φ†mj

 |GgB 〉 = 0, (D6)

where we can assume c
(2l0)
{m} 6= 0 for at least a set

{m1, . . . ,m2l} without loss of generality. Now insert the

expansion |GgB 〉 =
∑
l≥0 P̂2l|GgB 〉 (where P̂2l is the par-

ticle number projection operator) into Eq. (D6) and con-
sider the state with minimal number of particles on the
left hand side (remember that P̂0|GgB 〉 = |0〉), we get ∑

m1,...,m2l

c
(2l0)
{m}

2l0∏
j=1

φ†mj

 |0〉 = 0, (D7)

which is impossible since {φ†mj} are linearly independent
fermion modes. The total number of the basis states in
Eq. (D5) is

∑
2l≤M

(
M

2l

)
= 2M−1, (D8)

meaning that the ground state subspace with even
fermion parity is 2M−1 dimensional.

We end this section by obtaining a useful identity that
is valid for M ≤ 3 (no more than six vortices), which
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can be applied to obtain Eqs. (41) and (42) in Sect. V B.
Define

ĝ =
1

2

∫
z,z′∈S

g(z, z′)α(z)α(z′)ψ†zψ
†
z′d

2zd2z′, (D9)

for an arbitrary solution g(z, z′) of Eqs. (7) and (33).
Then we have the identity

exp

∑
j

λj ĝj

 =
∑
j

λj exp(ĝj), (D10)

where gj(z, z
′) are solutions to Eqs. (7) and (33) and λj

are coefficients satisfying
∑
j λj = 1. The proof begins

by noticing that when M ≤ 3 we have

(ĝi − ĝj)2 = 0, (D11)

which is true since ĝi−ĝj = C01φ
†
0φ
†
1+C02φ

†
0φ
†
2+C12φ

†
1φ
†
2

for M ≤ 3 and φ†2j ≡ 0 (C01, C02, C12 are unimportant

coefficients). Therefore, we have (notice that ĝi, ĝj mu-
tually commute)

exp

∑
j

λj ĝj

 = eĝ1 exp

∑
j

λj(ĝj − ĝ1)


= eĝ1

1 +
∑
j

λj(ĝj − ĝ1)

 ,
(D12)

while on the other hand we have∑
j

λj exp(ĝj) =
∑
j

λj exp(ĝ1 + ĝj − ĝ1)

=
∑
j

λj exp(ĝ1)(1 + ĝj − ĝ1)

= eĝ1

1 +
∑
j

λj(ĝj − ĝ1)

 . (D13)

Combining the two equations above we prove Eq. (D10).

We now proceed to prove Eq. (41) and Eq. (42) with
the help of Eq. (D10). Starting from the identity

η12η34 = η13η24 − η14η23, (D14)

one can show that

η12η34 g12,34 = η13η24 g13,24 − η14η23 g14,23, (D15)

therefore

|G12,34〉 = exp(ĝ12,34)

= exp

(
η13η24

η12η34
ĝ13,24 −

η14η23

η12η34
ĝ14,23

)
=

η13η24

η12η34
exp(ĝ13,24)− η14η23

η12η34
exp(ĝ14,23)

=
η13η24

η12η34
|G13,24〉 −

η14η23

η12η34
|G14,23〉, (D16)

where in the third line we used Eq. (D10). This proves
Eq. (41). The state |00〉 in Eq. (42) is constructed from
Eq. (45) for the case 2M = 4 and J = ∅

|00〉 =
√
NJ exp(ĝJ)

=
√
N00 exp(λ00ĝ13,24 + λ̄00ĝ14,23)

=
√
N00(λ00|G13,24〉+ λ̄00|G14,23〉), (D17)

and similarly for |11〉 (with J = {1, 3}). Thus the states
|00〉, |11〉 form the occupation number basis of the nonlo-
cal fermions χ1, χ2 (see next section for the proof of the
general case).

2. Proof of Eq. (45)

In this subsection we prove that the ground states
|GJ〉 =

√
NJ |G[α,gJ ]〉 with gJ(z, z′) defined in Eq. (45)

form an orthogonal basis of the 2M−1-dimensional
ground state subspace. We begin by studying the ac-
tion of Majorana operators on |GJ〉, using Eqs. (C19)
and (C20):

γ0,j |GJ〉 =

∫
z′∈S

ic0

∮
|z−ηj |=r0

gJ(z, z′)
√
z − ηj

dz α(z′)ψ†z′d
2z′|GJ〉 (D18)

= − c0
NJ

∫
z′∈S

∑
B3j

λJB
1

ηj − z′

√
(ηj − ηB̃)!(z′ − ηB)!

(ηj − ηB−{j})!(z′ − ηB̃)!
α(z′)ψ†z′d

2z′|GJ〉

=
c0
NJ

∫
z′∈S

∑
B′

λJB′(−1)(j∈J)+b(j−1)/2c

√
(ηj − ηj̃)(ηj − ηB̃′)!(ηj̃ − ηB̃′)!(z′ − ηB′)!

(z′ − ηj)(z′ − ηj̃)(z′ − ηB̃′)!
α(z′)ψ†z′d

2z′|GJ〉,

where c0 = v0,j(r0)
√
r0/α(r0) is an irrelevant constant,

from the second to the third line we substituted B =
B′ ∪ {j} and the summation on the third line is over all
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B′ ⊂ S−{j, j̃} such that B′ contains exactly one of {i, ĩ}
for ∀i ∈ S, i 6= j, and we used the identity

λJB′∪j = λJB′

√
(ηj − ηB′)!(ηj̃ − ηB̃′)! (−1)(j∈J)+b(j−1)/2c

(D19)
which follows from the definition of λJB in Eq. (46), the
notation (j ∈ J) is defined as (P ) = 1 if P is true and
(P ) = 0 if P is false for an arbitrary statement P , and

B̃′ = {j̃ | j ∈ B′}. From Eq. (D18) we obtain

[γ0,2j−1 + i(−1)(2j−1∈J)γ0,2j ]|GJ〉 = 0, (D20)

which proves our claim that |GJ〉 is annihilated by χj
if (2j − 1) /∈ J and annihilated by χ†j if (2j − 1) ∈ J .

Therefore, |GJ〉 forms the occupation number basis

|GJ〉 = CJ |nJ1nJ2 . . . nJM 〉, (D21)

where CJ is a normalization factor and nJj = (2j−1 ∈ J)

is the eigenvalue of the operator n̂j = χ†jχj .
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