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Dilute magnetic semiconductors (DMS) are nonmagnetic semiconductors doped with magnetic transition
metals. The recently discovered DMS material (Ba1−x Kx )(Zn1−yMny)2As2 offers a unique and versatile
control of the Curie temperature, TC, by decoupling the spin (Mn2+, S = 5/2) and charge (K+) doping in
different crystallographic layers. In an attempt to describe from first-principles calculations the role of hole
doping in stabilizing ferromagnetic order, it was recently suggested that the antiferromagnetic exchange
coupling J between the nearest-neighbor Mn ions would experience a nearly twofold suppression upon doping
20% of holes by potassium substitution. At the same time, further-neighbor interactions become increasingly
ferromagnetic upon doping, leading to a rapid increase of TC. Using inelastic neutron scattering, we have
observed a localized magnetic excitation at about 13 meV, associated with the destruction of the nearest-
neighbor Mn – Mn singlet ground state. Hole doping results in a notable broadening of this peak, evidencing
significant particle-hole damping, but with only a minor change in the peak position. We argue that this
unexpected result can be explained by a combined effect of superexchange and double-exchange interactions.

PACS numbers: 75.50.Pp, 75.50.Dd, 78.70.Nx

I. INTRODUCTION

Magnetic semiconductors have attracted much attention
in recent years as they combine ferromagnetism, required
for spintronic applications, with semiconducting properties,
deriving from materials used in conventional microelectron-
ics [1]. Such a useful combination can be achieved by the
substitution of host cations with magnetic ions. An intense
research effort in 1970s – 1980s has shown that a low con-
centration of magnetic impurities can introduce large mag-
netic effects with no degeneration of optical or transport
properties [2].

During the last two decades, a lot of effort has been in-
vested to reveal the microscopic mechanism of ferromag-
netism in dilute magnetic semiconductors (DMS), which
are also termed functional ferromagnets due to the unique
tunability of their magnetic properties [3]. These materials
derive from traditional semiconductors as they are doped
with a small amount of localized magnetic impurities in
addition to (or instead of) the conventional hole (p-type)
or electron (n-type) doping. Scientific interest to DMS is
driven by the need to increase their Curie temperature, TC,
beyond room temperature to allow for applications in spin-
tronic devices. After these efforts prove successful, these
devices could be easily integrated with the conventional
semiconductor technology.

The development of DMS-based spintronic devices is
strongly connected with the efficiency of injection, trans-
fer, and detection of spin-polarized currents from a ferro-
magnetic (FM) material into a semiconductor [4]. How-
ever, the key obstacle for realizing this using a combina-
tion of a conventional metallic ferromagnet (such as iron or
cobalt) and a semiconductor is the resistance mismatch at
the metal/semiconductor interface, hindering an effective
spin injection [5]. DMS were recognized as a possible way

around this problem after Dietl and colleagues published
a theoretical work predicting room-temperature ferromag-
netism in Mn-doped ZnO [6]. Though some early experi-
mental works reported FM ordering of 3d TM ions in ZnO
at room temperature [7], these initial results could not be
confirmed by other groups [8]. In all prototypical DMS ma-
terials of the III-V and II-VI groups, such as Mn-doped GaAs
or ZnO, maximal TC remains limited to only 180 – 185 K
[9, 10]. In the II-VI semiconductors, the isovalent substitu-
tion of Mn leads to the lack of carriers for the rise of a robust
ferromagnetism, whereas the dual role of Mn in terms of
both spin and charge doping in the III-V family complicates
our theoretical understanding and restricts possible ways to
enhance TC.

Only recently, these difficulties could be overcome in the
I-II-V [11, 12] and II-II-V [13–17] families of semiconduc-
tors doped with Mn2+ ions, resulting in the new DMS ma-
terials Li1+x(Zn1−yMny)As and (Ba1−xKx)(Zn1−yMny)2As2.
In these two systems, hole or electron doping is decou-
pled from the spin injection, as they occur in different
crystallographic layers, thus offering a unique possibility
to tune the carrier concentration and the amount of mag-
netic moments independently. The maximal TC reported
for (Ba1−xKx)(Zn1−yMny)2As2 reached 230 K [14], reviving
the interest to the DMS problem. Moreover, this system is
isostructural to the layered BaFe2As2 parent compound of
the best-studied “122” family of iron-based superconductors
[18, 19]. This structure offers a versatility of chemically
tailored properties ranging from metallic to semiconducting
behavior and from anti- to ferromagnetism, which makes
(Ba1−xKx)(Zn1−yMny)2As2 a promising model compound
for building prototypes of future integrated spintronic de-
vices.

The central open question, however, is the theoretical
understanding of the doping-enhanced ferromagnetism in



these new systems. A reliable theory is needed to guide
the search for materials with even higher Curie temper-
atures, yet the ability to predict TC quantitatively from
first-principle calculations still remains elusive. According
to a recent theoretical work [20], the ferromagnetism of
localized Mn spins mediated by the itinerant As holes in
(Ba1−xKx)(Zn1−yMny)2As2 arises from a competition be-
tween the short-range antiferromagnetic (AFM) superex-
change interaction between the nearest-neighbor Mn2+ ions
and a longer-range FM effective double-exchange interaction
for all other Mn-Mn distances. At low Mn concentrations,
whenever two Mn ions occupy nearest-neighbor sites on the
lattice, they form a singlet state due to the strong AFM in-
teraction within the dimer, which effectively inactivates the
AFM exchange channel. On the other hand, the remaining
solitary Mn spins interact ferromagnetically, and the strength
of this interaction enhances with hole doping, leading to a
rapid stabilization of the FM order.

This theoretical picture was substantiated by the recent
x-ray magnetic circular dichroism (XMCD) measurements
at the As K edge under ambient- and high-pressure condi-
tions [16], which confirmed that the long-range magnetic
order in (Ba1−xKx)(Zn1−yMny)2As2 is mediated by the p
states of As through As 4p – Mn 3d hybridization. It was
also demonstrated that the magnetic ordering of the bulk
sample is intimately connected with the polarization of hole
carriers and their mobility. A more recent investigation [17],
which includes x-ray emission (XES) and absorption (XAS)
spectroscopy at the Mn K edge, in addition to XMCD mea-
surements at the As K edge, was focused on the evolution
of Mn 3d and As 4p states and their hybridization with the
doped holes under pressure. Authors explained the TC en-
hancement for (Ba1−xKx)(Zn1−yMny)2As2 in the presence
of hole doping by the increase in p-d hybridization strength
at the cost of a reduction in Mn local spin density, result-
ing in enhanced indirect exchange interactions between Mn
ions and inducing magnetic polarization in the As 4p states.
This result confirmed the proposed theoretical picture that
magnetic interactions and TC are tunable and depend on the
position of Mn 3d bands as well as the Hubbard U splitting
between spin-up and spin-down states.

The hybridization of localized Mn 3d and itinerant As 4p
states gives rise to the magnetic coupling between the Mn2+

ions, consisting of competing AFM superexchange and FM
double exchange terms [20, 21]. The density functional
theory (DFT) calculations of the exchange parameters [20]
suggest that in the absence of hole doping the nearest- and
next-nearest-neighbor interactions between the Mn spins are
AFM, whereas all further-neighbor interactions are negligibly
weak. Upon hole doping, the calculated interactions become
increasingly FM, so that for x = 20% doping a sizable long-
range FM coupling appears. As regards the most compact
Mn pair, where two Mn subsitute two nearest neighbors,
the calculated ground state remains an AFM singlet, but
the calculated energy cost of flipping one Mn spin to make
a fully polarized FM dimer, S = 5 FM state, is reduced by
nearly a factor of two compared to the undoped case.

In the simplified picture of two spins coupled by both
Heisenberg superexchange and canonical double exchange,
one expects the energy of the lowest spin excitation (from
S = 0 to S = ±1) to be∆E (∆S = 1) = 2J− 1

6 teff as explained

in more details below. Here teff is the effective Mn – Mn hop-
ping parameter. Motivated by this, we have measured the
energy of this excitation using inelastic neutron scattering
(INS), expecting to find the lowest excitation energy to be
reduced by a factor of 2. Note that INS is a bulk-sensitive
method with momentum resolution, in contrast to optical
techniques or magnetic-resonance studies [2].

II. EXPERIMENTAL RESULTS

The energy of the lowest-lying INS magnetic excitation
provides information about the nearest-neighbor exchange
constant. This excitation is local and therefore dispersionless,
hence it was sufficient to perform our INS measurements
on polycrystalline samples. Powders with 4 different com-
positions were chosen: two undoped Ba(Zn1−yMny)2As2
samples with y = 0.2 (9.9 g) and y = 0.15 (9.7 g), one
doped sample with x = 0.2 and y = 0.15 (9.1 g), and a
nonmagnetic reference sample of BaZn2As2 (7.9 g). The
numbers given in brackets are sample masses, to which
the measured INS intensity was normalized. The polycrys-
talline samples were synthesized by the solid-state reaction
method in a high-purity argon atmosphere as described in
the earlier studies [13, 14]. The crystal structure, phase
purity, and lattice constants of the resulting powders were
examined by x-ray powder diffraction with a Philips X’pert
diffractometer with Cu Kα radiation and by magnetic suscep-
tibility using a superconducting quantum interference device
(SQUID-VSM, Quantum Design) at temperatures ranging
from 2 to 300 K. The characterization revealed phase-pure

Fig. 1. Intensity maps from TOF neutron spectroscopy (raw data)
for II – II – V type DMS with isovalent Mn substitution: (a,b) un-
doped Ba(Zn1−yMny)2 with y = 0.2 and 0.15; (c) hole-doped
Ba1−x Kx (Zn1−yMny)2 with x = 0.2, y = 0.15; and (d) the nonmag-
netic reference sample BaZn2As2. The intensity in each panel was
corrected for detector efficiencies using a vanadium standard and
normalized to the weight of each sample.
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Fig. 2. The same data as in Figs. 1(a – c) after subtraction of the
nonmagnetic background: (a,b) undoped Ba(Zn1−yMny)2 with
y = 0.2 and 0.15; (c) hole-doped Ba1−x Kx (Zn1−yMny)2 with
x = 0.2, y = 0.15. In all panels, the signal from the nonmag-
netic reference sample BaZn2As2 [shown in Fig. 1(c)] has been
subtracted to reduce the phonon background and reveal the mag-
netic signal at low |Q|, which is now clearly seen around 14 meV.
The horizontal features extending to higher |Q| are artifacts result-
ing from imperfect phonon subtraction.

compositions isostructural to the “122” iron pnictides (space
group I4/mmm). The lattice parameters were consistent
with those reported previously [13, 15].

We performed INS measurements at the thermal disk-
chopper time-of-light (TOF) powder spectrometer IN4C at
ILL, Grenoble (France). This instrument is equipped with a
large detector bank consisting of 300 position-sensitive 3He
tubes and has a resolving power of ∆E/Ei ≈ 4 – 6% [22].
We wrapped all samples in an aluminum foil and fixed them
on holders that were placed inside the standard orange-type
cryostat. The incident neutron wavelength λi was fixed
at 1.2 Å, corresponding to Ei = 56.8 meV, and the energy
resolution (defined as the full-width at half-maximum of
the elastic line) was set to 3.5 meV. All measurements were
performed at the base temperature of T = 1.6 K.

We first present unprocessed INS data for each sample,
shown as intensity maps in Fig. 1 (panels a – d). The powder-
averaged TOF data were corrected for possible inhomo-
geneities in detector efficiency using a vanadium standard
and then normalized to the mass of each sample. The data
were combined and transformed into energy-momentum
space using the open-source software LAMP [23]. The data
are dominated by several phonon lines that increase in in-
tensity towards higher Q. In addition, in panels (a) – (c) one
can see a weaker magnetic signal at |Q| ≈ 1 – 2 Å−1, whose
intensity decays with Q following the magnetic form factor.
Relatively low magnetic intensity can be explained by the
fact that Mn pairs form only a part of the total number of

Fig. 3. (a) Energy spectra obtained by averaging the first 5 mo-
mentum channels of the INS signals in Figs. 1(a – d). (b) The
same for the subtracted signals in Fig. 2(a – c), which contain only
the magnetic part of the signal. A clear peak originating from
the lowest-energy |∆S|= 1 excitation of the nearest-neighbor Mn
dimers is seen around 13 – 14 meV in all three samples. The fitted
peak positions are summarized in the table inset.

substituted Mn atoms.
As the next step, in order to separate the magnetic signal

from the nonmagnetic background and phonon contribu-
tions, we subtracted the nonmagnetic measurement of the
reference compound BaZn2As2 from the measured intensity
of each DMS sample. As all our compounds have the same
lattice structure and similar lattice constants, their phonon
spectra must also be similar, and the nonmagnetic contribu-
tion can be largely suppressed. The results of the subtraction
are shown in Figs. 2(a – c), where the same low-|Q|magnetic
excitation is now clearly seen around 14 meV. This energy
scale is smaller by a factor of ∼1.9 than the theoretical
prediction for the undoped compound [20] (see Table I).
Apart from the main magnetic peak corresponding to the
nearest-neighbor Mn pairs, we see no other clear magnetic
signals apart from the broad diffuse tail of intensity at low
energies that does not exhibit any well-defined structure in
energy and possibly originates from paramagnetic solitary
Mn2+ spins. This is consistent with the fact that for low con-
centrations of magnetic impurities, scattering from larger
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clusters (triads, etc.) is negligibly weak [24].
For a more quantitative analysis of the data, in Figs. 3(a)

and 3(b) we plotted the average of the first 5 momentum
channels from Figs. 1 and 2, respectively. Figure 3(a) there-
fore shows the raw energy spectra for all samples, integrated
in the low-|Q| region, whereas Fig. 3(b) shows only magnetic
parts of the same spectra after corresponding intensity sub-
tractions. In all our three DMS samples, a single magnetic
peak is seen on top of a broad incoherent background. The
fitted peak positions are summarized in the table inset to
Fig. 3(b). First of all, one sees that for both undoped com-
pounds the peak appears at the same energy of ∼14 meV
within the uncertainly of the measurements. This agrees
well with the expectation that this energy is a local prop-
erty of spin dimers and should be therefore independent of
the Mn concentration [20]. However, contrary to expecta-
tions, upon 20% hole doping the peak position only slightly
softens to 12.8 meV, whereas the calculated energy for the
full spin-flip is nearly twice smaller (Ref. [20], supplemental
material).

At the same time, we observe a significant broadening of
the peak upon potassium substitution as its full-width at half-
maximum increases from 4.2 meV in the undoped sample to
8.0 meV in the 20% hole-doped sample. After considering
the instrumental resolution, this effect would correspond to
a threefold increase in the intrinsic peak width. The most
natural interpretation is that the As bands become metallic
(and in fact spin-polarized) upon doping and thus generate
Stoner continuum in the excitation spectrum. Coupling of
the local Mn-dimer S = 0 → S = ±1 excitation to this
continuum should naturally lead to the peak broadening.
An additional source of broadening may come from the
RKKY-mediated coupling of the S = ±1 final state of such
a transition to the solitary Mn2+ spins and larger magnetic
clusters, which similarly reduces the life time of the |∆S| = 1
excitation as the carrier concentration increases.

III. DISCUSSION AND SUMMARY

General considerations

As we stated in the introduction, a simple picture for
these exchange interactions is to adopt a two-spin model
consisting of a Heisenberg superexchange term and a double-
exchange term. This two-site approximation can be justified
by noting that, at low temperatures and low Mn concen-
trations, any nearest-neighbor Mn – Mn dimers will interact
antiferromagnetically and form a singlet state of two spins
S1,2 = 5/2, while the remaining majority of Mn ions will
not have close-by magnetic neighbors [24]. As such, their
superexchange interactions with other Mn2+ ions can be ne-
glected and will instead interact via double exchange. The
standard approach has been to consider the superexchange
and double exchange interactions separately and to assume
that their combined effect is negligible, but in light of our re-
sults this may not be the case. Below we review the canonical
results of the superexchange and double exchange models
separately, after which we combine them and interpret the
results.

The superexchange interaction for spin dimer is

H = 2J Ŝ1 · Ŝ2. (1)

The magnetic state |S〉 of the dimer is characterized by its
total spin S defined as the maximal projection of the total
spin operator Ŝ= Ŝ1+ Ŝ2 for a given value of S2 = S(S + 1).
After rearranging Eq. (1) using

2Ŝ1 · Ŝ2 = Ŝ2 − Ŝ2
1 − Ŝ2

2 (2)

and replacing all operators with their eigenvalues, we obtain
the following set of eigenvalues of Eq. (1):

E(S, S1, S2) = J [S(S+1)− S1(S1+1)− S2(S2+1)] . (3)

For two identical particles, the energy difference between
the final state |S′〉 and the initial state |S〉 of the dimer is
given by

∆E(∆S) = J[S′(S′+1)−S(S+1)] = J∆S(2S+∆S+1). (4)

While the total spin of the dimer can assume all integer val-
ues between 0 and 5, neutron scattering is only able to probe
excitations (transitions) with |∆S|= 1 or 0 in spin-flip and
non-spin-flip processes, respectively [25]. At low tempera-
tures, when only the singlet state with S = 0 is occupied,
the only observable transition is that to the lowest S′ = 1
excited state, with an energy ∆E = 2J . With increasing
temperature, transitions from thermally populated initial
states with higher spin become possible, resulting in equally
spaced additional inelastic peaks on the energy-gain and
energy-loss sides of the spectrum [26–29]:

∆E(0,±1) = 0,±2J ,±4J ,±6J ,±8J ,±10J (5)

The double exchange interaction is the result of an itiner-
ant electron (or hole) interacting with localized spins (the
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Fig. 4. Energy diagram of a single Mn – Mn dimer in dependence
on the double exchange energy, parameterized here by the teff/J
ratio.
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Mn2+ ions). The Hamiltonian for a conduction electron
interacting with two localized spin-5/2 sites is:

Hsf = −JH

2
∑

i=1

ŝi · Ŝi (6)

where ŝ and Ŝi are the spin operators for the conduction
election and localized sites, respectively. JH is the local ex-
change (Hund’s coupling) parameter, which for bad conduc-
tors is large compared to the conduction electron’s effective
hopping parameter teff, so teff � JH, leading to a strong
preference for ferromagnetic alignment of the conduction
electron and a nearby localized spin. One outcome is an
energetic preference for the localized spins to develop a
relative canting angle that depends on the total spin of the
dimer [30, 31],

cosϑ/2=
S0 +

1
2

2S1,2 + 1
, where S0 = S ±

1
2

, (7)

which leads to the following ground state energy [30–32]:

E(S) = −teff
S

2S1,2 + 1
, (8)

Here S is the total spin of the dimer, and S1,2
is the single particle spin. For spin-5/2 parti-
cles, this leads to double-exchange energies of
E = 0,−t/6,−t/3,−t/2,−2t/3,−5t/6 for total spins
of S = 0, 1, 2, 3, 4, 5, respectively. The analogous expression
to Eq. (4) for double exchange is:

∆E(∆S) = −teff
∆S
6

(9)

Combining this with Eq. (4), we get our final expression:

∆E(∆S) = J∆S (2S +∆S + 1)− teff
∆S
6

. (10)

Thus, the primary effect of double exchange is to reduce
the |∆S| = 1 transition energy by teff/6, independent of the
total spin of the dimer.

Model results

The combined impact of superexchange and double ex-
change is controlled by the ratio teff/J . Let us treat this
as an empirical parameter and consider how this shifts the
superexchange energy levels of Eq. (3) for several values
of teff/J , see Fig. 4. As teff/J is increased from 0 to 19, the
energy hierarchy changes twice, first at teff/J = 12 when
the S = 0 (singlet) and S = 1 (triplet) states become de-
generate and then at teff/J = 18 when S = 0 (singlet) and
S = 2 (quintet) are degenerate. Despite these two changes
to the energy hierarchy with increasing teff/J , the difference
between ∆E(1→ 2) and ∆E(0→ 1) remains fixed at 2J for
all values of teff/J .

Next, we estimate J and teff by fitting to the DFT energies
reported in Ref. [20]. To estimate J , we equate the DFT spin
flip energy of 407 meV for zero hole doping with Eq. 10. We
set∆S = 5, which is the analogue to a full spin flip, and teff =
0, as there are no holes, and obtain J = 13.6 meV. We follow

a similar procedure to estimate teff with the assumption
that doping does not affect the superexchange coupling J .
We equate the energy 207 meV for 20% hole doping and
set ∆S = 1 and obtain teff = 241 meV, corresponding to a
ratio of teff/J ≈ 18. This places (Ba, K)(Zn, Mn)2As2 with
20% K doping on the far right side of the Fig. 4 diagram
and at the S = 0 and S = 2 state degeneracy. We note
that this degeneracy is accidental; the teff/J = 18 ratio also
corresponds to the S = 0→ S = 1 transition energy being
reduced by a factor of two, thus matching the ratio between
the DFT spin-flip energies for 0% and 20% K-doped systems.
The predicted spectrum is reported in Table I.

Comparison with the experimental data

In the undoped samples, we have a well-defined rather
narrow peak that is clearly associated with superexchange-
coupled dimers. The calculated spin-flip energy, as discussed
above, is about 80% larger than what would be consis-
tent with the experimental observation. This is not sur-
prising: the superexchange interaction is proportional to
t2
eff/I , where I is the energy cost of flipping the Mn spin. It is

well known that if the Hubbard onsite repulsion is not fully
accounted for, as was the case in the DFT calculations of
Ref. [20], this energy is underestimated by about (U − JH)/5
[33], where U is the Hubbard repulsion and JH the Hund’s
rule coupling. This leads to an overestimation of the superex-
change J , with a factor as large as 1.8 not being uncommon,
similar to what we observe in Table I.

More interestingly, the calculations indicate that the en-
ergy cost of a full spin flip is strongly reduced upon doping,
while in the experiment the reduction is minor, but instead
a huge broadening occurs. This makes us think that the
Mn – Mn interactions in the doped sample are not described
by the same two-spin Heisenberg Hamiltonian as in the un-
doped case, just with a reduced exchange constant. Using
the double-exchange formalism leads to the ground state
being weakly ferromagnetic, with the lowest ∆S = 1 tran-
sitions being S = 1 → S = 0 and S = 1 → S = 2 being
practically degenerate and still too small when compared to
the experiment.

Of course, while treating the superexchange interaction
as a local one inside the dimer is fully justified, the double
exchange is rather an interaction between a dimer and the
itinerant, polarizable electron gas spanning over the entire

∆S ∆E(SE) ∆E(SE+DE)
(meV) (meV)

0 0 0
1 −13.0 27.2
2 14.2 54.4
3 41.4 81.6
4 68.6 108.8
5 95.8 136.0

Table I. Calculated ∆S = 1 transition energies using a super-
exchange-only model, ∆E(SE), and a combined superexchange
and double-exchange model, ∆E(SE+DE), for J = 13.6 meV and
teff = 241 meV. The superexchange parameter J and hopping pa-
rameter teff were fitted to DFT spin-flip energies for 0% and 20%
hole doping levels for Ba(Zn1−yMny)2As2 [20].
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crystal, that is to say, substantially nonlocal. The naive
treatment presented in the previous section, in retrospect,
appears inadequate. Rather, one should solve the entire
problem in the spirit of the Fano model in optics, which
leads to complex changes in the excitation line shape, but
only to a very modest energy shift. The experimental data
point out that such a theory would be more adequate, but it
is, however, outside of the scope of our paper.
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