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Abstract 10 

  It is generally believed that in first-order phase transitions in materials with imperfections, the 11 

formation of phase domains must be affected to some extent by stochastic (probabilistic) processes. 12 

The stochasticity would lead to unreliable performance in nanoscale devices that have the potential 13 

to exploit the transformation of physical properties in a phase transition. Here we show that 14 

stochasticity at nanometer length scales is completely suppressed in the thermally driven metal-15 

insulator transition (MIT) in sputtered vanadium dioxide (VO2) films. The nucleation and growth of 16 

domain patterns of metallic and insulating phases occur in a strikingly reproducible way.  The 17 

completely deterministic nature of domain formation and growth in films with imperfections is a 18 

fundamental and unexpected finding about the kinetics of this material. Moreover, it opens the door 19 

for realizing reliable nanoscale devices based on the MIT in VO2 and similar phase change materials. 20 

 21 

The metal-insulator transition (MIT) in vanadium dioxide (VO2) [1–3]  has the potential to lead to a 22 

number of disruptive technologies, including ultra-fast data storage, optical switches, resistive random 23 

access memory (RRAM) and transistors which move beyond the limitations of silicon [4–6].   For 24 
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applications, VO2 films are deposited on crystalline substrates to prevent cracks observed in bulk VO2 25 

crystals across the thermally driven MIT.  Near the MIT, VO2 films exhibit coexistence between metallic 26 

and insulating phases at nanometer length scales [7–9], which opens up further potential applications 27 

such as memristors, tunable capacitors, [10–13] and optically engineered devices such as perfect 28 

absorbers [14].  29 

The phenomenon of phase coexistence is quite broadly observed across strongly correlated 30 

condensed matter systems, occurring for example, in the high-Tc superconducting cuprates [15,16], the 31 

colossal magnetoresistive manganites [17–19], as well as the oxides of vanadium [7,9,20–22].  Highly 32 

ordered patterns [9,15,16,19,22] result in response to long range interactions.  Generally speaking, the 33 

spatial periodicity of these patterns ranges from very small (nanometers or less) [15,16] for strong 34 

interactions, such as Coulomb interaction between domains, to hundreds of nanometers or more for 35 

somewhat weaker  interactions [9,19,21,22] such as long-range elastic mismatch with a substrate.  The 36 

increasing periodicity as the interaction strength decreases is attributed to the free energy cost of 37 

forming the boundary between domains.  In this regime, stochastic processes such as fluctuations 38 

between phases  [23] or irreproducibility in the domain pattern upon thermal cycling [21] have been 39 

observed.  In contrast, amorphous patterns emerge when imperfections disrupt the long range 40 

interaction [7,18]. Generally speaking, there is sparse experimental data on the nanoscale spatial 41 

reproducibility of these patterns near phase transitions in solids with imperfections.    42 

Due to the stochastic nature of nucleation of a new phase during a first order phase transition [24–43 

26], it was expected that stochasticity constituted an inherent challenge to creating reproducible phase 44 

transition based devices on the scale of the domain size.   Until now, the expectation for these systems 45 

was that although regions may preferentially transition due to inhomogeneity and defects, some degree 46 

of irreproducibility was unavoidable [18,21,27].  The primary result of this work is the discovery of 47 

completely reproducible patterns of metallic and insulating phase domains in a VO2 film. Remarkably, 48 
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Figure 1. Near-field infrared amplitude images of the same region at different temperatures are displayed.  Higher infrared amplitude
corresponds to metallic regions, while lower signals correspond to insulating regions.  The signals are normalized to the average signal of
the completely insulating 329 K image (not shown).  Rows a and b show separate heating runs.  Rows c and d show separate cooling runs. 

nucleation of phase domains as well as their propagation is found to be highly repeatable. Insight gained 49 

through our work could be applied to VO2 and across the entire range of similar correlated materials, 50 

whose novel phase transitions have tremendous potential for technological impact [28]. The primary 51 

finding in this Letter is obtained with the technique of scattering-type scanning near-field infrared 52 

microscopy (S-SNIM). This technique was utilized to image the patterns formed by coexisting metallic 53 

and insulating domains in the thermally driven MIT in a sputtered VO2 film. We achieved unprecedented 54 

spatial stability over a broad temperature range which allowed us to obtain S-SNIM images in the same 55 

area of the film for repeated heating and cooling runs. 56 

In this work, we study a 45 nm thick VO2 film grown by radio frequency (RF) sputtering on (0001) 57 

sapphire.    Growth conditions and characterization of films similar to the one studied in this work are 58 

reported in Ref.  [29]. At room temperature, the VO2 film is in the M1 phase with (010) orientation as 59 
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seen in X-ray diffraction data included in supplemental material  [30]. A scanning electron microscopy 60 

(SEM) image of the film shows grains with non-trivial shapes  [30]. Such films have distinct topographic 61 

features, in the form of “valleys” or “crevices” between grains as measured by atomic force microscopy 62 

 [30]. The “valleys” are reasonably interpreted as grain boundaries.  These films are ideal for our 63 

purpose because topographic features can be used to ensure that the infrared images are consistently 64 

taken in the same microscopic area.   65 

The S-SNIM data presented in this work was obtained on a neaSNOM microscope from Neaspec 66 

GmbH.   In S-SNIM, infrared light is scattered from a metal coated tip of a tapping mode atomic force 67 

microscope (AFM) [31].  The scattered light contains information about the optical near-field interaction 68 

between the tip and the region of the sample immediately below the tip.  The AFM-based technique 69 

allows for the simultaneous collection of topographic and optical images of a given region of the film, 70 

with spatial resolution on the order of the AFM tip radius, approximately 15 to 20 nm.  The pseudo-71 

heterodyne detection scheme and demodulation of the optical signals at higher harmonics of the tip 72 

oscillation frequency are used to reduce various background contributions [31,32]. The near-field 73 

infrared amplitude data presented in this work was obtained from the third harmonic demodulation of 74 

the infrared signal. The S-SNIM technique is primarily sensitive to the local dielectric function at the 75 

incident infrared wavelength. However, the local topography can influence the signal, i.e. the signal is 76 

generally higher in a valley than on a topographic peak.  This surface roughness (~ 3 nm RMS) induced S-77 

SNIM contrast can be seen in the low temperature (purely insulating) images, and causes a variation of 78 

about 10%. The laser wavelength of 10.6 μm used in this work is within the band gap of insulating VO2, 79 

and above the infrared-active phonon region.  The large change in optical constants across the MIT at 80 

this wavelength results in significant infrared contrast between metallic regions (high infrared signal) 81 

and insulating regions (low infrared signal), much greater than that caused by the topography  [7,8,20].  82 
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Figure 2. Near-field infrared amplitude images are obtained during a non-monotonic temperature cycle through the phase coexistence
regime. Arrows denote either heating (red) or cooling (blue). The near-field infrared amplitude is normalized to that of the insulating
phase in each image. The area scanned here is different from the one shown in Figure 1.  

It is clear that the S-SNIM images presented here are due to the MIT because they are temperature 83 

dependent while the topography is temperature independent. 84 

For S-SNIM measurements at elevated temperatures, spatial drift of the scan area upon changing 85 

temperature was minimized  [30] by placing the sample  at the center of a circular heating stage which 86 

was designed in-house. A silicon diode thermometer and a resistive heating element were mounted on 87 

the stage and these components along with a Lakeshore model 335 temperature controller were 88 

employed for thermal management. A slow temperature ramp rate ~ 0.2 K/minute was used to 89 

minimize overshoot (< 0.1 K) from the set-point temperature.  Minute differences in this overshoot can 90 

result in an image that appears somewhat more progressed in one run as opposed to another. Once the 91 

set point temperature is obtained, it is held stable within 0.1 K for the full duration of the S-SNIM scan.    92 

  Representative S-SNIM images obtained in the same spatial region are presented in Fig. 1.  Each row 93 

represents a separate heating or cooling run through the phase coexistence regime. The nucleation and 94 

growth of phase domain patterns are reproducible for the heating runs and the cooling runs 95 

respectively. Note that somewhat different patterns are observed in the heating runs compared to the 96 
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cooling runs.  As seen previously in polycrystalline VO2 films, the MIT is percolation-type in which phase 97 

domains first nucleate and then grow in amorphous, fractal-like patterns [7,8,20].  The patterns are 98 

static and stable in time, provided the temperature is held constant.   The significant advance over 99 

previous works is our finding that phase domains nucleate and grow reproducibly in separate thermal 100 

runs through the MIT.  Deterministic factors that are “quenched”, or frozen into the film at the time of 101 

growth, alone dictate nucleation and domain patterns. While the variance introduced by this “quenched 102 

disorder” can be treated as random in theoretical models [33], this does not in any way imply that phase 103 

domain formation is necessarily a stochastic physical process.   104 

The S-SNIM images were taken over a number of runs through the metal-insulator transition. To 105 

investigate the reproducibility of the phase domain patterns, raster scans were taken in the same area 106 

of the film in repeated thermal runs.  We performed two heating runs in three different regions of the 107 

film for a total of six heating runs.  In none of the regions was any evidence of irreproducibility observed.  108 

Three cooling runs were performed at the location shown in Fig. 1 to compare the patterns to the 109 

heating runs in the same location and to verify the repeatability for cooling. The three cooling runs 110 

showed reproducible patterns of coexisting phases (two of the three cooling runs are shown in Fig. 1). In 111 

all of the above runs, the sample was first brought to a temperature completely outside of the phase 112 

coexistence regime where it was fully metallic (for cooling) or fully insulating (for heating).   113 

To obtain further insight into the domain pattern formation, we report a non-monotonic 114 

temperature cycle through the phase coexistence regime in a common area of the film in Fig. 2.  115 

Interestingly, although the same pattern reemerges at 341 K, the phase domain patterns on the two 116 

heating portions of the cycle are quite different. Hence, it is not necessary to exit the coexistence regime 117 

to reset the memory of the system.    118 
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Figure 3 a: Macroscopic thermal hysteresis loop measured via infrared transmission through the film-substrate system (upper panel) and dc 
resistance of the film (lower panel). Panels b,c,d,e: S-SNIM images demonstrating the nucleation sites on heating (b and c), and cooling (d 
and e) of the same area as shown in Fig. 1. Panels f and g: Local hysteresis width ሺܿܶ߂ሻ and local phase equilibrium temperature ሺ ௖ܶ௔௩௚ሻ
respectively for the area shown in b,c,d,e. White (blue) circles in b,c,d,e,f,g  serve to guide the eye to some of the nucleation sites which 
occur on heating (cooling).  Panel h: Schematic of the free energy landscape for a domain of characteristic linear dimension r for different 
types of nucleation sites. Here we make the distinction between heterogeneous nucleation and “barrierless nucleation”. Barrierless
nucleation is a special case of heterogeneous nucleation where, unlike the more general case, the nucleation barrier is completely removed, 
and nucleation occurs deterministically. 

We emphasize that nucleation occurs at precisely the same location in each uni-directional, 119 

monotonic temperature excursion across the MIT (See Fig. 3 b,c,d, and e).  As the sample temperature 120 

crosses the equilibrium temperature, where the free energies of both phases are equal, it is 121 

thermodynamically preferred to form a domain (ΔGDomain<0).  Kinetically, however, the always positive 122 
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strain and interfacial free energy terms oppose the formation of domains below a critical size (r*).  Thus, 123 

any new domain must pass (tunnel) through the nucleation barrier (ΔG*). This tunneling is an inherently 124 

stochastic process.  Nucleation occurs at each site in a given time interval with a probability (PN) 125 

proportional to ݁ି୼G೗೚೎ೌ೗כ ௞்࡮⁄  (See Fig 3h) [24].  This pertains to homogeneous nucleation, which occurs 126 

in the homogeneous bulk, as well as heterogeneous nucleation which occurs at an imperfection such as 127 

an atomic defect or a grain boundary. In heterogeneous nucleation, the free energy of forming the 128 

critical nucleus can be altered significantly thereby reducing the barrier to nucleation. Nevertheless, as 129 

long as a barrier to nucleation exists, the process is expected to be inherently stochastic. Thus, it is quite 130 

surprising that stochastic nucleation is not observed in our experiments. In the analysis and discussion 131 

that follows, we deduce and explain qualitative features of the phase transition kinetics implied by our 132 

observations.  133 

Quenched disorder locally alters the free energy balance between the phases [34].  As a result, the 134 

local temperature where the free energy of both phases is equal ൫ ௘ܶ௤௟௢௖௔௟൯ is shifted from the bulk value.  135 

As neither phase is thermodynamically preferred at this temperature, some degree of superheating or 136 

undercooling is in general necessary to overcome the nucleation barrier. It is natural to consider an 137 

elementary (local) hysteresis loop, where each pixel in the S-SNIM images of the scanned area has both 138 

a heating and cooling transition temperature.  Equivalently, each pixel is characterized by a hysteresis 139 

width (∆ ௖ܶ) – the difference between the heating and cooling transition temperatures - and an average 140 

of the transition temperatures ( ௖ܶ௔௩௚).  The hysteresis width ∆ ௖ܶ is related the local degree of 141 

undercooling and overheating required to drive the transition, and is thus characteristic of the local 142 

nucleation barrier.  The average transition temperature ( ௖ܶ௔௩௚) is a measure of ௘ܶ௤௟௢௖௔௟, if one assumes 143 

that the local degree of undercooling and overheating is the same (
ଵଶ ∆ ௖ܶ).   While one could consider a 144 

more complicated model, which includes interactions such as strain between domains [35], the re-145 
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emergence of the same 341 K pattern from different histories (Fig. 2) indicates that this simple model is 146 

sufficient. We note that nucleation occurs at sites where the local ΔTc is suppressed (See Fig 3f), which 147 

confirms that the nucleation barrier is greatly reduced, if not completely removed, at these sites. At 148 

these “optimal” nucleation sites, the MIT can proceed along a barrierless (or nearly barrierless) path, 149 

and hence occurs reliably (see Fig. 3h).  That no stochastic domain formation is observed is strong 150 

evidence that the nucleation barrier (∆ܩ௟௢௖௔௟) away from the optimal sites is significantly higher.  We 151 

observe that, on heating, nucleation occurs at optimal sites where the local equilibrium temperature 152 

( ௖ܶ௔௩௚  ሻ is relatively low.  Conversely, on cooling, nucleation occurs at optimal sites where ௖ܶ௔௩௚  is 153 

relatively high (See Fig. 3 b,c,d,e,f and g). The optimal sites for nucleation on heating are different from 154 

the ones on cooling, and this explains the differences in phase domain patterns upon heating and 155 

cooling (see Fig. 1). Note that to determine the local transition temperatures in Fig. 3, we employ a 156 

threshold of 1.45 for the normalized infrared amplitude, above which the pixel is considered to be 157 

metallic.   We define the local transition temperature as the temperature where the signal first crosses 158 

the threshold for both the heating and cooling directions.  The observed local characteristics (See Fig. 3 f 159 

and g) – and thus our conclusions – do not change appreciably for a broad range of reasonable 160 

thresholds.  Appropriate thresholds are those that exceed the slight topography-induced optical 161 

contrast, but are still low enough to capture the noticeable optical contrast due to nucleation. Both ΔTc 162 

and ௖ܶ௔௩௚ contribute to the shape of the thermal hysteresis loop observed in macroscopic 163 

measurements of the MIT.  Factors such as the strain cost associated with larger domains, the presence 164 

of grain boundaries, and inhomogeneity in ௖ܶ௔௩௚ isolate phase domains and limit their growth.  The 165 

delayed propagation of the new phase results in a broad transition width and hysteresis width as seen in 166 

the infrared transmission measurement and the dc resistance data (Fig. 3a).  These factors are less 167 

pronounced in single crystals. Therefore, VO2 single crystals have very sharp transitions and don’t exhibit 168 
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phase coexistence unless subject to external strain [36–39]. In such crystals, the finite hysteresis width 169 

(not to be confused with the transition width) is set by the smallest local ΔTc.   170 

Interestingly, reports in the literature suggest that there is a correlation between the size of VO2 171 

single crystals and the width of the hysteresis.  It is found that the width of the hysteresis of the MIT can 172 

be increased greatly, to as much as 35 K for single domain VO2 nano-particles [40,41]. The hysteresis 173 

width is systematically lessened in nano-particles with increasing size and number of grain 174 

boundaries [41].  This trend holds for free-standing VO2 crystallites, from the somewhat larger VO2 175 

“nanorods” [42] - which have a hysteresis width of approximately 5-10 K -  to millimeter scale free-176 

standing VO2 crystals which have hysteresis widths of approximately 2 K [43].   A small single domain 177 

VO2 nanoparticle is unlikely to contain an optimal nucleation site.  The huge hysteresis widths observed 178 

in these crystallites are a clear indication that the nucleation barrier at nearly all sites is so large that 179 

stochastic nucleation processes occur rarely, if at all.  In sputtered VO2 films, the dramatic separation 180 

between the nucleation barrier at the optimal sites and at all other sites ultimately leads to nucleation 181 

that is functionally deterministic: nucleation occurs reliably - only at the optimal sites - each time the 182 

temperature crosses ௘ܶ௤௟௢௖௔௟. 183 

There is clear evidence in our work  [30] and in the literature  [20,41,44] that grain boundaries play a 184 

role in the formation of optimal sites.  VO2 films with nanoscale grains have almost negligible 185 

macroscopic hysteresis widths, which is indicative of abundant nucleation sites [44].  It has been 186 

suggested previously via DFT+U calculations that oxygen vacancies at grain boundaries serve to catalyze 187 

the MIT [41]. Moreover, there is experimental evidence that oxygen vacancies lead to reduced Tc 188 

 [45,46]. The accumulating evidence clearly indicates that clusters of oxygen vacancies at grain 189 

boundaries serve as optimal nucleation sites. 190 
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To conclude, we have shown that phase domain nucleation and propagation are completely 191 

deterministic processes in the thermally driven MIT in a sputtered VO2 film. In such films, quenched 192 

disorder can be used to reliably control the spatial distribution and propagation of phase domains.  193 

Interestingly, nanoscale spatial inhomogeneity in the ultra-fast optically driven MIT [27,47] suggests that 194 

our conclusion can be generalized to the MIT driven by optical pulses.  Our work provides a platform for 195 

further meaningful exploration into reliable nanoscale VO2 electronic and photonic devices.           196 
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