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Abstract

Parameter-free atomistic simulations of entangled solid-state paramagnetic defects may aid ra-

tional design of devices for quantum information science. This work applies time-dependent density

functional theory (TDDFT) embedded-cluster simulations to a prototype entangled-defect system,

two adjacent singlet-coupled F color centers in lithium fluoride. TDDFT calculations accurately

reproduce the experimental visible absorption of both, isolated and coupled F centers. The most

accurate results are obtained by combining spin symmetry breaking to simulate strong correlation,

a large fraction of exact (HF) exchange to minimize the trapped electrons’ self-interaction error,

and a standard semilocal approximation for dynamical correlations between the defect electrons

and the surrounding ionic lattice. These results motivate application of two-reference correlated ab

initio approximations to the M-center, and application of TDDFT in parameter-free simulations

of more complex entangled paramagnetic defect architectures.
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I. INTRODUCTION

Optically addressable paramagnetic defects in wide-bandgap semiconductors and insula-

tors show enormous promise for quantum information science.1 Such defects have been used

as qubits for quantum computing,2–4 fluorescent probes5 and sensors,6 narrowband single-

photon emitters,7 and nanoscale magnetometers.8,9 Atomistic ab initio simulations of such

defects’ structure,10 optical response,11,12 and quantum-mechanical entanglement are criti-

cal for interpreting experiments. Such simulations could ultimately aid rational design of

practical devices.13,14 This fact motivates development and testing of accurate, minimally

empirical, and computationally efficient approaches for atomistic simulation of such defects.

A simple model system of optically addressable paramagnetic defects is alkali halide

F-centers (color centers), in which a single electron is trapped at an anion vacancy.15–17

The trapped electron forms a ”quasi-atom” analogous to hydrogen atom.18 Atomistic sim-

ulations have confirmed the anion-vacancy model of the F-center,19 characterized the de-

tailed structure of its electron density,20 and provided accurate treatments of its geometry21

and optical spectra.22,23 An important recent study demonstrated that both, embedded-

cluster ab initio quantum chemistry, and periodic supercell many-body perturbation theory

(GW+BSE),23 provide quantitative agreement with the experimental absorption spectra of

isolated F-centers.24 Follow-up studies give insight into the Mollwo-Ivey relation between

lattice parameter and absorption energy.25

I recently showed26 that the lithium fluoride M-center defect, a ”quasi-H2 molecule” with

two singlet-coupled electrons trapped at adjacent anion vacancies,27,28 provides a simple

and experimentally realized model system for entanglement among optically addressable

paramagnetic defects. The M-center is analogous to the singlet ground state of H2 with a

stretched H-H bond, a ”textbook” system for strong correlation and entanglement.29–36 This

system’s singlet ground state at the limit of long bound length is the maximally entangled

two-qubit state |Ψ+〉 = 1√
2
(|↑↓〉+ |↓↑〉) invoked in quantum information science.37 Sim-

ple molecular-orbital/band-structure pictures (single-reference symmetry-restricted Hartree-

Fock calculations) qualitatively fail to reproduce the M-center’s experimental ground-state

magnetization and absorbance spectrum,38,39 just as they qualitatively fail to reproduce the

excitation energies of stretched H2.
40 However, Ref.26 showed that a broken-spin-symmetry

time-dependent Hartree-Fock treatment of the first singlet excitation energy, ”dressed” with
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approximate corrections for electron correlation,24 predicted an M-center absorbance peak

within ∼ 0.3 eV of experiment.26 Improved ab initio results would in principle require corre-

lated multireference calculations, whose computational expense makes them impractical for

large-scale simulations of realistic device architectures.

Kohn-Sham density functional theory (DFT) has been widely applied as a solution to

such difficulties. DFT simulations, using relatively simple density functional approximations

(DFAs) for the exact exchange-correlation functional, combine mean-field cost with useful

accuracy for many systems.41–43 Hybrid DFAs incorporating a fraction of exactly computed

(Hartree-Fock-like, HF) exchange are particularly popular, as they tune the ”zero-sum”

tradeoff between electron self-interaction and simulation of electron correlation in covalent

bonds.32 Broken-spin-symmetry Kohn-Sham calculations using wavefunctions that are not

eigenfunctions of Ŝ2 (i.e., that are not pure singlet, doublet, triplet, etc. states), can some-

times treat properties that would otherwise require multireference ab initio theory.44 Ref.26

reviews the classic example of the singlet ground-state energy of stretched H2. This is above

the triplet energy in symmetry-restricted calculations with standard DFAs and Hartree-Fock

theory, but qualitatively correct in broken-symmetry calculations placing spin-up and spin-

down electrons on different atoms. An enormous range of spin-projection and effectively

multireference methods have been proposed to connect broken-symmetry DFT calculations

back to states of the desired symmetry.45–50 (Specialists may note the argument that the ex-

act ground-state wavefunction of the noninteracting Kohn-Sham reference system need not

be an eigenfunction of Ŝ2, or of any other two-electron operator.51) Practical applications

of broken-symmetry DFT are exemplified in recent treatments of magnetic couplings.52

DFT is also applied beyond the ground state.53 Adiabatic linear response time-dependent

density functional theory (TDDFT) calculations, performed using standard ground-state

DFAs, can accurately simulate the character and vertical excitation energy of many singly-

excited states.54–57 Refs.58,59 review connections between TDDFT and the many-body

Green’s function approaches applied in Ref.24. The combination of TDDFT and spin

symmetry breaking is particularly powerful for multireference systems. TDDFT excitations

computed from broken-symmetry singlet ground states have been recently applied to long-

range charge-transfer excitations60 and electronic spectra of open-shell singlet diradical nickel

complexes.61 CI-singles (Tamm-Dancoff) Hartree-Fock calculations from broken-symmetry

ground states provide qualitatively reasonable singlet excitation energies for dissociating H2,
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though they can be problematic for triplet states.62 TDDFT from symmetry-unrestricted

paramagnetic states has also been applied to optical absorption spectra of oxo and per-

oxo dicopper(II) complexes,63 dynamic polarizability of open-shell molecular systems,64 and

electronic circular dichroism spectra of open-shell Cr(III) compounds.65 Other relevant work

includes spin-flip TDDFT treatments of ground states,66,67 the linear response of projected

Hartree-Fock theory50,68 and noncollinear spin density functional theory,69 and the use of

symmetry-broken wavefunctions as reference in semiempirical CI-singles.70

This work reports the performance of broken-symmetry embedded-cluster TDDFT cal-

culations, using various approximate DFAs, in simulating the electronic structure and ab-

sorbance spectra of isolated paramagnetic F-centers and strongly correlated adjacent singlet-

coupled F-centers. While Hartree-Fock theory itself tends to overestimate the excitation

energies, DFAs incorporating large fractions of HF exchange provide balanced treatments

of both F- and M- centers. The minimally empirical long-range-corrected DFA LC-ωPBE,

and a screened hybrid DFA combining 100% screened HF exchange with long-range PBE

exchange, provide balanced performance for both systems. This motivates applying broken-

symmetry TDDFT to simulate more complicated coupled-defect architectures relevant to

quantum information science.

II. COMPUTATIONAL METHODS

This work uses the development version of the Gaussian suite of programs71 to perform

generalized Kohn-Sham calculations with nonlocal, nonmultiplicative exchange-correlation

potentials for DFAs incorporating HF exchange.72,73 Computational details closely follow

the embedded-cluster calculations of Ref.26, with a more sophisticated extrapolation to the

basis set and cluster embedding limits. Atomic positions are taken from defect-free lattices

at the experimental LiF lattice constants 2.02 Angstrom.74 The single F-center is treated as a

Li14F
+
12 cluster treated completely quantum-mechanically (QM).38 This cluster is surrounded

by a Li150F128 cluster of embedding potentials, then by a Li2026F2048 cluster of isolated point

charges ±1 (cluster ”F1”). The M-center lying along the 〈110〉 direction is treated as a

Li10F
−10
18 QM cluster, embedded in a surrounding Li136F150 cluster of embedding potentials,

surrounded by a Li3730F3704 cluster of isolated point charges (cluster ”M1”). As in Ref.26,

calculations treat the Li+ embedding potential as a point charge +1 surrounded by the
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SBKJC effective core potential (ECP),75 and treat the F− embedding potential as a point

charge −1 surrounded by the SBKJC ECP of Na+. While the assumption that 10-electron

ions F− and Na+ have identical cores is clearly imperfect, Ref.26 showed that calculations

with this assumption largely reproduce previous work, suggesting that the detailed form of

the embedding potential is not critical for the effects of interest here. Unless noted otherwise,

calculations use the cc-pVDZ basis set on the QM region, and include ”dummy” hydrogen

atom basis sets at the defect centers.

The embedded-cluster calculations F1 are extrapolated as follows. The time-dependent

unrestricted Hartree-Fock/cc-pVDZ first excitation energy of cluster F1 is 6.2255 eV, vs.

6.1672 eV for much larger embeddings up to Li1672F1732 embedding potentials and Li504F444

point charges, giving a 0.06 eV redshift for the embedding potential. Calculations with

larger QM regions give first excitation energies 6.1672 eV Li14F12, 6.1043 eV Li14F18, 6.0680

eV Li38F18, 6.0489 eV Li38F54. Extrapolation as N−1, where N is the number of atoms in

the QM region, suggests a QM-cluster limit excitation energy 6.02 eV and a 0.15 eV redshift

to extrapolate the QM region. Calculations on the F1 cluster give excitation energies 6.0738

eV in the cc-pVTZ basis set and 6.0488 eV in the cc-pVQZ basis set. Extrapolation as

Z−3 where Z is the basis set cardinality suggests a basis set limit value 6.03 eV and a

0.13 eV redshift for basis set corrections to the F1/cc-pVDZ results. Combined, these

suggest a 0.06+0.15+0.13=0.34 eV total redshift to F1/cc-pVDZ results to reach the basis-

set and cluster size limit. This shift is smaller than the (5.99-5.50)=0.45 eV redshift between

Li14F12/cc-pVDZ and Li62F62 complete basis set CASPT2(ROHF) results reported in Ref.24,

consistent with the larger basis set demands of the latter’s correlated ab initio calculations.

Additional redshifts of 0.21 eV for ground- and excited-state geometry relaxation and 0.09

eV for electron-phonon coupling are taken from Ref.24.

The embedded-cluster calculations M1 are extrapolated as follows. The broken-symmetry

time-dependent unrestricted Hartree-Fock/cc-pVDZ first excitation energy of cluster M1 is

4.1835 eV, vs. 4.1834 eV for much larger embeddings up to Li136F150 embedding potentials

and Li6934F6908 point charges, giving negligible redshifts for embedding potential. Calcu-

lations with larger QM regions give first excitation energies 4.1835 eV Li10F18, 4.1478 eV

Li22F18, 4.1285 eV Li22F26. Extrapolation as N−1 suggests a QM-cluster limit excitation

energy 4.05 eV and a 0.13 eV redshift to extrapolate the QM region. Broken-symmetry

TDUHF calculations on the M1 cluster give excitation energies 4.1459 eV in the cc-pVTZ
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basis and 4.1273 eV in the cc-pVQZ basis, such that extrapolation as Z−3 gives a basis set

limit 4.12 eV and a 0.06 eV redshift for basis set corrections to M1/cc-pVDZ results. These

basis set effects for the M center1Σ+
g → 1Σ+

u excitation are smaller than the basis set effects

on the F center 1s→2p excitation, as expected. Combined, these suggest an 0.13+0.06=0.18

eV total redshift to M1/cc-pVDZ results to reach the basis-set and cluster size limit. Ad-

ditional redshifts of 0.21 eV for ground- and excited-state geometry relaxation and 0.09 eV

for electron-phonon coupling are assumed to be identical to those of the F-center.

A major part of this work involves comparing the performance of different DFAs. Calcu-

lations compare a broad range of ”standard” DFAs implemented in the Gaussian package.71

The simplest tested approximations are the local spin-density approximation LSDA76 and the

Xα method combining rescaled LSDA exchange and no correlation functional.77 Tested gen-

eralized gradient approximations (GGAs) include the nonempirical Perdew-Burke-Ernzerhof

(PBE) and Perdew-Wang PW91 GGAs78,79 and the empirical B97-1,80 B97-2,81 B97-D,82

HCTH93,83 HCTH147,84 and HCTH407,85 GGAs. (While empirical dispersion corrections

as in B97-D are not expected to significantly affect the present results, their importance

in other areas86 motivates inclusion here.) Tested meta-GGAs include the nonempirical

Tao-Perdew-Staroverov-Scuseria TPSS87 and empirical M06-L.88 Tested global hybrids in-

cluding a constant fraction of HF exchange include the arguably nonempirical89 PBE0 (25%

HF exchange),90,91 and the empirical O3LYP (11.6%),92 B3LYP (20%),79,93–96 BHHLYP

(50%),79,93,94 and M06-HF (100%)97 global hybrids. Calculations also test the combination

of 100% HF exchange with the LDA or PBE correlation functional, denoted ”HFLDA” or

”HFPBE”, and the APFD combination of 41.1% B3PW91 and 58.9% PBE0 plus dispersion

corrections.98 Tested range-separated hybrids include the HSE0699,100 and HISS101 screened

hybrids incorporating no long-range HF exchange, as well as a ”HSE100” combining 100%

short-range HF exchange with no long-range HF exchange. Tested long-range-corrected

hybrids, whose inclusion of additional long-range HF exchange is known to improve many

excited states,102 include LC-ωPBE,103 ωB97X-D,104 and CAM-B3LYP.105

Other computational details are as follows. TDDFT calculations are performed with vs.

without the Tamm-Dancoff approximation. Calculations on the M-center are performed

from both symmetric and broken-spin-symmetry singlet states. The broken-spin absorption

is assumed to correspond to the first excited state with a non-negligible computed tran-

sition dipole moment. All corrections are assumed to be transferable between the tested
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FIG. 1. Signed error (theory-experiment, eV) in the excitation energies of F- and M-centers

predicted by time-dependent DFT using various DFAs. Results are shown for broken-symmetry

TD calculations on an isolated F-center, and broken-symmetry TD and symmetry-restricted TDA

calculations on an M-center.

DFT methods, and between TD, TDA, and band structure calculations. All excitations

are confirmed be dipole-allowed states with significant nonzero predicted transition dipole

moments. Atom-averaged quantities are obtained using Mulliken population analysis.

III. RESULTS

A. Isolated paramagnentic defect

Figure 2 presents a single F-center’s three-dimensional structure and ground-state spin

density , as well as total and spin densities inside the defect computed with representative

DFAs. The unpaired electron density is localized inside the defect, yielding a non-nuclear

attractor20 in the total density.

Table I includes additional detail on different DFAs’ predictions for the F-center defect

electronic structure. The table includes the total electron density at the non-nuclear attrac-

tor ρNNA, and the total Mulliken charge & spin density LiQ and LiM of the lithium atoms

ajacent to the defect. DFAs that localize the trapped electron inside the defect tend to give
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FIG. 2. Structure and spin density of an isolated F-center defect. (Left) Three-dimensional struc-

ture and LC-ωPBE spin density, isosurface 0.0004 bohr−3. (Right) Defect total and spin densities

along along the [100] axis, evaluated for representative DFAs.

LiQ approaching +1, and LiM approaching 0.

Table I also presents the predicted symmetry-unrestricted TD and TDA first excitation

energies of a single F-center. Band structure excitation energies (HOMO-LUMO gaps),

and TD first excitation energies of isolated H atom, are reported for comparison. Figure

1 summarizes the errors relative to experiment. Results are sorted from lowest to highest

F-center TD excitation energy. These spin-unrestricted doublet calculations have little spin

contamination, with ground- and excited-state
〈

Ŝ2

〉

between 0.750 and 0.754. All of the

tested DFAs predict that the F-center excitation is a 1s→2p -like excitation of the trapped

electron ”quasi-atom”.

The trends for single trapped electrons in Table I and Figure 1 are consistent with the

previous literature on time-dependent DFT. The best agreement with experiment comes

from DFAs that combine a semilocal correlation functional with a large fraction of HF

exchange, particularly the long-range-corrected LC-ωPBE. TD and TDA results are nearly

identical, consistent with previous studies of the Tamm-Dancoff approximation.106 Band

energies do not reproduce the experimental absorption energy, consistent with their lack of
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particle-hole interactions.24,107 Similar results are found for the M-center (not shown).

The trends among different DFAs are also broadly consistent with the literature. Time-

dependent Hartree-Fock calculations (entry ”HF”) give an absorption energy ∼ 0.5 eV

above experiment. This is consistent with the important role of dynamical correlation seen

in Refs.21,24. (The TDHF F-center calculations in Ref.26, unlike the present calculations,

included an approximate correction for dynamical correlation extrapolated from the ab ini-

tio calculations in Ref.24.) Adding semilocal correlation corrections to Hartree-Fock theory

(entries ”HFLDA” and ”HFPBE”) modestly improves the predicted F-center excitation

energies. In contrast to these full-range HF results, DFAs that do not include any HF ex-

change underestimate the excitation energy. This is consistent with these DFAs’ known

self-interaction error108 and their resulting tendency to underestimate valence and Rydberg

excitations.57 However, it is important to note that long-range HF exchange is not required

to accurately predict the F-center excitation energy. This conclusion is particularly encour-

aging for periodic supercell simulations of paramagnetic defects, as long-range HF exchange

can be computationally expensive in such simulations.109 The ”middle-range” HISS hybrid

gives an excitation energy close to LC-ωPBE. The HSE100 hybrid of 100% screened HF

exchange approaches HFPBE (100% full-range HF exchange). This is again consistent with

the literature on range separation in DFAs, particularly Ref.110. That reference demon-

strated that many properties of interest, particularly in condensed phases, depend on the

”middle-range exchange” between electrons separated by ∼ 1− 2 bohr (or equivalently 1-2

chemical bond lengths). For many properties, including low-lying Rydberg state excitations,

polarizabilities of H2 chains, and Raman activities, screened hybrid DFAs incorporating no

asymptotic long-range HF exchange can provide performance comparable to long-range-

corrected hybrids incorporating 100% asymptotic long-range HF exchange. (However, truly

”long-range” properties such as long-range beween-molecule chage transfer do still require

long-range HF exchange.111)

Ref.26 illustrated the utility of comparing the F-center ”quasi-atom” to hydrogen atom

itself. Accordingly, Table I also reports the first bright state excitation predicted for H atom.

Trends in the different DFAs’ predictions for the F-center excitation energy generally mirror

trends for hydrogen atom. This is consistent with the ”quasi-atom” model of the F-center

as a single electron confined by the surrounding ionic lattice.18

Additional insight into the trends in Table I comes from the trends in electron density
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TABLE I. Excitation energies (eV) of a single isolated F-center, predicted using a variety of den-

sity functional approximations. Results are shown for time-dependent density functional theory

TDDFT, the Tamm-Dancoff approximation TDA, and band energies ”band”. Isolated hydrogen

atom 1s → 2P TD excitation energy ”Hatom”, total density at the non-nuclear attractor ρNNA

(au), and atom-averaged partial charge LiQ and spin LiM for the Li atoms closest to the defect are

included . DFAs are sorted from smallest to largest predicted TDDFT excitation energy.

Method TDDFT TDA Band Hatom ρNNA LiQ LiM
Experiment 5.08
LDA 4.24 4.3 3.85 9.87 1.57 0.558 0.160
BLYP 4.33 4.38 4.14 10.18 1.809 0.625 0.123
B97D 4.35 4.43 4.19 10.53 1.462 0.69 0.109
HFS 4.39 4.45 4.02 9.71 1.626 0.536 0.154
PW91 4.44 4.49 4.17 10.34 1.641 0.63 0.13
PBE 4.46 4.51 4.17 10.24 2.069 0.632 0.13
HCTH407 4.58 4.67 4.28 10.46 2.069 0.665 0.143
B3LYP 4.62 4.67 5.69 10.4 1.829 0.661 0.118
X3LYP 4.63 4.68 5.8 10.42 1.828 0.657 0.118
B972 4.67 4.72 5.75 10.64 1.614 0.715 0.112
O3LYP 4.68 4.73 5.23 10.46 1.718 0.689 0.121
HSE 4.76 4.81 5.3 10.5 1.655 0.679 0.118
APFD 4.77 4.78 5.97 10.49 1.677 0.685 0.12
CAMB3LYP 4.79 4.84 8.39 10.4 1.818 0.639 0.122
PBE0 4.79 4.84 6.11 10.51 1.663 0.683 0.12
B971 4.8 4.86 5.74 10.56 1.993 0.68 0.129
TPSS 4.85 4.92 4.78 10.48 1.955 0.68 0.114
wB97XD 4.93 5.02 9.53 10.39 1.944 0.69 0.135
BHHLYP 4.95 5 8.02 10.71 1.883 0.714 0.104
HISS 4.98 5.03 5.82 10.74 1.72 0.677 0.109
LCwPBE 5.06 5.12 10.86 10.53 2.069 0.636 0.119
HFTPSS 5.35 5.43 11.8 11.18 1.6 0.827 0.089
HSE100 5.38 5.43 8.91 11.31 1.823 0.831 0.086
HFLDA 5.4 5.45 12.23 11.45 2.017 0.843 0.081
HFPBE 5.43 5.49 12.05 11.32 1.797 0.829 0.089
HF 5.53 5.59 12.45 11.24 2.069 0.828 0.071

in Table I. DFAs that localize the trapped electron inside the vacancy, and give LiQ near 1

and LiM near 0, also tend to give relatively large excitation energies, as expected from their

enhanced localization. In contrast, the computed total density at the NNA proves to have

a weaker correlation with the predicted excitation energies.

B. Adjacent singlet-coupled defects

Figure 3 presents two singlet-coupled F centers’ three-dimensional structure and ground-

state spin density, evaluated with symmetry-broken DFT. The effect of symmetry breaking
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FIG. 3. Structure and spin density of two coupled F-center defects. (Left) Three-dimensional

structure and LC-ωPBE spin density, isosurface 0.0004 bohr−3. Blue and green denote different

spin polarizations. (Right) Defect total and spin densities along along the [110] axis, evaluated for

representative DFAs.

is clear: one defect site contains mostly α-spin electrons, the other contains mostly β-spin

electrons. Table II presents the computed Mulliken charge and spin density LiQ and LiM

of the four Li atoms closest to the left F-center. The variations among different DFAs are

somewhat larger than for the isolated F-center (Table I). Increasing the fraction of HF

exchange increases the spin polarization, increasing both the charge and spin on the atoms.

Table III presents the predicted symmetry-restricted and symmetry-broken TD and TDA

first excitation energies of the two adjacent singlet-coupled defects in the M-center. Figure

1 summarizes the signed errors in F-center TD, M-center symmetry-restricted TDA, and M-

center spin-symmetry-broken (BS) TD approximations. In symmetry-restricted calculations,

all tested DFAs give singlet→triplet excitations with negative excitation energies, consistent

with previous evidence that the M-center has a singlet-triplet instability comparable to H2

stretched beyond the Coulson-Fischer point.26,38

The symmetry-restricted TD and TDA excitation energies depend only modestly on the

choice of DFA. DFAs with large fractions of HF exchange tend to predict TD and TDA

excitation energies below those of DFAs without HF exchange. This trend is consistent with

the results seen in Table III for stretched H2. The TDA first singlet excitation energies are

higher and somewhat more accurate than TD. The rather good performance of symmetry-

restricted TDA for the M-center excited state is comparable to that seen previously for
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TABLE II. Atom-averaged partial charge LiQ and spin LiM for the Li atoms closest to the left

defect, in two adjacent singlet-coupled F-center defects. DFAs are sorted from smallest to largest

predicted LiQ.

Method LiQ LiM
HFS -0.096 0.250
LDA -0.065 0.199
BLYP 0.011 0.189
PW91 0.024 0.204
PBE 0.026 0.205
LCwPBE 0.072 0.212
CAMB3LYP 0.073 0.210
TPSS 0.078 0.194
X3LYP 0.087 0.199
B3LYP 0.090 0.199
B97D 0.103 0.178
SLC-PBE 0.107 0.211
B971 0.112 0.184
HSE 0.114 0.204
HCTH407 0.115 0.231
wB97XD 0.117 0.209
APFD 0.124 0.207
HISS 0.126 0.200
PBE0 0.126 0.206
O3LYP 0.147 0.208
B972 0.151 0.173
BHHLYP 0.188 0.195
MN15L 0.225 0.157
HF 0.368 0.172
HFTPSS 0.372 0.188
HSE100 0.374 0.186
HFPBE 0.376 0.190
HFLDA 0.395 0.179

symmetry-restricted CI-singles calculations on H2.
62 Overall, symmetry-restricted TDA ex-

citations, computed using DFAs combining semilocal correlation with large large fractions

of HF exchange, tend to be rather accurate for the M-center.

In contrast to the case of unstable symmetry-restricted reference wavefunctions, the stable

symmetry-broken excitation energies depend rather strongly on the choice of DFA. As for

the F-center, TD and TDA results obtained with a given DFA are nearly identical.106 Trends

in different DFAs mirror those seen for the isolated F-center, as well as for isolated H atom

and symmetry-broken H2. In all of these cases, DFAs without HF exchange underestimate

the excitation energy, while those with 100% HF exchange overestimate it.

Dynamical correlation proves to have a particularly large effect in broken-symmetry sim-

ulations of the M-center. Broken-symmetry TDHF strongly overestimates the M-center
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TABLE III. Excitation energies (eV) of a single M-center, predicted with a variety of density func-

tionals and symmetry-restricted and symmetry-broken TD and TDA calculations. TD results for

H2, with bond length 2.85 Angstrom equal to the M-center’s defect-defect separation are included

for comparison.

Symmetric Symmetry broken
Method TD TDA H2 TD TDA H2

Experiment 2.79
LDA 1.84 3.25 3.48 1.76 2.25 4.03
BLYP 1.91 3.21 3.42 1.91 2.09 4.64
B97D 1.96 3.26 3.44 2.35 2.64 8.05
Xα 1.83 3.28 3.48 2.09 2.19 6.27
PW91 1.90 3.24 3.45 2.02 2.16 6.41
PBE 1.89 3.25 3.46 2.02 2.16 6.27
HCTH147 1.95 3.28 3.43 2.34 2.62 7.11
HCTH93 1.95 3.24 3.42 2.33 2.52 6.88
HCTH407 1.94 3.33 3.42 2.57 2.70 7.51
B3LYP 1.93 3.13 3.40 2.14 2.26 5.46
X3LYP 1.93 3.13 3.39 2.14 2.26 5.57
B972 1.95 3.18 3.41 2.10 2.41 8.63
O3LYP 1.94 3.18 3.39 2.29 2.37 4.90
HSE 1.93 3.19 3.41 2.31 2.41 7.16
APFD 1.93 3.15 3.42 2.32 2.42 6.87
CAM-B3LYP 1.87 2.89 3.37 2.38 2.47 5.96
PBE0 1.93 3.15 3.41 2.33 2.43 7.13
B971 1.94 3.09 3.41 2.06 2.41 8.22
TPSS 1.94 3.26 3.53 2.15 2.24 3.20
ωB97X-D 1.88 2.84 3.40 2.33 4.70 7.63
BHHLYP 1.95 3.00 3.32 2.47 2.55 6.57
HISS 1.94 3.12 3.35 2.49 2.88 7.94
LC-ωPBE 1.80 2.69 3.36 2.82 2.88 7.77
HFTPSS 1.88 2.74 2.96 3.02 3.09 8.67
HSE100 1.95 2.81 3.19 3.05 3.12 9.40
HFLDA 1.94 2.68 3.14 3.11 3.18 7.60
HFPBE 1.92 2.74 3.18 3.13 3.19 9.29
HF 1.95 2.75 3.17 3.69 3.77 9.38

excitation energy, while the HFLDA, HFPBE, HFTPSS combinations of HF exchange with

a DFA for dynamical correlation are significantly more accurate. (The TDHF M-center cal-

culations in Ref.26, unlike the present calculations, included an approximate correction for

dynamical correlation taken from Ref.24.) This appears to result from an improved treat-

ment of the trapped electrons’ interactions with the defect walls. Broken-symmetry TD

calculations on isolated H2 molecule shows a much smaller effect of the dynamical correla-

tion functional: HF and HFPBE excitation energies differ by < 0.1 eV for H2, > 0.5 eV for

the M-center.

13



IV. DISCUSSION

The results presented here show that time-dependent DFT can provide accurate treat-

ments of the optical response of both isolated and coupled paramagnetic defects in lithium

fluoride. Density functional approximations that combine a large fraction of HF exchange,

with a standard semilocal approximation for dynamical correlation, prove to give a bal-

anced treatment of both the defect electron and its coupling with the surrounding ionic

lattice. Careful extrapolation to the basis-set and cluster size limits gives confidence in

these embedded-cluster results.

Overall, the LC-ωPBE long-range-corrected DFA gives the best agreement with exper-

iment, giving F-center, symmetry-restricted TDA M-center, and broken-symmetry TD M-

center excitations all within 0.03 eV of the experimental values. This is consistent with

LC-ωPBE known accuracy for valence, Rydberg, and charge-transfer excited states.103 The

”HSE100” combination of 100% screened HF exchange and semilocal correlation gives re-

sults nearly comparable to the full-range HF exchange HFPBE. This shows that long-range

HF exchange is not necessary for simulating these localized trapped-electron defects, con-

sistent with previous comaprisons of screened vs. long-range-corrected DFAs for some other

properties improved by long-range correction.110

The success of symmetry-broken DFT is consistent with the physical picture of the M-

center defect as two strongly correlated trapped electrons, weakly correlated with the sur-

rounding lattice. Symmetry-broken HF-PBE is from this perspective a symmetry-broken

approximation to a two-component open-shell reference, combined with a simple DFT treat-

ment of the trapped electrons’ correlations with the surrounding crystal lattice. This further

suggests that a relatively simple two-configuration wavefunction, combined with second-

order many-body corrections, could provide accurate ab initio predictions for M-center ex-

citations.

Overall, these results provide a framework for future atomistic simulations of coupled,

optically addressable paramagnetic defects in quantum information science.
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