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We investigate the doping-induced changes in the electronic structure of CeB6 on a series of substituted
Ce1−x Rx B6 samples (R = La, Nd) using diffuse neutron scattering. We observe a redistribution of magnetic
spectral weight across the Brillouin zone, which we associate with the changes in the Fermi-surface nesting
properties related to the modified charge carrier concentration. In particular, a strong diffuse peak at
the corner of the Brillouin zone (R point), which coincides with the propagation vector of the elusive
antiferroquadrupolar (AFQ) order in CeB6, is rapidly suppressed by both La and Nd doping, like the AFQ
order itself. The corresponding spectral weight is transferred to the X (00 1

2 ) point, ultimately stabilizing
a long-range AFM order at this wave vector at the Nd-rich side of the phase diagram. At an intermediate
Nd concentration, a broad diffuse peak with multiple local maxima of intensity is observed around the X
point, evidencing itinerant frustration that gives rise to multiple ordered phases for which Ce1−x Ndx B6 is
known. On the La-rich side of the phase diagram, however, dilution of the magnetic moments prevents
the formation of a similar (00 1

2 )-type order despite the presence of nesting. Our results demonstrate how
diffuse neutron scattering can be used to probe the nesting vectors in complex f -electron systems directly,
without reference to the single-particle band structure, and emphasize the role of Fermi surface geometry in
stabilizing magnetic order in rare-earth hexaborides.

PACS numbers: 71.27.+a, 75.20.Hr, 75.30.Kz, 75.40.Gb, 78.70.Nx

I. INTRODUCTION

Although knowing the electronic structure plays a crucial
role for understanding macroscopic properties of any crys-
talline material, there are very few experimental techniques
that can be used to probe it. Standard macroscopic mea-
surements that are usually used for reconstruction of the
Fermi-surface geometry are quantum oscillations (de Haas –
van Alphen and Shubnikov – de Haas effects), but both of
them require very high purity of samples with a long mean
free path, which is difficult to achieve for nonstoichiometric
chemical compositions, and high magnetic fields, which may
significantly change the electronic structure itself in the case
of materials with strong spin-orbit coupling or superconduc-
tors. In addition, the resulting information is limited to the
areas of extremal electron orbits and is therefore insufficient
to extract precise values of Fermi momenta. A more direct
source of information about Fermi surface geometry is angle-
resolved photoelectron spectroscopy (ARPES), which is able
to probe the 4-dimensional (kx , ky , kz and ħhω) electronic
structure, but in turn, this technique is very sensitive to
the quality of the sample surface and has poor resolution
along the momentum axis perpendicular to the cleavage
plane. This limits its applicability to materials with highly
3-dimensional (3D) band structures. Extraction of Fermi-
surface nesting vectors from ARPES data is possible and has
been successful in many earlier works [1–8], but it usually
relies on a technically demanding fit of the whole low-energy
band structure to a tight-binding model with a consequent
momentum integration to extract the peaks in a two-particle
correlation function. This method is, therefore, indirect.

∗Corresponding author: Dmytro.Inosov@tu-dresden.de

A handful of earlier works on magnetic heavy-fermion met-
als, where conduction electrons are involved in the formation
of magnetic order, suggest that the low-energy dynamic spin
susceptibility χ(ω,Q), measured with diffuse neutron scat-
tering, provides direct information about the nesting vectors
[7–16]. Due to the bulk sensitivity of neutron scattering, it
therefore serves as a complementary method for probing the
3D electronic structure. In this paper, we apply this method
to probe the evolution of the electronic properties of cerium
hexaboride, CeB6, upon La and Nd substitutions and discuss
the changes in its Fermi-surface nesting properties that cor-
relate with the appearance of different ordered phases in
the magnetic phase diagram.

Heavy-fermion compounds are a class of correlated f-
electron materials, which continue to attract close attention
despite decades of intense investigations due to a number of
intriguing physical phenomena, such as unconventional su-
perconductivity [17–21], quantum criticality [22, 23], and
multipolar ordered phases [24–28]. A model example of
intriguing heavy-fermion physics is CeB6, which exhibits
a very complex magnetic phase diagram and a rich spec-
trum of excitations, indicating a delicate balance between
different microscopic interactions despite very simple crystal
and electronic structures [29–31]. Zero-field phase diagram
of CeB6 consists of a complex double-q antiferromagnetic
(AFM) phase below TN = 2.3 K [32] and the so-called “hid-
den order” phase II between TN and TQ = 3.2 K, which
results from a G-type antiferroquadrupolar (AFQ) ordering
of the Ox y ,Oyz and Ozx quadrupolar moments of Ce3+ ions
[33–37]. Most recently, an additional crossover was found
in the behavior of the anisotropic magnetoresistance inside
phase II, separating this phase into two regions characterized
by opposite signs of the resistance anisotropy with respect to
the field direction [38]. In contrast to the spectrum of a con-
ventional antiferromagnet with Goldstone modes stemming
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Fig. 1. Schematic magnetic phase diagram of the solid solutions
Ce1−x Rx B6 (R= La, Nd) after Refs. [31, 39–47] at zero field. Phases
II and IV are associated with the two multipolar phases with AFQ
and octupolar ordering. The “SC” dome at the bottom-right corner
schematically indicates the dubious superconducting phase of the
pure LaB6 [31, 48–50]. Phases III, V and VI are three different
types of AFM ordering, realized in Ce1−x Ndx B6. Vertical gray lines
indicate the sample compositions, measured in our present work.

from magnetic Bragg peaks, the excitation spectrum of CeB6
contains several novel features, such as a resonant mode
at the R point [51], which corresponds to the propagation
vector of the AFQ phase, and an intense ferromagnetic (FM)
excitation with a parabolic dispersion at the Γ point [52].

Generally, in heavy-fermion materials, isovalent substi-
tution of magnetic ions with non-magnetic ones leads to a
crossover from a coherent Kondo lattice to the dilute Kondo
impurity regime, as it was shown for Ce1−xLaxCu6 [53–56].
Lanthanum doping of CeB6 suppresses both AFM and AFQ
phases and induces a new multipolar-ordered phase IV be-
yond a quantum critical point (QCP) at x ≈ 0.3, presumably
of octupolar character [57–59]. Non-Fermi-liquid behavior
has been observed in the vicinity of the QCP [60], and a
recent specific-heat investigation of substituted Ce1−xLaxB6
emphasizes the importance of multipolar fluctuations that
are directly linked to the effective mass of charge carriers
[61]. However, the nature of the ordered multipoles in phase
IV, as well as the underlying interactions [62–66], are still a
matter of debate.

A substitution of Ce3+ with other magnetic rare-earth ions,
like Pr3+ or Nd3+, significantly enriches the phase diagram
[42–44, 67–69]. In the simplest case of Nd doping, even a
rather low Nd concentration of ∼0.1 suppresses the AFQ
phase at zero field, makes the AFM propagation vector of
phase III slightly incommensurate, and creates a new AFM
phase V. At x ≈ 0.5, the order finally changes to conven-
tional AFM stacking of FM layers with the ordering wave
vector q0 = (00 1

2 ), like in the pure NdB6 [42–44]. The
zero-field magnetic phase diagram of both Ce1−xLaxB6 and
Ce1−xNdxB6 is summarized in Fig. 1.

Investigations of the electronic structure of light rare-
earth hexaborides have shown that the shape of the Fermi-
surface, effective mass of charge carriers, and the number of
conduction electrons per unit cell are very similar for both
NdB6 and LaB6, due to a strong localization of 4 f electrons
in NdB6 [70, 71]. On the other hand, hybridization of Ce 4 f 1

electrons with the conduction band qualitatively modifies the

Fermi surface of CeB6 as compared to LaB6 [72]. Therefore,
both La and Nd doping of CeB6 do not simply change the
number or magnitude of localized 4 f magnetic moments,
but also induce an effective hole doping, decreasing the
number of conduction electrons and modifying the Fermi
surface geometry.

In a recent work [8], some of us have investigated elec-
tronic structure of pure CeB6 using both ARPES and inelastic
neutron scattering (INS). We observed strong spectral in-
tensity at the points, which correspond to the propagation
vectors of the AFQ and AFM phases, and additional intensity
maxima at the Γ and X points. Our analysis of the ARPES
data has shown that both order parameters of AFM and
AFQ phases are dictated by nesting instabilities of the Fermi
surface, and therefore electronic and magnetic structures of
CeB6 are closely connected with each other. In this paper,
we extend this approach to a series of La and Nd substituted
Ce1−xRxB6 solid solutions and use INS to uniformly cover
the phase diagram shown in Fig. 1 in order to demonstrate
that the doping-induced changes in the nesting properties of
the Fermi surface correlate with the changes of the ordered
phases for compounds with various substitution levels.

II. EXPERIMENTAL RESULTS

A. Details of the experiments

In this work we used single crystals of Ce1−xLaxB6 (x =
0,0.23,0.5,0.75) and Ce0.7Nd0.3B6 with a typical mass of
∼ 3 – 4 g, specially grown using isotope-enriched 11B to min-
imize neutron absorption, as described elsewhere [51]. The
crystal structure is cubic, with a lattice constant of 4.14 Å for
pure CeB6, and belongs to the Pm3m space group. For ther-
modynamic measurements of Ce0.7Nd0.3B6 we used small
pieces of the same single crystal that was used for INS mea-
surements, cut along [11̄0]. Specific heat and magnetization
of Ce0.7Nd0.3B6 were measured using the physical-property
measurement system PPMS-6000 and the vibrating-sample
magnetometer MPMS3-VSM, respectively.

For neutron scattering measurements, we oriented all
samples with their [11̄0] crystal axes perpendicular to the
scattering plane in order to have access to all high-symmetry
directions in the (HH L) plane. INS measurements of the par-
ent compound CeB6 were performed using the cold-neutron
time-of-flight spectrometer IN5 [73] at the high-flux research
reactor of the Institut Laue-Langevin (ILL) at a temperature
of T = 3.2 K, just above TQ. The incident neutron wave-
length was fixed at 5 Å (Ei = 3.27 meV), which corresponds
to an energy resolution (full width at half maximum) of
0.08 meV at zero energy transfer.

Measurements of substituted samples were performed us-
ing the MACS spectrometer at NIST [74]. The measurement
temperature was fixed just above TN for each sample. The
MACS spectrometer operates a system of multiple analyzers
and detectors that comprise 20 identical channels surround-
ing the sample. Each channel contains a vertically focusing
double-crystal analyzer with two detectors. Such a design
implies that one can simultaneously collect data with the
given final neutron energy, Ef, for the spectroscopic channel,
and without energy selection for the diffraction channel.
This allows us to collect energy-integrated data in parallel
to any spectroscopic measurement at no extra cost in ac-
quisition time. In our measurements, we fixed the incident
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Fig. 2. Magnetization and specific heat of Ce0.7Nd0.3B6 measured
with B ‖ [11̄0]. (a) Magnetic field dependencies of magnetization.
Data are offset vertically for clarity. (b) Temperature dependen-
cies of dc susceptibility χ(T) = M(T)/B. (c) Hysteresis width
calculated as M(B)↑ − M(B)↓. Data are offset vertically for clarity.
(d) Specific heat, C(T )/T , measured in different magnetic fields.

neutron energy Ei to 3.2 meV, which implies an energy reso-
lution of∆E = 0.15 meV at the elastic position, and chose an
energy transfer of 0.2 meV for the spectroscopic channel to
map out the diffuse quasielastic magnetic scattering (QEMS)
intensity just above the incoherent elastic line. We used
cold Be filters both before and after the sample to suppress
higher-order contamination from the monochromator. To
distinguish the diffuse magnetic signal from nonmagnetic
background scattering on the sample and cryogenic environ-
ment, we mapped out the same area in momentum space
at an elevated temperature of T = 35 K for La-doped or at
T = 40 K for Nd-doped samples. According to earlier mea-
surements [51], the quasielastic signal is suppressed at this
temperature below the detection limit, so by using the high-
temperature datasets as background, we could obtain clean
momentum-space distributions of the magnetic intensity by
subtraction. The data were analyzed and symmetrized using
DAVE [75] and HORACE [76] software.

B. Magnetic phase diagram of Ce0.7Nd0.3B6

The La-substituted cerium hexaborides Ce1−xLaxB6 have
been a subject of active research for a long time [25, 31, 39–
41, 45–47, 57–61, 67, 77–79], and complete characteriza-
tion of all La substituted Ce1−xLaxB6 single crystals, which
we used in this work, was already done previously [47, 61].
However, there have been only very few works devoted to
the magnetic phase diagrams of Nd-substituted Ce1−xNdxB6
[42–44]. We therefore start with a detailed investigation of
the magnetic phase diagram of our sample, Ce0.7Nd0.3B6,
using specific heat and magnetization measurements.

Figure 2 shows a summary of thermodynamic data which
we used to reconstruct the magnetic-field – temperature
phase diagram of Ce0.7Nd0.3B6. First of all, let us consider

magnetic-field dependencies of magnetization measured up
to B = 7 T, which are shown in Fig. 2 (a). High-temperature
(T > 3.5 K) magnetization is exactly linear in the whole
available field range, and a small change of slope appears at
high fields, when sample is cooled down below T = 3.2 K.
This critical field decreases with temperature, and below
T = 2.3 K, we observe a hysteresis, which indicates a first-
order phase transition from the AFQ phase II to the AFM
phase III, consistently with previously published results on
Ce0.8Nd0.2B6 [43]. Field dependencies of the hysteresis
width, calculated by subtraction M(B)↑ − M(B)↓, are shown
in Fig. 2 (c), and one can see that below TN2 = 2.38 K,
upon decreasing temperature, the maximum of the hystere-
sis shifts to higher fields and increases in amplitude.

Temperature dependencies of the DC magnetic suscepti-
bility χ(T) = M(T)/B are shown in Fig. 2 (b). First of all,
we discuss the low-field curves, B < 3 T. One can clearly see
a well pronounced maximum at TN1 ' 3 K upon entering
the phase V and a kink at TN2 ' 2.38 K, which corresponds
to the III–V phase boundary. Increasing the magnetic field
smears out this behaviour, and one can see almost constant
χ(T ) dependencies for B = 3.75 T. The high-field phase was
previously identified as the AFQ phase II [43], and we ex-
tracted the boundary as a locus of minima in the ∂χ(T )/∂ T
curves.

Similar features have been observed in the specific-heat
measurements shown in Fig. 2 (d). The temperature de-
pendence of the zero-field specific heat consists of a sharp
λ-shape anomaly at TN1 = 2.34 K and a small peak at
TN2 = 3.12 K. Application of magnetic field gradually sup-
presses both TN1 and TN2 until at a field B = 3.5 T they
merge into a single broad peak centered at T = 2.13 K,
which remains at the same position up to B = 4 T. At higher
fields, we observe a new peak, which corresponds to the I–II
phase boundary.

Combining results of specific heat and magnetization
measurements, we have reconstructed the magnetic-field –
temperature phase diagram of Ce0.7Nd0.3B6, which is shown
in Fig. 3. In spite of the perfect agreement between specific-
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Fig. 4. Summary of INS results, measured on Ce1−x Rx B6. The top panel of every figure represents the Q-dependence of QEMS intensity
within the (HH L) plane. Lower panels show cuts along the (HH 1

2 ) direction, obtained by integration within ±0.025 along the L axis.
(a) Background-subtracted INS intensity measured on Ce0.7Nd0.3B6 with the MACS spectrometer at an energy transfer ∆E = 0.2 meV and
in the diffraction channel, as shown at the right and left sides of each panel, respectively. The temperatures of foreground and background
measurements are shown in the corner of every panel. (b) INS results for the parent compound CeB6, measured with the time-of-flight
spectrometer IN5 at T = 3.2 K, integrated within an energy window E = [0.125, 0.275] meV. (c–e) The background-subtracted data for
the three samples of Ce1−x Lax B6, measured and presented in the same way as the data in panel (a). (f) Schematic representation of the
(HH L) scattering plane in the cubic Brillouin zone of CeB6 with labeling of high-symmetry points.

heat and magnetization data in both high-field and low-field
limits, intermediate region around B ≈ 4 T, where all 3 phase
boundaries intersect, is rather ambiguous. Taking into ac-
count that the phase transition from the AFM phase III to
the field-induced AFQ phase II is first order, we consider that
this critical area corresponds to the coexistence of phases
II, III and V. Our results are reasonably consistent with pre-
viously published phase diagrams of Ce1−xNdxB6 [42, 43],
and here we have presented the magnetic phase diagram
for another composition with x = 0.3, which we used in our
INS measurements.

C. Neutron scattering

In this section we discuss our experimental approach to
mapping the QEMS intensity distribution and the results of
our INS measurements. The magnetic quasielastic line has
its maximum of intensity near zero energy transfer, where
strong nonmagnetic background intensity from incoherent
scattering on the sample and sample environment is also
present. However, the quasielastic line is usually broader
than the energy resolution, and therefore can be measured
away from the elastic line [80]. When mapping the Q de-

pendence of QEMS intensity, one usually chooses a small
but nonzero energy transfer to have a compromise between
magnetic and incoherent intensity that maximizes the signal-
to-noise ratio. This approach has been successfully applied
in many earlier studies of f -electron compounds [12, 81–87].
Here, because of the specifics of the MACS spectrometer that
always measures energy-integrated scattering in parallel to
the spectroscopic measurements, we had a possibility to
compare this method to the brute-force subtraction of the
signals measured in the diffraction channel during the same
acquisition time.

The main results of our neutron-scattering measurements
are presented in Fig. 4. Sample compositions are shown
above the corresponding panels. The top part of every
panel shows QEMS intensity distributions in the (HH L)
scattering plane as a color map. The bottom parts show
one-dimensional cuts taken through these slices along the
(HH 1

2 ) line in the reciprocal space. Figures 4 (a,c–e) show
background-subtracted data, measured at the MACS spec-
trometer on Ce0.7Nd0.3B6 and Ce1−xLaxB6 as described
above. Every color map is split into the left and right parts to
show the data obtained in the diffraction (energy-integrated)
and spectroscopic (∆E = 0.2 meV) channels. However, be-
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cause pure CeB6 was measured earlier at the IN5 spectrome-
ter without high-temperature background, Fig. 4 (b) shows
only a symmetrized QEMS signal at a finite energy trans-
fer, integrated in the [0.125,0.275] meV energy window
without background subtraction.

First of all, let us discuss the QEMS map measured on
the pure CeB6 [Fig. 4(b)]. For a simple antiferromagnet,
just above TN, one would expect smeared QEMS intensity
concentrated around the AFM wavevectors. However, CeB6
shows a very different picture. A lot of magnetic spectral
weight is concentrated at the R and Γ points, which corre-
spond to the propagation vector of the AFQ phase and the
unconventional FM mode, respectively. Also, one can see a
large elliptical hump around the X -point that connects addi-
tional weaker peaks at the AFM wavevectors q1 = (±

1
4±

1
4

1
2 ),

seen as a central maximum with two shoulders at the bottom
of Fig. 4 (b).

La substitution strongly suppresses the inelastic-scattering
intensity at the zone center and at the AFM wavevectors
q1 = (

1
4

1
4

1
2 ) and q2 = (

1
4

1
4 0), so that it can be recognized in

the QEMS maps only for the pure CeB6 and Ce0.77La0.23B6
compounds. Remarkably, the peak at the R point can be
clearly seen up to a rather high La concentration of x = 0.5
and gets completely suppressed only in the most diluted
Ce0.25La0.75B6 sample. All the spectral weight is accumu-
lated at the X point, where the intensity (per mole Ce) goes
up with increasing La concentration. In highly La-diluted
samples, the elliptical feature at the X point dominates the
QEMS intensity distribution.

Now we turn to the discussion of the Nd-substituted com-
pound. As known from the literature [44], pure NdB6 de-
velops AFM order with the propagation vector ( 1

2 00), which
coincides with the X point. This order persists in the mag-
netic phase diagram of Ce0.7Nd0.3B6 up to x ≈ 0.5 (see
Fig. 1). Knowing that both La and Nd substitutions lead to
an effective hole doping and should therefore cause similar
changes of the Fermi surface, it is natural to expect a strong
rise of intensity at the X point with simultaneous suppres-
sion of excitations at the Γ and R points also in Ce1−xNdxB6.
At high Nd concentrations, the peak at the X point would
represent critical paramagnon fluctuations of phase VI above
TN, whereas on the La-rich side of the phase diagram sim-
ilar fluctuations are also present, but never condense into
a long-range magnetically ordered phase because of the
strong dilution of the moments [8]. We are therefore inter-
ested in looking at an intermediate Nd concentration, shortly
before reaching the phase VI, to see if the spectral-weight
transfer to the X point takes place in a similar fashion as
on the La-doped side. Figure 4 (a) shows the QEMS inten-
sity maps measured on Ce0.7Nd0.3B6. Indeed, one can see a
strong reduction of magnetic intensity at the R point, which
is consistent with the rapid suppression of the AFQ phase
by Nd. Instead, we find a narrow diffuse peak, centered at
the X point, that connects the strong intensity maxima at
the equivalent AFM wavevectors, q1 = (±

1
4 ±

1
4

1
2 ), and an

elongated broad peak extending along ( 1
3

1
3 L). The presence

of extended peaks in momentum space with multiple local
maxima of QEMS intensity is a signature of itinerant frus-
tration, which we understand here as a competition among
Fermi-surface instabilities with different nesting vectors [88–
90]). The resulting ground states are very close in energy,
which can explain the proximity of multiple AFM phases in
a small region of the phase diagram in Ce1−xNdxB6.
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Fig. 5. Intensity profiles along the (00L) direction for the 30% Nd
(left) and 50% La (right) doped samples. The high- and low-T
data are shown above the corresponding background-subtracted
signal. The data in the diffraction (top) and spectroscopic (bottom)
channels were obtained by integrating the MACS datasets within
−0.1 ≤ H ≤ 0.1. There is on average a 50% improvement in the
signal-to-noise ratio for the diffraction channel as compared to
the inelastic measurement. The error bars corresponding to one
standard deviation of the count rate are shown inside the symbols
for all the datasets.

As the last technical remark, we would like to compare the
background-subtracted datasets in Figs. 4(a,c-e), measured
in the diffraction (left) and spectroscopic (right) channels.
It is seen that the data measured by both channels look very
similar, and the signal-to-noise ratio is somewhat better for
the diffraction channel. This came out as a surprise, because
the magnetic signal at zero energy transfer is expected to
be of approximately the same amplitude as at 0.2 meV [52],
whereas the background level at the elastic position is higher
by a factor of ∼ 250. However, because the diffraction chan-
nel is not restricted to elastic scattering, but integrates over
all neutron energies that do not fulfill the Bragg condition
on the analyzer, the amplitude of the magnetic signal is en-
hanced due to the broad width of the quasielastic Lorentzian
peak as compared to the elastic line. Hence, our results
imply that the magnetic intensity in the diffraction chan-
nel is strongly dominated by inelastic scattering, whereas
the background comes predominantly from the incoherent
elastic line.

To put this discussion on a more quantitative ground,
in Fig. 5 we show (00L) intensity profiles for two of our
samples, with 30% Nd and 50% La doping, obtained by in-
tegrating the data in the diffraction (top) and spectroscopic
(bottom) channels within −0.1≤ H ≤ 0.1. We see that the
diffuse magnetic peak at the X point is clearly seen in the
spectroscopic channel already in the raw data, with an am-
plitude of ∼ 0.5–0.6 units on top of a similarly intense back-
ground. In the diffraction channel, the peak can be barely
recognized in the raw data on top of the huge background,
but the subtraction shows that its amplitude is increased to
∼ 16 and 9 for the Nd- and La-doped samples. At the same
time, the background at the peak position is increased to
∼170 and 140, respectively. However, the corresponding
signal-to-noise ratios, which we estimate as the peak ampli-
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tude divided by the statistical standard deviation of the count
rate near the peak maximum in the background-subtracted
data, are ∼50 for the diffraction channel and ∼32 for the
spectroscopic channel. In other words, in spite of the high
background level, the diffraction channel provides a signal
with a 1.5 times better signal-to-noise ratio. This would hold
for any sample with a similarly low incoherent scattering
cross-section and approximately the same quasielastic line
width as those of CeB6. The good agreement between the
signals in both channels is a consequence of the previously
established fact [52] that the spectral shape of the quasielas-
tic line is the same at all reciprocal-space points that contain
considerable magnetic intensity (i.e. Γ , R, and X ). At all
such points, the diffuse magnetic signal can be described
to a good approximation by a quasielastic Lorentzian func-
tion with a single energy width for every given temperature
and doping level. We expect that setting the spectroscopic
channel to zero energy transfer could improve the signal-
to-noise ratio in the diffraction channel even further, as the
analyzer would then act as a band-stop filter for the inco-
herent elastic line. We suggest this as a possible method for
an effective momentum-space mapping of QEMS intensity
using the MACS spectrometer, which could be especially
useful for dilute samples with weak magnetism.

III. DISCUSSION AND CONCLUSIONS

Before we start the discussion of our results, we would like
to recall some experimental facts concerning the electronic
structures of light rare-earth hexaborides. Previously we
already argued that the propagation vectors of both AFM
and AFQ phases in pure CeB6 are dictated by the nesting
properties of its Fermi surface [8]. In nonmagnetic LaB6
and antiferromagnetic NdB6, dHvA measurements found no
significant difference in the size of the Fermi surface due
to a strong localization of the Nd3+ 4 f electrons [70, 71].
The stoichiometric NdB6 has an AFM structure (phase VI)
with the propagation vector q0 = (00 1

2 ), which persists in
Ce1−xNdxB6 about halfway across the phase diagram (see
Fig. 1). Therefore, even in the CeB6 parent compound, a
remnant diffuse peak in neutron scattering is seen at the
X point, which we could previously associate with a Fermi-
surface nesting vector by a direct comparison with ARPES
data [8]. Apparently, hole doping of CeB6 with either Nd or
La enhances the nesting at the X point. From the similarity
of electronic structures in LaB6 and NdB6, one expects that
the dominant nesting vector in nonmagnetic LaB6 should
also coincide with the X point, even if it can no longer lead
to any magnetic order due to the absence of local magnetic
moments.

We want to point out that neutron scattering directly
probes the imaginary part of the dynamic spin susceptibility
χ(q,ω). In linear response theory for an electron gas, to the
lowest-order approximation neglecting electron interactions,
it is proportional to the Lindhard function

χq =
∑

k

nF(εk+q)− nF(εk)

εk − εk+q
,

where ε(k) is the dispersion relation for the conduction elec-
trons, and n(ε) is the Fermi function. On the one hand, the
same Lindhard function contains information about Fermi-
surface nesting properties, as its real part atω→ 0 is peaked

at the nesting vectors and determines the propensity towards
Fermi-surface instabilities in charge- or spin-density-wave
systems [91–93]. On the other hand, it also enters the ex-
pression for the oscillatory Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction between localized Kondo spins in met-
als, which is mediated by the conduction electrons over
long distances [94–99]. Therefore, when localized mag-
netic impurities are added to a nonmagnetic metal, they
tend to develop short-range dynamic correlations that are
seen as QEMS scattering in neutron spectroscopy or even
lead to a long-range magnetic ordering of the impurity spins
[100, 101]. The QEMS intensity can therefore develop max-
ima at the Fermi-surface nesting vectors in Q space even in
dilute Kondo allows that are far from any ordering instability.

This general principle is nicely demonstrated by our re-
sults on the La-diluted CeB6, which shows a pronounced
QEMS peak at the X point. As we follow the evolution of
the diffuse magnetic intensity distribution from the CeB6
parent compound towards the dilute Kondo-impurity limit,
we observe a continuous suppression of the critical scatter-
ing associated with the AFQ and AFM phases, peaked at the
R, Γ , and q1,2 points, whereas the spectral weight at the X
point gradually accumulates.

On the other hand, substitution of Nd for Ce has a dual
effect on the system. First, as already mentioned, it reduces
the 4f – 5d hybridization and shrinks the electron-like Fermi
surfaces, that is equivalent to an effective hole doping. Sec-
ond, it introduces large magnetic moments of Nd3+ into the
system, increasing its propensity towards magnetic ordering,
which is an opposite effect to the nonmagnetic La3+ dilution
of the Ce3+ moments. As follows from our results presented
in Fig. 4, the evolution of the Fermi-surface nesting proper-
ties in both systems is similar, leading to an enhanced QEMS
intensity near the X point at the expense of the suppressed
peak at the R point. However, in contrast to Ce1−xLaxB6 that
tends to develop an elusive “hidden order” phase IV, three dis-
tinct AFM phases are found in Ce1−xNdxB6, which compete
in the intermediate doping range. The corresponding fluctu-
ations are observed above TN as extended diffuse peaks with
several local maxima at the corresponding wave vectors.

In magnetic insulators, a variety of magnetic phases
may arise from the competition among different interac-
tions, such as frustrated Heisenberg exchange, antisymmet-
ric Dzyaloshinskii-Moriya interaction, single-ion anisotropy,
compass-type interactions, etc. This is why frustrated mag-
nets usually exhibit complex magnetic phase diagrams in
which multiple thermodynamic phases are found in close
proximity [102–106]. Our present results indicate that the
similarly rich phase diagram of Ce1−xNdxB6 and Ce1−xLaxB6,
which comprises at least two different multipolar phases and
a number of AFM phases, could be the result of a similar
competition among different Fermi-surface nesting vectors,
where the charge-carrier doping and magnetic-moment con-
centration play the role of tuning parameters. It is natural
to describe this situation as a typical example of itinerant
frustration [88–90]. Taking into account the easily accessi-
ble temperature and magnetic-field ranges, the Ce1−xNdxB6
compounds provide an excellent playground for future inves-
tigations of the interplay between electronic and magnetic
degrees of freedom in rare-earth hexaborides.
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