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Abstract

In a recent publication [W. Dou, G. Miao, and J. E. Subotnik, Phys. Rev. Lett.

119, 046001 (2017)], using the quantum-classical Liouville equation (QCLE), we derived

a very general form for the electronic friction felt by a molecule moving near one or

many metal surfaces. Moreover, we have already proved the equivalence of the QCLE

electronic friction with the Head-Gordon–Tully model as well as a generalized version of

von Oppen’s nonequilibrium Green’s function (NEGF) method at equilibrium [W. Dou

and J. E. Subotnik, Phys. Rev. B 96, 104305 (2017)]. In the present paper, we now

further prove the equivalence between the QCLE friction and the NEGF friction for the

case of multiple metal surfaces and an out-of-equilibrium electronic current. The present

results conclude our recent claim that there is only one universal electronic friction tensor

arising from the Born-Oppenheimer approximation.
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I. INTRODUCTION

The dynamics of molecules at molecule-metal interfaces often go beyond the

Born-Oppenheimer approximation, where the interplay of electron and nuclei can

give rise to a host of nonadiabatic effects.1–16 These nonadiabatic effects can be

seen in many systems. For the case of a single metal surface at equilibrium, a sim-

ple scattering process can reveal unexpected vibrational or translational kinetic

energy losses for the molecule due to electronic excitations in the metal as in-

duced by nuclear movement.17–20 For the case of two or more metal surfaces out of

equilibrium, e.g., a molecular junction, under an applied voltage bias with an elec-

tronic current running through the molecule, non-Born-Oppenheimer forces can

result in heating,21–24 photo (or current) induced chemistry,25–28 Franck-Condon

blockades,29–31 switching,32–36 instability,37–39 or pumping of the molecule.40–42

Over the past several decades, in order to describe such nonadiabatic effects

at molecule-metal interface, many researchers have adopted the idea of “elec-

tronic friction”, such that the nuclei move on a single potential of mean force,

while experiencing a frictional force and a random force induced by electronic

motion.43–45 In the literature, quite a few forms of electronic friction have been de-

rived, using a variety of methodologies,46–48 with or without electron-electron (el-el)

interactions,49–51 including or not including non-Condon effects,46,52–54 invoking a

Markovian or non-Markovian frictional kernel,51,55–57 and addressing equilibrium

or nonequilibrium scenarios (or both).40,51,58,59 Electronic friction has been widely

and successfully used to treat vibrational relaxation, chemisorption, and photo

induced reaction et al at molecule-metal interfaces.15,60–63

Now, in the equilibrium scenario, probably the most commonly used electronic

friction was given by Head-Gordon and Tully (HGT) in 1995.43 Starting from

Ehrenfest dynamics, the HGT friction was derived at zero temperature assuming

no el-el interactions, and later extended to finite temperature by ansatz.62,64 At

finite temperature, the second fluctuation-dissipation theorem was assumed rather
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than derived, i.e. a fluctuating force was added by hand to guarantee the nuclear

degrees of freedom (DoFs) reach the same temperature with the electronic temper-

ature. Besides Head-Gordon and Tully, many other researchers have also derived

similar electronic friction tensors, including, for example, Suhl (Eq. 27 in Ref.

50), Galperin (Eq. 17 in Ref. 54), Brandbyge (Eq. A49 in Ref. 46), Persson (Eq.

32 in Ref. 52), and Hynes (non-Markovian kernel, Eq. 3.18 in Ref. 55). Of the

list above, perhaps the most important contributions have been from Suhl (who

first extrapolated that electronic friction should look like a force-force correlation

function).50 A further advance was made by Daligault and Mozyrsky who derived

the random force for the HGT model at equilibrium for finite temperature.59

As far as the nonequilibrium scenario is concerned, the situation becomes more

complicated and there has been far less development. To our knowledge, the

most general nonequilibrium, Markovian electronic friction tensor was given by

von Oppen and coworkers, using a nonequilibrium Green’s function (NEGF) and a

scattering matrix formalism.40 Quite different from the equilibrium case, where the

electronic friction is a simple damping force, i.e. positive definite and symmetric

along nuclear DoFs, the nonequilibrium electronic friction is no longer symmetric,

and can be even negative. Furthermore, the second fluctuation-dissipation theorem

breaks down, where the electronic current leads to the heating or pumping of the

molecule. The von Oppen result should hold for small nuclear velocities assuming

that there are no el-el interactions and that there are no non-Condon effects.

At this point in time, given the plethora of different results discussed above, one

of our ongoing research goals has been to compare and connect different approaches

for electronic friction and ascertain whether an unifying form exists. And in fact,

recently, in Ref. 51, we successfully derived a universal electronic friction from a

quantum-classical Liouville equation (QCLE), that should be valid in and out of

equilibrium, with or without el-el interactions:

γµν(R) = −

∫ ∞

0

dt tre

(

∂µĤ(R)e−iĤ(R)t/~∂ν ρ̂ss(R)eiĤ(R)t/~
)

, (1)
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where µ and ν are nuclear DoFs, and Ĥ(R) is the electronic Hamiltonian, ρ̂ss(R)

is the steady states electronic density matrix. tre implies tracing over many-body

electronic states. Thus far, we have shown (i) that Eq. 1 reduces to Suhl’s results

as well as the HGT model at equilibrium (without el-el interactions). Furthermore

(ii), Ref. 53 shows that, at equilibrium, the HGT model is comparable with the

results of Brandbyge and Galperin. Moreover (iii), Ref. 65 demonstrates that the

generalized NEGF electronic friction agrees with HGTmodel at equilibrium. Thus,

altogether, we have been able to connect the QCLE, NEGF, and HGT friction at

equilibrium. Finally, we have also shown that the non-Morkovian friction suggested

by Hynes has a natural QCLE expression.51,55

In all of the comparative work above, however, one essential element has been

missing. While we have proven that all of the Markovian results of Mozyrsky,

Suhl, Persson, Galperin, Hynes, Brandbyge, HGT, and von Oppen reduce to Eq.

1 at equilibrium, no further consideration has yet been established for the out of

equilibrium scenario. Thus, in this article, we will take one step further, and prove

that, without el-el interactions, indeed the QCLE friction (Eq. 1) reduces to von

Oppen’s generalized NEGF friction in case of two metals out of equilibrium. This

agreement greatly strengthens our claim that there is only one, unique electronic

friction associated with the Born-Oppenheimer approximation. In what follows,

we will also provide an explicit, very general formula for calculating that friction

tensor in the limit of no el-el interactions; our work will include non-Condon effects

and thus go beyond von Oppen’s results.

We organize the structure of the paper as follows. In Sec. II, we explain our

model and provide important relationships that will be used later on. In Sec. III,

we demonstrate the agreement between QCLE friction and NEGF friction. In Sec.

IV, we adopt the commonly used molecule-metal Hamiltonian and evaluate the

nonequilibrium electronic friction tensor while accounting for non-Condon effects.

We conclude in Sec. V.
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Regarding the notation, we use p and q to denote electronic orbitals in general,

m and n for the electronic orbitals in a molecule (dots), and k and k′ for the

electronic orbitals in a metal (lead). We further use α = L,R to signify the

left or right metal. G will denote the total system (dots plus leads) steady-state

non-equilibrium Green’s functions, and G will denote the dots’ (i.e. molecules’)

steady-state non-equilibrium Green’s functions. We use µ (or ν) to denote nuclear

degrees of freedom (DoFs), and we use µL (and µR) to denote the Fermi level of

the left (and right) metal.

II. QUADRATIC HAMILTONIAN

We consider a total Hamiltonian Ĥtot which can be divided into an electronic

Hamiltonian Ĥ and a nuclear kinetic energy operator:

Ĥtot = Ĥ +
∑

µ

P 2
µ

2mµ
. (2)

The electronic Hamiltonian Ĥ consists of a manifold of electrons that is quadratic

(in electronic orbitals p, q) plus a pure nuclear potential energy U0(R):

Ĥ =
∑

pq

Hpq(R)d̂†pd̂q + U0(R). (3)

For such an electronic Hamiltonian (Eq. 3, without el-el interaction), the gen-

eral form of the electronic friction (Eq. 1) can be recast into the single particle

basis (as shown in Appendix A),

γµν = −~

∫

dǫ

2π
Trm

(

∂µHGR(ǫ)∂νσssG
A(ǫ)

)

. (4)

Here

GR/A(ǫ) =
1

ǫ−H± iη
(5)
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are retarded and advanced Green’s function of the electrons respectively (η is an

positive infinitesimal). Thus, for the NEGFs, one can easily establish the following

identities,

∂νG
R(ǫ′) = GR(ǫ′)∂νHGR(ǫ′), ∂ǫ′G

R(ǫ′) = −GR(ǫ′)GR(ǫ′), (6)

∂νG
A(ǫ′) = GA(ǫ′)∂νHGA(ǫ′), ∂ǫ′G

A(ǫ′) = −GA(ǫ′)GA(ǫ′). (7)

Besides the retarded and advanced GFs, we also find in Eq. 4 the steady-state

electronic population matrix σss
qp = tre(ρ̂ssd̂

†
pd̂q). σss is usually expressed in terms

of the lesser NEGF G<,

σss =

∫

dǫ′

2πi
G<(ǫ′), (8)

where G<(ǫ′) is the Fourier transform of G<(t1, t2). In turn, the lesser nonequilib-

rium Green’s function (NEGF) G<(t1, t2) is defined as

G<
qp(t1, t2) =

i

~
tre(ρ̂ssd̂

†
p(t2)d̂q(t1)), (9)

where the electronic operators are written in the Heisenberg picture d̂†p(t) ≡

eiĤt/~d̂†pe
−iĤt/~ (and d̂q(t) ≡ eiĤt/~d̂qe

−iĤt/~). Note that, in the single particle

basis, Trm implies summing over the electronic orbitals (p and q); vice versa, in

the many-particle basis, tre implies a trace of all many-body electronic states.

In order to evaluate σss in Eq. 8, we must first evaluate the lesser NEGF G<

and the derivative ∂νG
<. To do so, we invoke the Keldysh equation,

G<(ǫ′) = GR(ǫ′)Π<GA(ǫ′), (10)

where Π< is the total electronic lesser self-energy.

Below we will adopt a dot-lead (system-bath) separation (Eqs. 21-24), such

that Π< can be written explicitly (Eq. B2 in Appendix B). That being said, we

emphasize that all of the results below do not depend on the exact value of Π<. We

require only that Π< does not depend on energy (ǫ′) or position (R). As outlined
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in Eq. B2, these assumptions about Π< follow because the bath Hamiltonian does

not depend on R.

Since Π< does not depend on position (R), together with the Keldysh equation

(Eq. 10) and the identities in Eqs. 6-7, it is straightforward to show that

∂νG
< = GR∂νHGRΠ<GA + GRΠ<GA∂νHGA

= GR∂νHG< + G<∂νHGA. (11)

With the above identities (Eqs. 10-11), below we will show that Eq. 4 reduces

to the following NEGF result (derived in Ref. 65),

γµν = ~

∫

dǫ

2π
Trm

(

∂µH∂ǫG
R(ǫ)∂νHG<(ǫ)− ∂µHG<(ǫ)∂νH∂ǫG

A(ǫ)
)

. (12)

III. AGREEMENT OF QCLE FRICTION AND NEGF FRICTION

To prove the equivalence between Eq. 4 and Eq. 12, we use the eigenbasis of

the electronic Hamiltonian H, H|m〉 = ǫm|m〉, such that Eq. 4 can be expressed

as

γµν =−~

∑

mn

∫

dǫ

2π
〈n|∂µH|m〉

1

ǫ− ǫm + iη
〈m|∂νσss|n〉

1

ǫ− ǫn − iη

=−i~
∑

mn

〈n|∂µH|m〉
1

ǫn − ǫm + 2iη
〈m|∂νσss|n〉. (13)

In the above equation, we have used the residue theorem for contour integration.

Using Eq. 8 and Eq. 11, 〈m|∂νσss|n〉 in Eq. 13 can be rewritten as

〈m|∂νσss|n〉 =

∫

dǫ′

2πi
〈m|∂νG

<(ǫ′)|n〉

=

∫

dǫ′

2πi
〈m|GR(ǫ′)∂νHG<(ǫ′) + G<(ǫ′)∂νHGA(ǫ′)|n〉. (14)

Note that the second term in Eq. 14 is the Hermitian conjugate of the first

term. We now evaluate the first term of Eq. 14. In the eigenbasis of the electronic
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Hamiltonian, with the definition of GR/A and the Keldysh equation (Eq. 10), we

have

∫

dǫ′

2πi
〈m|GR(ǫ′)∂νHG<(ǫ′)|n〉

=

∫

dǫ′

2πi
〈m|GR(ǫ′)∂νHGR(ǫ′)Π<GA(ǫ′)|n〉

=
∑

m′

∫

dǫ′

2πi

1

ǫ′ − ǫm + iη
〈m|∂νH|m′〉

1

ǫ′ − ǫm′ + iη
〈m′|Π<|n〉

1

ǫ′ − ǫn − iη
. (15)

As stated before, Π< does not depend on energy (ǫ′), such that we can apply the

residue theorem to the above equation,

∫

dǫ′

2πi
〈m|GR(ǫ′)∂νHG<(ǫ′)|n〉

=
∑

m′

1

ǫn − ǫm + 2iη
〈m|∂νH|m′〉

1

ǫn − ǫm′ + 2iη
〈m′|Π<|n〉. (16)

A similar analysis applies to the second term of Eq. 14.

At this point, we consider the first term of Eq. 12. Again, using the definition

of GR/A as well as the Keldysh equation, and applying the residue theorem, we

find

−

∫

dǫ

2π
Trm

(

∂µH∂ǫG
R(ǫ)∂νHG<(ǫ)

)

=

∫

dǫ

2π
Trm

(

∂µHGR(ǫ)GR(ǫ)∂νHGR(ǫ)Π<GA(ǫ)
)

=
∑

mnm′

∫

dǫ

2π
〈n|∂µH|m〉

1

(ǫ− ǫm + iη)2
〈m|∂νH|m′〉

1

ǫ− ǫm′ + iη
〈m′|Π<|n〉

1

ǫ− ǫn − iη

=i
∑

mnm′

〈n|∂µH|m〉
1

(ǫn − ǫm + 2iη)2
〈m|∂νH|m′〉

1

ǫn − ǫm′ + 2iη
〈m′|Π<|n〉. (17)

Comparing the above equation with Eq. 16, we have the following identity:

∫

dǫ

2π
Trm

(

∂µH∂ǫG
R(ǫ)∂νHG<(ǫ)

)

=−i
∑

mn

〈n|∂µH|m〉
1

ǫn − ǫm + 2iη

∫

dǫ′

2πi
〈m|GR(ǫ′)∂νHG<(ǫ′)|n〉. (18)
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Similarly, we can show

−

∫

dǫ

2π
Trm

(

∂µHG<(ǫ)∂νH∂ǫG
A(ǫ)

)

=−i
∑

mn

〈n|∂µH|m〉
1

ǫn − ǫm + 2iη

∫

dǫ′

2πi
〈m|G<(ǫ′)∂νHGA(ǫ′)|n〉. (19)

Note that Eq. 19 is the Hermitian conjugate of Eq. 18.

Finally, if we put Eq. 14 back into Eq. 13, together with the relationships

shown in Eq. 18 and Eq. 19, we recover

γµν =−~

∫

dǫ

2π
Trm

(

∂µHGR(ǫ)∂νσssG
A(ǫ)

)

=~

∫

dǫ

2π
Trm

(

∂µH∂ǫG
R(ǫ)∂νHG<(ǫ)− ∂µHG<(ǫ)∂νH∂ǫG

A(ǫ)
)

. (20)

Thus, we have proven our claim that QCLE friction (Eq. 4) agrees with NEGF

friction (Eq. 12). Note that Eq. 1 is much more general than any of these

expressions since el-el interactions are allowed in Eq. 1, whereas el-el interactions

are absent from Eq. 4 as well as Eq. 12.

IV. SYSTEM-BATH SEPARATION AND NON-CONDON EFFECTS

The results in Eq. 4 are very general and are applicable for any quadratic

Hamiltonian without el-el interactions. To investigate non-Condon effects, we now

adopt the standard dot-lead separation, such that the total electronic Hamiltonian

Ĥ can be divided into system Ĥs and bath Ĥb, as well as system-bath coupling

Ĥc,

Ĥ = Ĥs + Ĥb + Ĥc, (21)

Ĥs =
∑

mn

hmn(R)b̂†mb̂n + U0(R), (22)

Ĥb =
∑

kα

ǫkαĉ
†
kαĉkα, (23)

Ĥc =
∑

m,kα

Vm,kα(R)b̂†mĉkα + Vkα,m(R)ĉ†kαb̂m. (24)
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Here m, n are orbitals in the molecule, and α = L,R indicates left and right leads,

which linearly couple to the molecule through Ĥc. We remind the reader that the

total Hamiltonian Ĥtot still is a combination of the electronic Hamiltonian Ĥ with

the nuclear kinetic energy, Ĥtot = Ĥ +
∑

α
P 2
α

2mα
. Note also that the molecule-leads

interactions Vm,kα(R) also depend on nuclear position R, which will give rise to

non-Condon effects.

To evaluate the electronic friction (Eq. 12) and connect to the results in Ref.

40, we first consider the case where Vm,kα(R) does not depend on R. In such a

case, only Ĥs depends on R, and therefore:

Trm
(

∂µH∂ǫG
R∂νHG<

)

=
∑

mnm′n′

∂µhmn∂ǫG
R
nm′∂νhm′n′G<

n′m

=Trs
(

∂µh∂ǫG
R∂νhG

<
)

. (25)

Here Trs implies summation over system orbitals (m and n), and GR = (ǫ −

h − ΣR)−1 is the system retarded GF. ΣR
mn =

∑

kα Vm,kαg
R
kαVkα,n is the system

retarded self-energy; G< is the system lesser GF (see Appendix B). Thus, without

any non-Condon contributions, the nonequilibrium electronic friction is

γµν = ~

∫

dǫ

2π
Trs

(

∂µh∂ǫG
R∂νhG

<
)

+ h.c., (26)

which reduces to von Oppen’s results in Ref. 40. Here, h.c. denotes the Hermitian

conjugate.

Second, for the case where Vm,kα(R) does depend on R, the results are much

more complicated. However, in the wide-band approximation, as shown in the

Supplemental Material66, the result can be simplified as

Trm
(

∂µH∂ǫG
R∂νHG<

)

=Trs

(

(∂µh∂ǫG
R + Σ̄R

µ ∂ǫG
R + Σ̃A

µ ∂ǫG
R)(∂νhG

< + ∂νΣ
RG< + Σ̄<

ν G
A)
)

+Trs(Σ̃
<
µ ∂ǫG

R(∂νh+ ∂νΣ
R)GR + ∂ǫG

RΣ<
ν,µ). (27)
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Again, Trs implies summation over system orbitals (m and n). We have further

defined the following quantities,

Σ̄R
µ,mn =

∑

kα

∂µVm,kαg
r
kαVkα,n, (28)

Σ̃A
µ,mn =

∑

kα

Vm,kαg
a
kα∂µVkα,n, (29)

Σ̃<
µ,mn =

∑

kα

Vm,kαg
<
kα∂µVkα,n, (30)

Σ̄<
µ,mn =

∑

kα

∂µVm,kαg
<
kαVkα,n, (31)

Σ<
νµ,mn =

∑

kα

∂νVm,kαg
<
kα∂µVkα,n. (32)

grkα, g
a
kα, and g<kα are the zero order retarded, advanced, and lesser Green’s functions

respectively for the non-interacting leads. The explicit forms are given in Appendix

B. With these definitions, the nonequilibrium and non-Condon electronic friction

can be written as

γµν = ~

∫

dǫ

2π
Trs

(

(∂µh∂ǫG
R + Σ̄R

µ ∂ǫG
R + Σ̃A

µ∂ǫG
R)(∂νhG

< + ∂νΣ
RG< + Σ̄<

ν G
A)
)

+Trs(Σ̃
<
µ ∂ǫG

R(∂νh + ∂νΣ
R)GR + ∂ǫG

RΣ<
νµ) + h.c. (33)

Again, in the Condon approximation, Eqs. 28-32 vanish, such that the above

equation (Eq. 33) reduces to von Oppen’s result (Eq. 26).

A. A single level with a harmonic oscillator

We will now apply the results above to the case of a single level (i.e. a dot)

coupled to a harmonic oscillator (nuclear DoF) and two metallic baths. The cor-

responding system Hamiltonian is

Ĥs = ǫb(x)b̂
†b̂+

1

2
mω2x2, (34)

where we assume ǫb(x) depends linearly on x:

ǫb(x) = ǫ0 + λx
√

mω/~. (35)
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The single level is coupled to the left and right leads through the following Hamil-

tonian:

Ĥc =
∑

kα

Vkα(x)(b̂
†ĉkα + ĉ†kαb̂). (36)

Below we will apply the wide-band approximation, such that Vkα(x) is independent

of k. We take Vkα(x) to have the following form (as a function of x):

Vkα(x) = Vα

√

1 + z exp(−mωx2/~) ≡ VαZ(x). (37)

Note that if we take z = 0 in the above equation, Vkα(x) will be independent of x,

i.e. Vkα(x) will satisfy the Condon approximation.

According to the wide-band approximation, the self-energy is purely imaginary

and can be defined as

∑

kα

V 2
kα(x)g

r
kα =

∑

kα

V 2
α g

r
kαZ

2(x) = −
i

2
(ΓL

0 + ΓR
0 )Z

2(x), (38)

∑

kα

V 2
kα(x)g

<
kα =

∑

kα

V 2
α g

<
kαZ

2(x) = i(ΓL
0 f

L + ΓR
0 f

R)Z2(x). (39)

Now we evaluate Eqs. 28-32, using the fact that all x dependence in Eqs. 28-32

is through the term Z(x) defined in Eq. 37. We sum up all of the relevant terms

and calculate the electronic friction according to Eq. 33.

In Fig. 1, we plot the electronic friction as a function of x. For the equilibrium

case (i.e. no bias, eV = 0), when the Condon approximation holds (z = 0, such

that Vkα is independent of x), the electronic friction exhibits a peak corresponding

to the resonance of the dot level with the Fermi level of the leads: ǫb(x) = µL = µR.

With non-Condon effects (z = 1), the electronic friction exhibits a dip at the

position x = 0, where Vkα(x) is maximum. This change from one peak to effectively

two peaks was observed previously (in Ref. 53) for the equilibrium case of one dot

coupled to a single metal lead.

For the nonequilibrium case (i.e. eV 6= 0), when the Condon approximation

holds (z = 0), again one peak becomes two peaks, but now for a different reason:

12



two peaks arise from a resonance of the dot level with the each of the two different

Fermi levels for the left and right leads: ǫb(x) = µL and ǫb(x) = µR. Interestingly,

when non-Condon effects (z = 1) are included, the electronic friction again exhibits

a dip at the position where Vkα(x) is maximum, which now effectively results in

three peaks. Such results demonstrate that, when molecule-metal interactions

depend strongly on nuclear geometry, non-Condon effects can strongly influence

the relevant nonadiabatic dynamics at metal surfaces.

-10 -5 0 5 10
0

0.02

0.04

0.06

0.08

0.1

0.12

FIG. 1: Electronic friction as a function of x for a single level coupled linearly to

a harmonic oscillator. For the nonequilibrium case (eV 6= 0), when the Condon

approximation holds (z = 0), the electronic friction exhibits two peaks

corresponding to the resonance of the dot level with each of the two different

Fermi levels for the leads: ǫb(x) = µL and ǫb(x) = µR. With non-Condon effects

(z = 1), the electronic friction exhibits a dip at the position x = 0, where Vkα(x)

is maximum. Thus, when we go out of equilibrium and break the Condon

approximation, we effectively find three peaks. kT = 0.01, λ = 0.01,

ΓL
0 = ΓR

0 = 0.01, ~ω = 0.003, ǫ0 = 0.015, µL = −µR = eV/2.

13



V. CONCLUSION

In summary, we have shown that, in the absence of electron-electron interac-

tions, the electronic friction from a quantum-classical Liouville equation (QCLE)

reduces to the results from von Oppen’s nonequilibrium Green’s function (NEGF)

method. This agreement holds in general, in or out of equilibrium, for the case of

quadratic Hamiltonian. Furthermore, we have shown that non-Condon effects can

be easily included into a nonequilibrium electronic friction. Thus, given our pre-

vious work proving that, at equilibrium, the QCLE friction agrees with the Head-

Gordon–Tully model as well as many other forms of electronic friction,46,50,51,55,65

we believe there is now very strong proof that, in the limit of Markovian dy-

namics, there is only one, universal electronic friction associated with the Born-

Oppenheimer approximation in the adiabatic limit. Future work must address how

to incorporate non-Markovian effects efficiently; is there an optimal approach or

many different approaches depending on the Hamiltonian?12,24,51,55 We will address

this question in a future study.67
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Appendix A: friction in the single particle basis

The friction tensor in the many-body representation is

γµν = −

∫ ∞

0

dt tre

(

∂µĤe−iĤt/~∂ν ρ̂sse
iĤt/~

)

. (A1)
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For the quadratic Hamiltonian in Eq. 3, we will recast the above equation into

the single particle basis (Eq. 4).

We note first that U0(R) does not contribute to the friction, because

tre

(

∂µU0e
−iĤt/~∂ν ρ̂sse

iĤt/~
)

= ∂µU0 tre (∂ν ρ̂ss) = 0. (A2)

Here, we have used the fact that tre (ρ̂ss) = 1. The friction can be rewritten as

γµν = −

∫ ∞

0

dt tre

(

eiĤt/~∂µĤe−iĤt/~∂ν ρ̂ss

)

= −

∫ ∞

0

dt
∑

pq

∂µHpqtre

(

eiĤt/~d̂†pd̂qe
−iĤt/~∂ν ρ̂ss

)

. (A3)

We proceed to evaluate

d̂†p(t) = eiĤt/~d̂†pe
−iĤt/~, (A4)

d̂q(t) = eiĤt/~d̂qe
−iĤt/~. (A5)

The time derivatives of these operators are

˙̂
d†p(t) = eiĤt i

~
[Ĥ, d̂†p]e

−iĤt =
i

~

∑

a

d̂†a(t)Hap, (A6)

˙̂
dq(t) = eiĤt i

~
[Ĥ, d̂q]e

−iĤt = −
i

~

∑

b

Hqbd̂b(t). (A7)

The above equations can be solved

eiĤtd̂†pe
−iĤt/~ =

∑

a

d̂†a(e
iHt/~)ap, (A8)

eiĤtd̂qe
−iĤt/~ =

∑

b

(e−iHt/~)qbd̂b. (A9)

If we plug the above equations into Eq. A3, we arrive at

γµν = −

∫ ∞

0

dt
∑

pqab

∂µHpq(e
iHt/~)ap(e

−iHt/~)qbtre

(

d̂†ad̂b∂ν ρ̂ss

)

= −

∫ ∞

0

dt
∑

pqab

∂µHpq(e
−iHt/~)qb∂νσ

ss
ba(e

iHt/~)ap

= −

∫ ∞

0

dt Trm(∂µHe−iHt/~∂νσsse
iHt/~). (A10)
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Here, we have used the definition of σss
ba = tre

(

d̂†ad̂bρ̂ss

)

.

The above equation can be recast into the energy domain (with η being a

positive infinitesimal),

γµν = −

∫ ∞

0

dt Trm(∂µHe−i(H−iη)t/~∂νσsse
i(H+iη)t/~)

= −

∫ ∞

0

dt

∫ ∞

0

dt′ Trm(∂µHe−i(H−iη)t/~∂νσsse
i(H+iη)t′/~)δ(t− t′)

= −

∫ ∞

−∞

dǫ

2π~

∫ ∞

0

dt

∫ ∞

0

dt′ Trm(∂µHe−i(H−iη)t/~∂νσsse
i(H+iη)t′/~)eiǫ(t−t′)/~

= −~

∫

dǫ

2π
Trm

(

∂µH
1

ǫ−H + iη
∂νσss

1

ǫ−H− iη

)

, (A11)

which gives us Eq. 4.

Appendix B: The lesser self-energy of the total system, Π<

For the quadratic Hamiltonian with dot-lead separation in Eqs. 21-24, we imag-

ine embedding the total Hamiltonian (as in Eqs. 21-24) as the inner Hamiltonian

inside yet another, even larger outer bath68:

ˆ̃H = Ĥinner + Ĥouter + V̂inner−outer. (B1)

Assuming small inner-outer coupling V̂inner−outer, as mediated only through the

inner bath (leads), and assuming a completely quadratic Hamiltonian, Π< of the

inner Hamiltonian can be written as

Π<
kα,k′α′ = i2ηfα(ǫkα)δk,k′δα,α′ . (B2)

Here η is an positive infinitesimal, which implies that we have added a small

dissipation (η) to all of the non-interacting electrons in the leads (inner bath).

fα(ǫkα) is the Fermi function of the α (left or right) lead. Clearly, Π< does not

depend on position or energy (ǫ′ as in Eq. 10) if we assume that the inner and

outer baths do not depend on R.
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1. Evaluating G<
mn

As an example of how the definition in the above equation works, we calculate

G<
mn. Starting from the Keldysh equation, G< = GRΠ<GA, we project the equation

onto the dots,

G<
mn =

∑

kα,k′α′

GR
m,kαΠ

<
kα,k′α′GA

k′α′,n. (B3)

Using the Dyson equation,

Gm,kα =
∑

n′

Gm,n′Vn′,kαgkα, (B4)

Gkα,m =
∑

n′

gkαVkα,n′Gn′,m, (B5)

with the zero order retarded and advanced Green’s functions for the leads,

grkα =
1

ǫ− ǫkα + iη
, gakα =

1

ǫ− ǫkα − iη
, (B6)

we can write Eq. B3 as

G<
mn =

∑

kα,k′α′,m′,n′

GR
m,n′Vn′,kαg

r
kα2iηfα(ǫkα)δk,k′δα,α′gak′α′Vk′α′,m′GA

m′,n

=
∑

kα,m′,n′

GR
m,n′Vn′,kαg

r
kα2iηfα(ǫkα)g

a
kαVkα,m′GA

m′,n. (B7)

Note that

grkα2iηfα(ǫkα)g
a
kα =

2iη

(ǫ− ǫkα)2 + η2
fα(ǫkα) = i2πδ(ǫ− ǫkα)fα(ǫkα) = g<kα, (B8)

g<kα is the zero order lesser Green’s functions for the leads. Using the standard

definition of Σ<
n′,m′

Σ<
n′,m′ =

∑

kα

Vn′,kαg
<
kαVkα,m′ =

∑

kα

Vn′,kαg
r
kα2iηfα(ǫkα)g

a
kαVkα,m′, (B9)

we arrive at the standard NEGF Langreth equation for G< for the dots69,70:

G<
mn =

∑

m′,n′

GR
m,n′Σ<

n′,m′GA
m′,n. (B10)
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2. Evaluating G<
kα,k′α′

As another example of how to apply the definition in Eq. B2, we calculate

G<
kα,k′α′ by projecting the Keldysh equation (Eq. 10) onto the leads,

G<
kα,k′α′ =

∑

k′′α′′

GR
kα,k′′α′′Π<

k′′α′′,k′′α′′GA
k′′α′′,k′α′ . (B11)

Again, we have the Dyson equation for the leads:

GR
kα,k′′α′′ = grkαδkα,k′′α′′ +

∑

mn

grkαVkα,mG
R
mnVn,k′′α′′grk′′α′′ , (B12)

GA
k′′α′′,k′α′ = gak′′α′′δk′′α′′,k′α′ +

∑

m′n′

gak′′α′′Vk′′α′′,m′GA
m′n′Vn′,k′α′gak′α′ . (B13)

Using Eq. B8 (g<kα = grkαΠ
<
kα,kαg

a
kα), Eq. B9 and Eq. B10, we recast G<

kα,k′α′ as

G<
kα,k′α′ = g<kαδkα,k′α′ +

∑

mn

grkαVkα,mG
R
mnVn,k′α′g<k′α′

+
∑

mn

g<kαVkα,mG
A
mnVn,k′α′gak′α′

+
∑

mn

grkαVkα,mG
<
mnVn,k′α′gak′α′ (B14)

Recall that GR
mn = (ǫ− h− ΣR)−1

mn. Thus we arrive at the standard NEGF result

for G<
kα,k′α′ . Eq. B14 can be derived equivalently by projecting the Dyson equation

for the contour-ordered Green’s function onto the two different branches of the

Keldysh contour, i.e. projecting Gc onto G<.69,70

Lastly, by projecting the Keldysh equation (Eq. 10) onto the appropriate con-

tours in an analogous fashion, we can also derive similar expressions for the dot-lead

coupling lesser GF, G<
m,kα.
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17 B. C. Krüger, S. Meyer, A. Kandratsenka, A. M. Wodtke, and T. Schäfer, J. Phys.
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