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We report the temperature-pressure-magnetic field phase diagram of the ferromagnetic Kondo-

lattice CeTiGes determined by means of electrical resistivity measurements.

Measurements up

to ~ 5.8 GPa reveal a rich phase diagram with multiple phase transitions. At ambient pressure,
CeTiGes orders ferromagnetically at Tc = 14 K. Application of pressure suppresses Tc, but a pres-
sure induced ferromagnetic quantum criticality is avoided by the appearance of two new successive
transitions for p > 4.1 GPa that are probably antiferromagnetic in nature. These two transitions are
suppressed under pressure, with the lower temperature phase being fully suppressed above 5.3 GPa.
The critical pressures for the presumed quantum phase transitions are p; 4.1 GPa and p2 5.3 GPa.
Above 4.1 GPa, application of magnetic field shows a tricritical point evolving into a wing structure
phase with a quantum tricritical point at 2.8 T at 5.4 GPa, where the first order antiferromagnetic-
ferromagnetic transition changes into the second order antiferromagnetic-ferromagnetic transition.

INTRODUCTION

Quantum phase transitions (QPT) in metallic ferro-
magnets have been studied for many years and remain
a subject of great current interest [1]. The paramagnetic
(PM) to ferromagnetic (FM) transition can be suppressed
with nonthermal control parameters such as pressure,
chemical composition or external field often leading to
a T=0K, QPT. However, according to the current the-
oretical models, when suppressing the FM phase with a
clean parameter such as pressure, a continuous PM to
FM transition is not possible. Instead, the transition be-
comes of the first order or a modulated magnetic phase
can appear. The possibility of a first-order transition or
the appearance of modulated magnetic phases was first
discussed in Refs. 2 and 3. In the case of the transition be-
coming of the first order, a wing structure was predicted
in Ref.4 and observed in UGes [5] and ZrZns [6]. The
case of the appearance of a modulated magnetic phase
is more complex|[2; 3, 7-12] and an experimental exam-
ples were found in LaCrGes [12] and CeRuPO [13]. Ob-
servation of both tricritical wings and modulated mag-
netic phase in LaCrGes is a good example of a complex
phase diagram and provides a new example of the rich-
ness of the phase diagram of metallic quantum ferromag-
nets [14]. Recently, Belitz and Kirkpatrick proposed that
such complex phase diagram is due to quantum fluctua-
tion effects [15].

Cerium based compounds have attracted attention
due to interesting ground states, such as heavy-fermion,
unconventional superconductor [16, 17], Kondo insu-
lator [18], magnetic ordering[19, 20], etc. =~ Whereas
many Ce-based compounds manifest an antiferromag-
netic (AFM) ground state, only few systems are
known with FM order and pronounced Kondo ef-
fects. CeRuPO[13], CeAgShy[21, 22], CeNiSbs[23],
CePdyGes [24] and CeaNisCs [25] are some examples of
the Ce-based ferromagnets, which show complex phase

diagrams under the application of pressure. Interestingly,
the FM transition in these materials is suppressed with
the pressure and new magnetic (most probably AFM)
phases appear before the Curie temperature reaches 0 K
but no wing structure in the T-H-p phase diagrams has
been observed so far. According to the recent theoret-
ical work by Belitz et al.[15], it is possible to have un-
observable tricritical wings inside the AFM dome. In
most of these cases, lack of in-field measurements un-
der pressure prevents from constructing the temperature-
pressure-field phase diagram and getting a better under-
standing of the system. Therefore, it is interesting to
further investigate the temperature-pressure-field effect
on a Ce-based ferromagnetic system. To address this,
we present measurements of electrical resistivity under
pressure up to ~ 5.8 GPa and magnetic field up to 9T on
ferromagnetic CeTiGes.

CeTiGes is one of the relatively rare examples of a fer-
romagnetic Kondo lattice (y=75mJmol~! K=2[20]); it
orders with a Curie temperature, Tc =14 K [27]. Tt crys-
tallizes in the hexagonal perovskite BaNiOj - type struc-
ture (P63/mmc) [27]. Magnetization measurements show
highly anisotropic behavior with c-axis being the easy
axis of magnetization [26]. A Curie-Weiss fit to the sus-
ceptibility data yields an effective moment of 2.5 ug, con-
sistent with the reported values [26] and nearly equal to
the value for free-ions trivalent Ce (2.54 up). The re-
ported saturation moment at 2K from the magnetiza-
tion data (1.72 ug/Ce) along the c-axis|[26] is compa-
rable with the value obtained from the neutron diffrac-
tion study(1.5 up/Ce) [28]. Substitution of titanium by
vanadium (CeTi;_,V,Ges) causes a suppression of the
Curie temperature down to 3K at  =0.3 and suggests a
possible quantum critical point or phase transition near
x ~0.35 [28]. In contrast to the effect of substitu-
tion, a very small, initial positive pressure derivative of
Tc (dTc/dp~0.3K GPa~! up to 1GPa) suggests that
CeTiGes is located near the maximum of the magnetic



ordering temperature in the Doniach model [28]. How-
ever, all substitution and pressure measurements have
been done on the polycrystalline material and only to
modest pressure, p < 1 GPa. To get a better understand-
ing of T-p-H phase diagram, possible FM instability and
QCP it is important to perform high pressure studies on
single crystalline samples of CeTiGes over a wide pres-
sure range.

EXPERIMENTAL METHODS

Single crystals of CeTiGes were grown using a high
temperature solution growth technique [29, 30]. A mix-
ture of elemental Ce, Ti and Ge was placed in a 2
mL fritted alumina crucible[31] with a molar ratio of
Ce:Ti:Ge =4:1:19 [26] and sealed in a silica ampule under
a partial pressure of high purity argon gas. The sealed
ampule was heated to 1200°C over 10 hours and held
there for 5 hours. It was cooled to 900°C over 120 hours
and excess liquid was decanted using a centrifuge. A
good quality sample (based on the residual resistivity ra-
tio) for the pressure study was selected after ambient
pressure characterization by the magnetization and re-
sistivity measurements. Temperature and field depen-
dent resistance measurements were carried out using a
Quantum Design (QD) Physical Property Measurement
System (PPMS) from 1.8 K to 300 K. The ac-resistivity
(f=17Hz) was measured by the standard four-probe
method with the 1mA current in the ab plane. Four
Au wires with diameters of 12.5 um were spot welded to
the sample. A magnetic field, up to 9T, was applied
along the c-axis, which corresponds to the magnetization
easy axis [26]. A modified Bridgman cell [32] was used to
generate pressure for the resistivity measurement. A 1:1
mixture of n-pentane:iso-pentane was used as a pressure
medium. The solidification of this medium occurs around
~6-7 GPa at room temperature [33-37]. The pressure at
low temperature was determined by the superconducting
transition temperature of Pb [38].

RESULTS AND DISCUSSION

The temperature dependencies of the in-plane resistiv-
ity of single crystalline CeTiGes under various pressures
up to 5.76 GPa are shown in Fig. 1 (a). At ambient pres-
sure, the resistivity exhibits typical Kondo-lattice behav-
ior with a broad minimum ~ 190K followed by a maxi-
mum at Ta.x =31 K. The T}, is assumed to be related
to the Kondo interaction with a changing population of
crystal electric field levels [26, 39—41]. The FM transition
manifests itself in the resistivity data as a sharp drop
at Tc = 14.2 K. Similar values of T have been reported
from polycrystalline and single crystalline samples [26—
28]. The residual resistivity ratio (RRR) is 19, a value
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FIG. 1. (Color online) (a) Temperature dependence of the
in-plane resistivity, p(7), of a CeTiGes single crystal under
various pressures, p, up to 5.76 GPa on a semi-log plot. The
resistivity at 300K linearly increase with the pressure at a
rate of 7.4 u2cm GPa~! from 0 to 5.76 GPa as shown in the
inset. (b) Low temperature resistivity at various pressures.
Data are offset by increments of 10 €2 cm for clarity.

that suggests a rather good quality of the sample. Upon
application of pressure the resistivity at room temper-
ature increases linearly with a rate of 7.4 uQ)cm GPa~!
over the whole pressure range (see inset of Fig.1 (a)),
both the local maximum and local minimum in the re-
sistivity broaden and move to higher temperatures with
increasing pressure. The evolution of the low tempera-
ture resistivity is shown in Fig. 1 (b); data are offset by
increments of 10 uf2 cm for clarity.
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FIG. 2. (Color online) Low temperature, in-plane resistiv-
ity (left axis) and its corresponding temperature derivative
(right axis) of CeTiGes for several representative pressure re-
gions (a)-(b) p<4.1GPa, (c)-(e) 4.1 GPa<p<5.3GPa and
(f)-(g) 5.3 GPa<p. The solid symbols mark the characteris-
tic temperatures that are associated with phase transitions:
black square-PM to FM, green triangle- PM to MP1/MP1'
and green star- MP1 to MP2. The insets of (c)-(e) show the
observed hysteretic behavior at their representative pressures.
However, no hysteretic behavior is observed above 5.3 GPa as
shown in inset of (f).

Figure2 shows the evolution of the low temper-

ature resistivity and its temperature derivatives in
three selected pressure regions; (I) p<4.1GPa (II)
41GPa<p<5.3GPa and (III) p>5.3GPa. Below
4.1 GPa the FM transition is seen as a sharp change
of slope in the resistivity and transition temperature
is obtained from the sharpest increase of dp/dT (black
square) (Figs. 2 (a)-(b)). The FM transition temperature
initially shows a weak increase with pressure and then
decreases with further applied pressure up to 4.1 GPa.
Between 4.1-5.3 GPa, the onset of magnetic transition 1
(MP1) and magnetic transition 2 (MP2) are revealed as
a kink/upturn and a sharp drop in the p(7') as shown
in Figs.2 (c)-(e). From the transport measurements we
can not unambiguously identify MP1, MP2, (and MP1',
MP3, MP4) as the magnetic phases. However, observa-
tion of the metamagnetic transitions under application
of field (see Fig. 5(c)) strongly suggests that, these are
probably magnetic phases. The features in the resis-
tivity can be clearly seen in the temperature derivative
of the resistivity (right axis of Fig.2). Transition tem-
peratures of PM-MP1 and MP1-MP2 are obtained from
the kink/minimum (green up-triangle, Figs. 2 (c)-(e)) and
sharp peak (green star) in dp/dT (Figs. 2 (c)-(e)) respec-
tively. Although the magnetic ordering wave vector of
MP1 is unknown, the feature in the resistivity is simi-
lar to that associated with superzone gap formation [42]
and suggests an AFM nature for MP1. Both MP1 and
MP2 transitions are observed between 4.1 to 5.3 GPa and
thermal hysteresis in p for MP2 up to 5.3 GPa (inset of
Figs. 2 (¢)-(e)) indicates a first-order nature for this tran-
sition. On further increase of pressure, above 5.3 GPa,
MP2 disappears and a new magnetic transition, MP1',
continue to decrease with the increase of pressure and no
thermal hysteresis is observed (Figs. 2 (f)-(g)). Although
features in the p(T) corresponding to the MP1 and MP1'
transitions look similar, it is unclear whether it is same
phase or not. Figure3 shows the evolution of the tem-
perature derivative of the resistivity for representative
pressures. Solid symbols represent the criteria described
in Fig. 2.

The temperature-pressure (7' — p) phase diagram of
CeTiGes obtained from the resistivity measurements, is
summarized in Fig.4 (a). At low pressures, the Curie
temperature of the ambient pressure, FM phase (solid
squares) shows a very weak pressure dependence and
then decreases with pressure. For 4.1 GPa <p <5.3 GPa,
there is an evidence for two phase transitions, MP1 and
MP2 in the p(p,T) curves, which interrupted the initial
FM phase transition line. The merging of the PM-FM,
PM-MP1 and FM-MP1 transition lines is called the Lif-
shitz point [43]. The second order PM-FM transition be-
comes of the first order at a tricritical point (TCP) (see
text below) as shown by the horizontal arrow. A sim-
ilarly complex T' — p phase diagram has been observed
in CeNiSbs [23] and the recently studied itinerant ferro-
magnet LaCrGes [12]. Pressure induced transitions from
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FIG. 3. (Color online) Evolution of the temperature deriva-
tive of the resistivity at low temperature for representative
pressures. The data are vertically offset by 28 uQcm K™ to
reduce overlap. Solid symbols represent the criteria described
in Fig.2. At 5.29 GPa there is an additional anomaly in the
dp/dT as shown by the orange circle.

FM to AFM state are also observed in several other Ce-
based compounds, such as CeAgSbs [22], CeNiShs [23],
CePdyGeg [24], CeaNi5Cs [25] and CeRuPO [13]. Above
5.3 GPa, the low temperature MP2 phase disappears and
MP1' continue to decrease with the increase of pressure.
As mentioned above, it is unclear whether there is a phase
boundary between MP1 and MP1' near 5.3 GPa.

In addition to the T'— p phase diagram, we find that,
Thax exponentially increases from 31 K to 82 K upon in-
creasing pressure (Fig. 4 (b)). The smooth change of Tyax
indicates that the existence of the new phases is not as-
sociated with a discontinuous changes in the electronic
or crystal structure or CEF splitting. Figure4 (c) shows
the pressure evolution of the resistivity at 1.8 K. The re-
sults show breaks in p;sx(p) at p1 (FM to MP2) and
a maximum at po (MP2 to MP1). The exact nature of
the phase transitions at p; and ps are not known and
to resolve this, it would be useful to study the magnetic
ordering wave vector under pressure.

Application of an external magnetic field adds another
dimension to our phase diagram and different behavior
of the resistivity anomalies under magnetic field allow
us to explore further new phase regions of this mate-
rial. Figure5 (a) shows the temperature dependence of p
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FIG. 4. (Color online)(a) T — p phase diagram of CeTiGes
in zero applied field. Transition temperatures are determined
from the anomalies in dp/dT as shown in Fig.2 and Fig.3 .
The values of critical pressure p; and p2 are 4.1 and 5.3 GPa
respectively. Solid lines are guide to the eye and dashed lines
are suggested extrapolations of phase boundaries. The red
and blue color line represent the second and first order phase
transitions. The vertical and horizontal arrows represent the
Lifshitz and tricritical point respectively. (b) Maximum in
resistivity, Tmax (shown in Fig. 1(a)), as a function of pressure
increase as a exponential function. (c) Pressure dependence
of the p at 1.8K.

at different magnetic fields, applied along the c-axis, at
4.48 GPa. The sharp drop in the resistivity at low fields
(1o H <0.3T) broadens at higher fields. These data man-
ifest hysteretic behavior up to 0.5 T, indicating the first
order nature of the transition. The zero-field kink in
the resistivity, at 9.8 K, changes into a hump with the
increase of field (0.25T) and disappears at 0.3T. An-
other hump like feature appears above 0.35 T and broad-
ens with further increase of the field. These features can
be clearly observed in temperature derivative shown in
Fig.5 (b).

The field dependence of p(p=4.48 GPa) below 7K
shows a metamagnetic transition with a low field plateau
followed by a step-like feature and develops into two
transitions above 7K (Fig. 5 (c)). The solid and dashed
lines represent the field increasing (pup(H)) and de-
creasing (pdown(H)) respectively. The difference be-
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FIG. 5. (Color online)(a) Temperature dependence of the
resistivity at various fixed fields for p=4.48 GPa and H ||c.
The data are vertically shifted by integer of 25 uf2 cm to avoid
overlapping. The insets show the observed hysteretic behavior
in temperature scan. Continuous and dashed lines represent
the temperature increasing and decreasing respectively. (b)
Corresponding temperature derivative (dp/dT’) of (a). The
data are vertically shifted by integer of 15 uQ cm K™ to avoid
overlapping. Solid symbols represent the criteria use to ob-
tain the teansition temperatures at various magnetic fields.
(c) Field dependence of the resistivity at fixed temperatures.
For these data the sample was cooled in zero field and then
p(H) data was collected for increasing field (pup) and then
decreasing field (pdown). Then increase the temperature to
the desired value and data was collected for increasing and
decreasing field. Continuous and dashed lines represent the
field increasing and decreasing respectively. Insets show the
observed hysteretic behavior and the criteria used to obtain
the transition fields. Above 7K no hysteretic behavior is ob-
served.

tween pup(H )-pdown(H) shows a sizable deviation (p is

smaller in the increasing-field than the decreasing-field)
for 0< H <0.3T range. In Fig.5, hysteresis is appar-
ent not only in the transition temperature (Fig.5 (a))
and transition field (Fig.5 (c)), but also in the magni-
tude of the resistivity. Similar hysteretic behavior is ob-
served in the CeAuSby [14-16] and CeT'Al4Siy (T'=Rh,
Ir) [47]. Based on the hysteretic behavior, we can con-
clude these metamagnetic transitions are likely associ-
ated with a first-order phase transition. The observed
hysteresis in the magnitude of resistivity indicates the
possibility of magnetic domains. At temperatures above
11 K, the resistivity shows a very broad anomaly and no
transition has been observed. Criteria used to obtain
transition fields are shown in the inset of Fig. 5 (c).

Figures6 (a)-(d) show the T' — H phase diagrams at
representative pressures. Transition temperatures deter-
mined by T-sweep measurements are shown by closed
symbols and anomalies appeared in isothermal H-sweep
measurements are shown by open symbols. Continuous
blue and red lines indicate the first order and second
order transitions respectively (based on the presence or
lack of hysteretic behavior respectively). The red circle
represents the TCP determined by Fig. 6 (e). Tempera-
ture dependence hysteresis widths for the transition at
H1 are shown in Fig. 6 (e). The data are vertically offset
by 0.03T to avoid overlap. Clear hysteresis at low tem-
perature gradually decreases with increasing temperature
and disappears at a TCP as shown by a vertical arrow.
In contrast to the wing-critical-point (WCP) in UGes [5]
and LaCrGeg [11], here we observed a TCP in the T'— H
phase diagram where first order transition changes into
the second order transition. This TCP corresponds to the
boundary of the wing structure similar to UGes [5] and
LaCrGegs [14]. The T — H phase diagrams of CeTiGejs for
pressures between 4.1-5.3 GPa show complex behavior.
Three magnetic phases (MP1, MP1' and MP2) are iden-
tified by the anomalies in the resistivity measurement.
Both MP1 and MP1' phases are separated by MP2 phase
by a first order transition as shown in Figs. 6 (a)-(c). For
pressures between 4.1-5.3 GPa, these T — H phase di-
agrams are similar to those found for CeRupAlsB [13],
which undergoes a second order AFM transition that is
followed by a first order FM transition as a function of
temperature. Above 5.3 GPa, only two magnetic phases;
MP1' and MP4 are identified by the resistivity measure-
ments and there is no longer a first order phase transition
boundary observed.

Figure 7 shows the constructed 7' — H phase diagrams
for pressures between 4.21 to 5.76 GPa. There is a clear
difference in the T'— H phase diagrams below 4.86 GPa
and above 5.46 GPa. T'— H phase diagram for the inter-
mediate pressure, 5.29 GPa, shows a complex behavior.
Also, we observed an additional shoulder-like anomaly in
p(H) at 5.76 GPa (gray color star in Fig. 8 (¢) and Fig. 7).
When the temperature was increased, it became broad-
ened and merged with H1 and no loner resolvable. HI,
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FIG. 6. (Color online) T'— H phase diagrams for various
pressures: (a) 4.48 GPa (b) 4.86 GPa (c) 5.15 GPa and (d)
5.46 GPa, determine by tracking various anomalies in tem-
perature and field derivatives of resistivity measurement as
shown by Fig. 5. Solid and open symbols represent transition
temperatures determined by T-sweeps and transition fields
determined by H-sweeps (as described in Fig. 5) respectively.
Continuous blue and red lines indicate the first order and sec-
ond order transitions respectively. (e) Temperature depen-
dence of hysteresis widths for the transition at H1 at various
pressures. The data are vertically offset by 0.03 T to avoid
overlap. Vertical arrows represent the estimated tricritical
points for each pressure. Zero for each data set shown on
right-hand axis.

H2 and H3 are the anomalies observed in p(H) data as
shown in Fig. 5 (c) and Figs. 8 (b)-(c)

Figure 8 (a) shows the field dependence of the resistiv-
ity at 1.8 K, p(H), for different pressures. For the pres-
sures in between p; and po, p(H) for an increasing mag-
netic field shows a clear metamagnetic transition with a
substantial (>40%), drop of resistivity. For higher pres-
sures, the sharp drop in the p(H) disappears and several

metamagnetic transitions can be observed. Figures8 (b)
and (c) show the representative magnetoresistance data
for 4.1 GPa<p<5.3GPa and p>5.3 GPa respectively.
Transition fields determined by H-sweeps measurements
are shown by the open symbols. To estimate the tran-
sition width, we used the field derivative of the resistiv-
ity at 1.8K, as shown in Figs.8(d) and (e). The min-
imum at H1 is fitted with Gaussian+linear-background
and obtained the width of the Gaussian distribution. The
blue color lines in Figs. 8(b) and (c) represent the fitted
curves to the data. We noticed that the transition width
(Fig. 8 (f) right axis) at HI at 1.8 K remains small for the
first-order transition and becomes broad in the second-
order regime. Using linear extrapolation as represented
by red dashed lines, we obtained pressure corresponding
to the TCP at 1.8K, which is 5.3 GPa. In addition to
that, the temperature dependence hysteresis width for
transition H1 at 1.8 K is also suppressed with the pres-
sure and disappeared above 5.3 GPa as shown in Fig. 8 ()
left axis. Figure8(g) shows the H — p phase diagram
at 1.8 K constructed from the above criteria. The mag-
netic field that corresponds to the H1 transition is shifted
up with pressure. Its extrapolation down to zero yields
p=4.1 GPa, which is in agreement with the p; obtained
from T-p diagram (Fig.4 (a)). We observe the increas-
ing rate of metamagnetic transition field with respect to
pressure, changes near 5.3 GPa.

Similar H — p phase diagrams at low tem-
perature have been observed in LaCrGes[l4] and
CeRus(Siy—,Gey )2 [19, 50] system. CeRuyGes is a local
moment system [51], while CeRusSis is itinerant [52]. Ap-
plication of pressure to CeRusGes gives nearly same mag-
netic phase diagram as that of CeRug(Sii—.Gey)a [53,
54]. Observed transport and de Haas-van Alphen data
suggest that, for this system, change of the f-electron
nature from local to itinerant occurs when the FM phase
disappears [19]. On the other hand, itinerant ferromag-
net LaCrGes show tricritical wings as well as modulated
magnetic phase. Interestingly, T — p — H phase dia-
gram of both LaCrGes [14] and CeRusGeg [50] without
AFM states is similar to the itinerant weak ferromag-
net like UGeg [5]. This similarity might imply that the
physics behind these phase diagrams are not very differ-
ent. In UCoAl[55] an additional anomaly is observed at
the end of the tricritical wings similar to what we observe
in CeTiGes. It is possible that the quantum wing critical
point in UCoAl is in fact a quantum tricritical point sim-
ilar to CeTiGes. However, the situation is not as clear,
since, unlike CeTiGes, the new anomaly is not observed
as a phase boundary in the low pressure region (i.e. there
is no observed Lifshitz point in UCoAl). In addition, the
position of the quantum wing critical point in UCoAl is
unclear and was proposed to be located at higher pres-
sures [56]. In light of the double wing structure observed
in LaCrGeg [14], UGeq [57] and ZrZns [58, 59], it is also
possible that the additional anomaly corresponds to a
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FIG. 7. (Color online) T'— H phase diagrams, including those shown in Fig. 6 (a)-(d,) at various increasing applied pressures.
At 5.29 GPa, T — H phase diagrams show a complex behavior and with additional metamagnetic transitions (gray and brown
open triangles) in p(H) data (raw data are not shown). H1, H2 and H3 are the anomalies observed in p(H) data as shown in

Fig.5 (¢) and Figs. 8 (b)-(c).

second wing.

The projection of the tricritical pointsin T — H, T —p
and H — p planes are shown in Figs.9(a),(b) and (c)
respectively. The wing lines can be extrapolated to a
quantum-tri-critical-point (QTCP) at 0 K, which is found
to be at 2.8 T at 5.4 GPa. The shape of the wings at low
temperatures was first reported in Ref. 60, based on the
third law of thermodynamics and the Clapeyron-Clausius
relations. It was pointed out that wings are perpendic-

ular to the T=0K, plane but not perpendicular to the
p-axis [60]. Later on, theoretical analysis based on Lan-
dau expansion shows that the slope of the wings dT'/dH
and dp/dH are infinite near H =0T [61]. This was ob-
served experimentally in URhGe[62]. It was also ob-
served in LaCrGes, despite the existence of another mag-
netic phase[14]. Here, we do not observe such behavior
(dT/dH |rcp — 00) in wings near TCP which could be
due to the existence of the magnetic phase MP1 or to
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FIG. 8. (Color online) (a) Field dependence of p at 1.8K

for various pressures. Continuous and dashed lines represent
the field increasing and decreasing respectively. Representa-
tive p(H) data for (b) 4.1 GPa<p<5.3GPa, (c) p>5.3GPa
and the criteria used to obtain the transition fields at 1.8 K.
The open symbols represent the corresponding transition
fields. The gray star represents the shoulder like anomaly
appeared at 5.76 GPa (Fig. 7). (d)-(e) Representative deriva-
tive, dp/dH data for H1 transition at 1.8 K. The blue color
lines represent the Gaussian+linear-background fitted curves
which are used to obtained full-width of the H1 transition.
(f) left axis shows the pressure dependence hysteresis width
of transition H1 at 1.8 K. Right axis shows pressure depen-
dence of the full-width of H1 obtained by dp/dH ((d)-(e))
at 1.8 K. Vertical dashed line represent the tricritical pres-
sure ~ 5.3 GPa, at 1.8 K. (g) H — p phase diagram at 1.8 K
based on the criterion shown in (b,c). Blue and red solid lines
represent the first and second order transitions. Red open
circle represents the extrapolated QTCP.

the lack of data near p;. More careful measurements
near p; are required. Also, the TCP at H=0T is found
to be ~8K and this is below the MP1 transition. A
similar observation was made in LaCrGeg [11] where the
TCP seems to be located below the Lifshitz point. Re-
cent theoretical description by Belitz and Kirkpatrick in
Ref. 15 shows the complex behavior of the phase diagrams
of metallic magnets when an AFM order is observed in
addition to the FM phase due to the quantum fluctua-
tions. Similar to the Fig.4 (a) in Ref. 15, we observed a
QTCP where first order AFM-FM transition changes into
the second order AFM-FM transition at 2.8 T at 5.4 GPa
(see Fig.8(g)). Very recently QTCP has experimentally
observed in NbFey [63].
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FIG. 9. (Color online) Projection of the tricritical points

(TCP) in (a) T — H (b) T — p and (c) H — p planes. Red
solid circles represent the TCP determined by Fig. 6(e). Red
solid squared obtained from Fig. 8 (f). Dashed lines are guides
to the eyes and open red circles represent the extrapolated
QTCP.

The constructed, partial, T'— p — H phase diagram of
CeTiGes based on resistivity measurements is shown in
Fig.10. A FM QCP in CeTiGes is avoided by the appear-
ance of MP1 and MP2 phases, and shows field induced
wing structure above 4.1 GPa. The estimated QTCP is
shown by the open red circle. In order to provide clear
picture of the wing structure phase diagram, we show
only selected phases here (see Fig. 7 for H-T phase dia-
grams at various pressures). In the case of the itinerant
the ferromagnet, LaCrGes [12, 14], the second-order FM
transition becomes a first order at a tricritical point in
the T-p plane and application of a magnetic field reveals
a wing structure phase diagram. Appearances of modu-
lated magnetic phase in LaCrGes [14] makes it the first
example of new type of phase diagram of metallic quan-
tum ferromagnets. Unlike LaCrGes (Fig.5 in Ref.[14]),
where, wings are extended beyond the AFM phases, the
observed wings in CeTiGes are always bounded by the
AFM phases. This can be clearly visualized in Fig. 8 (g)
(for comparison see Fig.4 in Ref. [11]). The observation
of QTCP in metallic magnets in the case of appearance
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FIG. 10. (Color online) The constructed, partial, T — p — H
phase diagram of CeTiGes based on resistivity measurements.
Blue color surfaces represent the first-order planes and green
color surface represents the first-order MP2 phase boundary.
Continuous red and blue lines represent the second and first
order transition respectively. The open circle represent ex-
trapolated QTCP.

of AFM order in addition to the FM order is theoretically
described by Belitz and Kirkpatrick [15]. This theoretical
finding is consistent with our experimental observation of
QTCP in CeTiGes. Therefore, CeTiGes is a good exam-
ple of a Ce-based compounds in which the system can be
driven into various magnetic ground state by fine tun-
ing of the exchange interaction achieved by temperature,
pressure and magnetic field.

CONCLUSIONS

We have measured the high pressure electrical resis-
tivity of CeTiGes up to 5.8 GPa and 9T and found a
complex T'— p — H phase diagram. The ferromagnetic
transition at ambient pressure initially slightly increases
and then decreases, indicates that CeTiGes is located
just below the maximum (left side) of the Doniach phase
diagram. The ferromagnetic transition suppresses near
4.1 GPa and cascade of phase transitions are observed
above that. Change in residual resistivity near 4.1 GPa
and 5.3 GPa suggests a modification of the electronic
structure upon entering these magnetic phases. Thus,
CeTiGeg is another clear example of avoided ferromag-
netic quantum critical point due to appearance of mag-
netic phase (probably antiferromagnetic). Application of
magnetic field under pressure above 4.1 GPa reveals wing
structure phase diagram. In contrast to the wing criti-
cal point in LaCrGes, we observed a tricritical point in
H-p plane, which corresponding to the boundary of the
wing structure. Estimated quantum tricritical point of
CeTiGes is located at 2.8 T at 5.4 GPa. We believe that
the present work will stimulate further experiments to
investigate the properties of this material.
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