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The behavior of a disordered amorphous thin film of superconducting Indium Oxide has been
studied as a function of temperature and magnetic field applied perpendicular to its plane. A
superconductor-insulator transition has been observed, though the isotherms do not cross at a
single point. The curves of resistance vs. temperature on the putative superconducting side of this
transition, where the resistance decreases with decreasing temperature, obey two-dimensional Mott
variable-range hopping of vortices over wide ranges of temperature and resistance. To estimate
the parameters of hopping, the film is modeled as a granular system and the hopping of vortices
is treated in a manner analogous to hopping of charges. The reason the long range interaction
between vortices over the range of magnetic fields investigated does not lead to a stronger variation
of resistance with temperature than that of two-dimensional Mott variable-range hopping remains

unresolved.

PACS numbers: 74.25.Wx, 74.40.Kb, 74.25.Uv
Keywords: variable range hopping of vortices

INTRODUCTION

The superconductor-insulator-transition (SIT) of two-
dimensional (2D) or quasi-2D films is usually envisioned
as a direct zero-temperature quantum phase transition
tuned by disorder, magnetic field, or charge density. Be-
cause quantum fluctuations associated with a quantum
critical point persist at nonzero temperatures, features
of a zero-temperature continuous transition can be re-
vealed through measurements of physical properties at
accessible temperatures.!

In the dirty boson model of the SIT a zero-temperature
metallic state only exists at the quantum critical point
(QCP) with a universal resistance of h/4e?.% In the case
of the field-tuned transition, the magnetic field at the
crossing point of the magnetoresistance isotherms is usu-
ally taken as the critical field corresponding to the QCP.
Here, we report on the resistance vs. temperature of a
highly disordered InOy film in magnetic fields below and
above the critical field of the quantum phase transition.
We find below the critical field a temperature dependence
consistent with a model involving 2D Mott variable range
hopping (VRH)? of vortices, where the vortices move by
quantum mechanical tunneling. Above the transition we
see a signature of VRH of Cooper pairs.

The creep and flow of vortices have been subjects of
intense study because they bring about nonzero electri-
cal resistance even below superconducting critical tem-
peratures and critical magnetic fields.* Interest in these
phenomena surged with the discovery of high tempera-
ture oxide superconductors. The motivation for this re-
search was the necessity of controlling pinning so as to
assure the zero-resistance required for applications. In
the classical picture, vortices are pinned at zero tem-
perature in a glass phase. At finite temperatures they
become thermally activated above the glass barriers (de-
pinned), resulting in nonzero resistance governed by an

Arrhenius form.® This behavior is found when the tem-
perature is below but of the order of the temperature
scale set by the pinning energy. At lower temperatures,
there is the possibility of quantum tunneling of vortices
through energy barriers resulting in what might be called
quantum flux creep. This subject was first studied by
Caldeira and Leggett, who investigated quantum tunnel-
ing of vortices in superconducting quantum interference
devices,® by Glazman and Fogel’, who considered vortex
tunneling in very thin films,” and by Mitin,® who consid-
ered vortex tunneling in bulk superconductors. There is
limited experimental literature on quantum tunneling of
vortices in films of either conventional®!? or high temper-
ature superconductors.!"'? Experimentally, vortex tun-
neling in superconducting films would appear as variable
range hopping.

Quantum variable-range hopping of bundles of vor-
tices in disordered 2D superconductors at low tem-
peratures and high magnetic fields was considered by
Fisher, Tokayasu, and Young (FTY), who predicted
a decreasing resistivity with decreasing temperature as
p x exp[—(T1/T)P], where p is in the range from 2/3 to
4/5, and Ty is a characteristic temperature.'® Shklovskii
suggested an alternative theory of single vortex variable
range hopping which leads to a temperature dependence
similar to FTY.' These predictions were supported by
the work of Sefrioui et al. on deoxygenated YBasCuzOg 4
thin films at high fields and low current densities.!! Auer-
bach, Arovas, and Gosh (AAG) calculated the tunneling
rate of a single vortex between two pinning sites and the
subsequent resistivity due to flux tunneling at low fields
and low temperatures.'® The result was a resistivity for a
2D BCS superconductor following a modified Mott vari-
able range hopping form in 2D,
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and g(p) is the density of states of vortices at their chemi-
cal potential i (see explanation below), a is the vortex lo-
calization length, and B ~ 13 is a numerical coefficient.'6
In contrast with hopping of charge carriers, the hopping
of vortices results in a decrease in resistance with decreas-
ing temperature, rather than a increase. This behavior
was reported by Koren et al. for a YBa;CuszOr7. 5 thin
film meander line, but over a very limited range of re-
sistances and applied magnetic fields.!? Effects such as
these have been observed in conventional superconduct-
ing films such as InOy, but again over a very limited
range of resistances.!”

EXPERIMENTAL METHODS

The InOy film under study was 55 nm thick, grown by
electron-beam evaporation of InoO3. During deposition,
an O, partial pressure of 6.7x10°° mbar was maintained
in the chamber by bleeding the gas through a needle valve
while continuing to pump.'® The substrate temperature
was kept below about 40°C so that the films remained
amorphous. Measurements were made using an Oxford
Instruments Kelvinox 25 dilution refrigerator with the
film connected in a van der Pauw configuration. The
measuring currents were kept below 15nA for low fields
and 5nA at high fields to ensure linear current-voltage
characteristics over the whole range of temperatures and
magnetic fields.
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FIG. 1. (Color online) (a) Temperature dependence of sheet
resistance at magnetic fields 0 T(bottom) to 12T in incre-
ments of 1T. The inset provides a clearer view of the super-
conducting transition and low-field data. (b) Magnetic field
dependence of sheet resistance as a function of temperature
from 100 mK to 1.62 K in increments of 40 mK.

RESULTS

Figure 1(a) shows curves of R(T) over a range of mag-
netic fields applied perpendicular to the plane of an InO
film. This film exhibited a level of disorder that placed
it close to the disorder-tuned superconductor-insulator
transition. The inset of the figure shows the very broad
resistive transition to the superconducting state in zero
magnetic field, indicating a highly disordered film. Fig-
ure 1(b) shows isotherms of R(B) at various tempera-
tures extracted from the data of Fig. 1(a). The isotherms
appear to cross at a field B, ~ 2.8 T, and at a sheet
resistance close to that of the quantum resistance for
pairs, h/4e?. A standard finite-size scaling analysis was
not carried out because a detailed examination of the
isotherms revealed that they did not intersect at a sin-
gle well-defined field. Also for magnetic fields below the
critical tuning field, for a region within the the nomi-
nally “superconducting” branch of the data, the resis-
tance did not extrapolate to zero resistance in the 7" — 0
limit. The resistance begins to saturate at the lowest
temperatures on both sides of the transition. Behavior
similar to this on the superconducting side was reported
first by Mason and Kapitulnik many years ago, and is
referred to as the intermediate metallic regime.'® It has
also been reported over the past decade in dc measure-
ments of the magnetic-field-tuned SIT of Ta, InOy, exfo-
liated NbSes, disorder-tuned NbSi, and ionic-liquid gated
ZrNCl films.?° 24 It has been interpreted as evidence of
a Bose metal.2° 28 Saturation at lowest temperatures in
the insulating regime is likely due to a failure to cool the
sample.

One can obtain a clearer picture of the various regimes
of this film from a false color plot of dR/dT as a function
of temperature and magnetic field, as shown in Fig. 2.
There is a small region of superconductivity, which shows
up as zero slope at temperatures below about 0.5 K and
at fields below about 0.5T. There is a very wide region
of magnetic fields over which there is a positive dR/dT.
This is separated from negative slope regions found at
higher fields by a curved narrow vertical band of zero
dR/dT. This film exhibits a magnetoresistance peak at
low temperatures, which shows up as a region of very
large dR/dT at a magnetic field of around 9 T.

We then set about to determine whether we could un-
derstand the systematic behavior in the regime of positive
dR/dT at fields B < B., by plotting log R vs T'"?, with p
taking on various values such as 1,2/3,1/2,1/3 and 1/4.
Then, the fit of the low-field R vs. T data to the form
R o exp[—(Ty/T)?] was evaluated by plotting log(Rg /)
vs. TP for different values of p, and in each case fitting
the data to a line. The quality of this linear fit was evalu-
ated using x? (a.k.a. reduced x?), the normalized sum of
squared deviations between the data and fit function.?®
Fitting was performed on data for the temperature range
beginning at ~ 200mK, where the resistance begins to
flatten, up to 1 K. These ranges are marked on Fig. 3(a),
which show data measured at several representative low



1.6 70 dR /dT
/g 6x10°
14 % 5x10°
12 % 3x10°
7 2x10°
1.0 % 2z 0
< % 2x10°
= 0.8 é -5x10°
7 -2x10°
06 f -5x10°
04 2x10°
/ -3x10°
02 -5x10°
-6x10°
FIG. 2.

(Color online) False-color contour plot showing
dR/dT as a function of temperature and magnetic field, which
functions as a phase diagram for this sample. The striped re-
gion indicates where dR/dT =~ 0, which occurs in the lower
left due to superconductivity, and in a curved vertical band
between 2T and 3T, which corresponds to the transition be-
tween superconducting and insulating behavior. To the left of
this band, blue and purple (dark) indicate dR/dT > 0, where
behavior is metallic. Yellows and reds indicate dR/dT < 0,
the insulating regime to the right of the band. Within this
region, the magnetoresistance peak is responsible for the dark
feature at low temperatures.

fields for p = 1/3. This value of p was found to min-
imize x? over these temperature intervals, as shown in

Fig. 3(b).
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FIG. 3. (Color Online)(a) The logarithm of sheet resistance
plotted as a function of temperature to the power of -1/3,
measured at three representative fields. (b) The value of X2
for linear fits to the data shown in part (a), when plotted
as log(R) vs TP for different values of p. These fits were
performed over the temperature intervals mentioned above
and highlighted in part (a).

In Fig. 4 we show a plot of log R vs. T~1/3 for the full
range of fields. Extended regions of resistance vs. tem-
perature at various applied magnetic fields are quantita-
tively consistent with a 2D Mott variable range hopping
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FIG. 4. (Color online) Logarithm of resistance plotted against
T~1/3 at various magnetic fields. The straight lines are fits of
the data for B < B. ~ 2.8 T to Eq. (1), the functional form
for 2D Mott VRH of vortices.

law Eq. (1) down to temperatures where the resistance
saturates. The saturation resistance found at the lowest
temperatures was independent of the measuring current.

The functional dependence of the resistance on tem-
perature is that which was derived for the resistance due
to VRH of vortices of a 2D superconductor by AAG.15 A
fitting procedure based on Eq. (1) was used to determine
Ty as a function of B. The results are shown in Fig. 5.
Examination of this figure shows that Ty initially varies
as C/B, where C' ~ 60 TK, and then falls to zero at a
magnetic field corresponding to the critical crossing field
of the isotherms. This form for the dependence of T on
magnetic field is not predicted by AAG. Clearly a model
of disorder and pinning of vortices in a film is needed to
explain the data.

Atomic force microscope scans of the roughly 55nm-
thick film reveal the presence of grain-like surface struc-
tures. A Bruker Nanoscope V Multimode 8 was used
to image the surface of the film in several different,
randomly-chosen locations. A representative micrograph
is shown in Fig. 6(a). It shows that the surface is rough
and gives the appearance of a spherical granular struc-
ture with a spread in grain diameters.

Characteristics of the grains were determined by de-
marcating them on each of the AFM micrographs, such
as is shown in Fig. 6(b). Grains were found to have a

mean diameter of 51 nm with a standard deviation of 20
nim.
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FIG. 5. (Color online) The characteristic temperature defined
in Egs. (1) and (2), 7o, as a function of magnetic field. These
points were extracted from fits like those shown in Fig. 4. The
straight line shows the 1/B dependence of Ty at low fields.
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FIG. 6. (Color Online) (a) Atomic force microscope image of
a 1pum X 1 pum portion of the surface of the InOx film under
study. The false-color scale indicates the height distribution
of the surface of the film, which is on average 55 nm thick.
(b) shows the same micrograph superimposed with the grain
boundaries used for analysis.

DISCUSSION

Below we treat the film as an idealized random, densely
packed two-dimensional array of superconducting spheres
with diameters varying around 50 nm. The good match
between the average lengthscale of the grains and the
overall film thickness supports the single layer spherical-
grain model used in this paper. The height data pre-
sented above do not suggest that the film is comprised of
literal spheres, but are consistent with a granular struc-
ture that can be modeled in this way.

The spheres in the model are barely touching each
other and are connected via Josephson junctions of very
small area. In such a Josephson junction array vor-
tex cores are localized in empty spaces between spheres,

which play the role of pinning sites for vortices. Self-
energies of vortices in such pinning sites € vary due to
a random distribution of Josephson junction strengths.
We assume that pinning sites have the density of states
g(€) with a small characteristic width de which we ad-
dress later. We assume that the self-energy of a vortex
carrying two flux quanta in one site (double vortex) is
larger than this width and it, therefore, does not allow
two quantum vortices to occupy a single pinning site.
Thus, at low temperatures, single quantum vortices oc-
cupy the lowest-energy sites. At fields B < 0.2T, which
are representative of the range of fields where Ty ~ 1/B,
the vortex spacing is 140 nm or greater, so that no more
than 13% of lattice pinning sites are occupied by vor-
tices. This means that at 7" = 0 they occupy only the
low-energy tail of the g(e) of localized pinning sites. The
energy of the highest pinning state occupied by a vortex
at T = 0 plays the role of vortex chemical potential p.

Vortex transport under the influence of a supercon-
ducting current can then be described as quantum hop-
ping of vortices from occupied to empty pinning sites. At
high enough temperatures, vortices hop to nearest neigh-
bor sites. At lower temperatures, vortex transport is con-
strained to longer-distance hops with energies € in a nar-
row band of energies around chemical potential p. In a
homogeneous bulk superconductor a vortex is a massive,
almost a classical object with a very small localization
length. But in a Josephson junction array where inter-
grain Josephson energy and the Coulomb charging energy
are comparable, the localization length of a vortex a is
of the order of the sphere diameter.? (Of course, in the
close vicinity of the SIT, a diverges.) This is because the
vortex core can easily tunnel across the weak Josephson
contacts formed where neighboring spheres touch, while
avoiding the bulk of superconductor. The combination
of disorder in vortex energies and relatively large local-
ization length a allows us to think about long-distance
vortex hops, and to arrive at the two-dimensional Mott
variable range hopping law Eq. (1) with the character-
istic temperature given by Eq. (2). Here g(u) is the
density of states of vortices at their chemical potential .

Let us now show that the observed dependence
To(B) = C/B in small magnetic fields can be interpreted
as a result of g(u) growing linearly with B. Indeed, us-
ing a simple model of the low-energy tail of the density
of states g(e) = go exp|—(eo — €)/d¢], where € is average
energy of the vortex and Je is the dispersion of the vortex
self-energy, we find that the two dimensional concentra-
tion of vortices

n

ny, =eB/hc= [ g(e)de = g(u)oe. (3)
Combining Eqs. (2) and (3) we arrive at the experimental
dependence Ty = C'/ B, where

de e
_ 2

In principle, the localization length a depends on p and,
therefore, on B. However, the logarithmic dependence



of ;w on B is very weak and is ignored below. Although
above we used a simple exponential tail for the density
of states, one can easily show that our conclusion that
To = C/B is approximately (with logarithmic accuracy)
correct for a Gaussian or other fast-decaying exponential
tail.

Let us now estimate the vortex self-energy dispersion
de. It is convenient to think about our disordered Joseph-
son junction array as a thin film of thickness d made from
a layer of material which has a 3D penetration length \.33
The self-energy of a Pearl vortex in such a film is3!:32

€0 = €00 hl <%> 5 (5)

where
2
€00 = (:f—;) All (6)

Here A\, = M?/d is the Pearl penetration length of the
film with width d in a magnetic field perpendicular to
the film. It truncates the logarithmic divergence of €q
at large distances, while at small distances the diver-
gence is truncated by the radius of the hole between
neighboring spheres, which is of the order of sphere di-
ameter d. For an ideally periodic Josephson junction®?
AL = c¢?/(8n?1.), where I, is the critical current of a
junction, and Eq. (5) is reduced®® to the standard ex-
pression eg = (whl./2e)In(\?/d?).

Let us suggest an interpretation of the origin of the
logarithm in Eq. (5), which we use below to estimate
de. Here, the vortex energy results from currents in a
disc with radius A;. One can partition the area of this
disc into annuli by defining In(\ /d) concentric bounding
circles. These have radii Ay /2, A1 /4, A1 /8 and so on,
until we reach the minimum radius d. Currents decay
with distance from the center in such a way that each
annulus bound by two consecutive circles contributes €gg
to the vortex energy. The contribution of the central cell,
where the core of the vortex is located, is of the order of
€oo as well. Thus, for the the total energy of the vortex
we arrive at Eq. (5).

The dispersion in self-energy de from site to site in a
strongly disordered granular film is probably dominated
by the dispersion of the critical current I. of individ-
ual Josephson junctions, which are very sensitive to the
contact conductance. Below we assume that 61./1, ~ 1.
Thus, the central site alone results in dispersion de = €qp.
Fluctuations of I. averaged over the many Josephson
junctions in each large-radius annulus significantly cancel
each other. Therefore, the contribution of these annulii
to de are much smaller than that of the central cite and
can be neglected. Substituting Eq. (6) for de into Eq.
(4) and using ch/e? = 137, we arrive at a final result for

2
Cosxi0ro (1) (7)
dk3a2 A

Assuming that ¢ ~ d = 50nm we arrive at the ex-
perimental value C' = 60 TK if the penetration length
A ~ 10 um, which seems reasonable for such a weakly
coupled granular superconductor.

So far we have dealt with an analysis of the regime of
low magnetic fields (positive dR/dT). Let us now switch
our attention to the high magnetic field side (B > B.) of
Fig. 4 (i.e. the insulating regime or negative dR/dT). In
the insulating regime, one can envision VRH of Cooper
pairs of electrons or just single electrons. If one neglects
their Coulomb interaction this should lead to conven-
tional Mott VRH with a positive sign in the exponent
of Eq. (1). We see that qualitatively such an explana-
tion seems to work. At the highest fields the magnetore-
sistance changes sign, possibly because of the destruc-
tion of Cooper pairs and a crossover to VRH of single
electrons.3%3%

In the range of fields 1 < B < 6T we verified the
duality symmetry of our resistance data on either side of
critical field B, following the “geometric mean” method
suggested by Shahar.3¢ For that we defined several pairs
of “geometrically dual” magnetic fields Bs. < B. and
Bins > B. such as for each pair (BSCBmS)l/Q = B.. Then
for each pair we found that [R(Bs.)R(Bins)]'/? =~ h/4e?
over a range of temperatures from 140mK to 1K with an
accuracy better than 20%. The details are shown in the
Appendix.

Above, in our discussion of Ty in the region of dR/dT >
0, we ignored the interaction between distant vortices.
This allowed us to arrive at a Mott law and interpret the
dependence Ty(B) observed in experiment. We do not
understand why we do not observe the effects of the long
range vortex interactions, which would lead to a tem-
perature dependence of resistance that is stronger than
Mott’s law'314. One may be able to resolve this puzzle
if, close to critical magnetic field on either side of the
SIT, conductivity is due to the hopping of weakly inter-
acting composite fermions made of a Cooper pair and a
vortex.3”
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FIG. 7. (Color online) (a) Rn isotherms as function of per-
pendicular field, with B. =2.84+0.3 T. The dotted lines are
fits to the highest and lowest temperature curves to highlight
their power law behavior. (b) Rpg vs T~1/3 at several paired
fields around B.. The dashed lines show fits to these data
using the form for 2D Mott variable range hopping. Though
the fits for fields B > B. do not agree with this form as well
as they do for fields B < B., they do so well enough to sup-
port the observation of duality symmetry across the SIT in
this sample.

APPENDIX: DUALITY SYMMETRY NEAR THE
SIT

Charge-vortex duality is at the root of the dirty boson
model of the field-tuned superconductor-insulator transi-
tion (SIT). Duality symmetry describes a case where the
transport mechanism within the film is continuous across
the transition. Ovadia et al. identify criteria for duality
symmetry in the relating R vs T' data at a pair of fields
B,. < B. and B;,s > B, which are related to each other

and critical field B, by?¢

BscBins = Bg (8)

The symmetry requires the resistances at these fields,

Rse(T) = Ro(Bse, T) and Rins(T) = Ro(Bins,T), to

obey

Rye = Ry (9)

Derivation of Eq. 8 in Ref. S6 begins with power-law

dependence of resistance isotherms around the crossing
point fitting the phenomenological description>®

B\F™

ro.1) =1 () (10)

where R, is the critical sheet resistance of the film, and
power P is some function of 7. In the case of hopping
conduction and this power-law behavior, Eq. 9 gives rise
to

RecRins = R2. (11)
The film under discussion does obey power-law behav-
ior at the SIT, as can be seen in Fig. 7 (a). This fig-
ure also provides a detailed view of the temperature-
dependent crossing points, which are smeared over a
range in B and R. This smearing posed a challenge to the
determination of R. and B.. To calculate these, the set
of crossing points were determined for adjacent isotherms
from 120mK up through 1.52K. The average of these
crossing fields was used as B, in Eq. 8 in order to deter-
mine sets of paired fields, such as those shown in Fig. 7
(b). The average resistance at the crossings was simi-
larly used to determine R, = 6.4k} to be used in Eq. 11
to evaluate the duality symmetry. Between 140 mK and
1.26 K, data for fields B./2 < B < 2B, were found to
satisfy Eq. 11 well within uncertainty.
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