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In this article, we discuss the non-trivial collective charge excitations (plasmons) of the extended
square-lattice Hubbard model. Using a fully non-perturbative approach, we employ the hybrid
Monte Carlo algorithm to simulate the system at half-filling. A modified Backus-Gilbert method
is introduced to obtain the spectral functions via numerical analytic continuation. We directly
compute the single-particle density of states which demonstrates the formation of Hubbard bands
in the strongly-correlated phase. The momentum-resolved charge susceptibility is also computed on
the basis of the Euclidean charge density-density correlator. In agreement with previous EDMFT
studies, we find that at large strength of the electron-electron interaction, the plasmon dispersion

develops two branches.
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1. INTRODUCTION

The square-lattice Hubbard model has been the focus
of intense theoretical research due to its simplicity and
the fact that it demonstrates many of the phenomena
that are associated with strongly-correlated electrons [1].
Furthermore, it is believed that in some sense, the physics
of the high-temperature superconductors can be captured
with the Hubbard model [2].

The Mott-Hubbard metal-insulator transition (MIT)
[3], the formation of a pseudogap [4, 5], and the forma-
tion of Hubbard bands [6, 7] are all examples of strongly-
correlated behavior that are expected to appear in the
Hubbard model. In the case of the unfrustrated Hubbard
model on the square-lattice, it is believed that strong,
long-range antiferromagnetic fluctuations shift the MIT
towards zero on-site coupling as the temperature is de-
creased towards zero [8]. Furthermore, these spin fluctu-
ations evolve from being Slater-like at small to interme-
diate coupling to Heisenberg-like at large coupling.

More recent studies have extended the interactions in
the Hubbard model beyond the on-site term and have
included non-local correlations. These studies are closely
related with the development of extended Dynamical
Mean Field Theory (EDMFT) [9, 10] along with the
EDMFT+GW approach [11], where GW refers to the
approximation of the self-energy by the first-order graph
in which there appears one fermion line (G) and one
screened interaction line (W) [12]. Among other phe-
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nomena, the inclusion of a long-range Coulomb inter-
action allows one to study collective charge excitations
of the theory. These excitations, known as plasmons,
can be accessed via the charge susceptibility x,(q,w)
which measures the system’s response to a scalar poten-
tial Ap(q,w). Using the dual-boson approach, which goes
beyond the EDMFT+GW approximation, it was found
that at half-filling, the plasmons are characterized by a
non-trivial dispersion relation [13]. In this scenario, for
a given strength of the Coulomb tail, at values of the
on-site interaction U close to the critical coupling for the
metal-insulator transition, the plasmon dispersion sepa-
rates into two branches as one approaches the edge of
the Brillouin zone. It is argued that this feature can be
viewed as a consequence of the formation of Hubbard
bands.

Although this scenario seems plausible, it would be
beneficial to have an independent, fully non-perturbative
calculation. Due to the non-local nature of the Coulomb
interaction, one can argue that existing methods may
not in fact be accounting for all of the physics present in
the system. A certain class of algorithms, going under
the name of hybrid Monte Carlo (HMC) [14], are ide-
ally suited for the calculations in strongly-correlated sys-
tems with non-local interactions [15]. Originally applied
to the theory of the strong interactions, quantum chro-
modynamics (QCD), these methods have recently been
applied successfully to certain condensed matter systems
[16-21]. Such a fully non-perturbative calculation can
be used not only as an independent check of the paper
[13] but also as a benchmark for further improvements of
EDMFT methods.

In this study, we perform calculations for the square
lattice extended Hubbard model at half-filling using an
interaction which includes an on-site term as well as a
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long-range “Coulomb-tail” defined by the value of the
nearest-neighbor interaction. Using a lattice Monte Carlo
setup, we compute the single particle Green’s function as
well as the charge density-density correlator in Euclidean
time. We then use these observables to obtain the density
of states (DOS) and the charge susceptibility by directly
performing the numerical analytic continuation (NAC).
In doing so, we introduce a completely robust and gen-
eralized variant of the Backus-Gilbert (BG) method [22]
for performing NAC. This scheme has recently been ap-
plied in studies of spectral functions of lattice quantum
chromodynamics [23] and graphene [24]. Here we intro-
duce an improved BG scheme based on the method of
Tikhonov regularization [25].

The remainder of the article is organized in the fol-
lowing way. In section 2, we state our conventions and
introduce the lattice setup used to perform the calcu-
lations. In section 3, we outline the calculation of the
fermion Green’s function and charge density-density cor-
relator. In section 4, we introduce the Green-Kubo re-
lations and discuss, in general terms, the problem of ob-
taining real-frequency information from Euclidean corre-
lators. From there, we describe our method for obtain-
ing spectral functions and make comparisons with other
closely related approaches. In section 5, we present our
results for the charge susceptibility and the DOS and at-
tempt to make contact with previous work [13]. Finally,
in section 6, we draw conclusions and propose directions
for further investigation.

2. LATTICE SETUP
2.1. Extended Hubbard Hamiltonian

We start by introducing the following tight-binding
Hamiltonian on the square lattice

Hop=—rY > (¢l ,¢,0+he), (1)
o (z,y)

where k is the nearest-neighbor hopping parameter and
the sum > (z,y) TUDS Over all pairs of nearest neighbors.
The creation and annihilation operators satisfy the fol-
lowing anticommutation relations

{éx,aa é;,o'/ } = 5ac,y50,a/7 (2>

where x,y refer to the lattice site and o, ¢’ refer to the
electron’s spin. We now make the following canonical
transformation on the creation and annihilation opera-
tors of the up- and down-spin electrons

Caps 8 4 = G, dl, (3)
éx,iaé;i — il;jmj:l;ta (4>

where the + refers to whether the site = is “even” or
“odd”. The lattice site z is “even” if (—1)%17%2 =1 and

“odd” otherwise. Thus, we can write (1), after a constant
shift, as
Hyp = —k (@%+@@+hq. (5)
(

z,y)

The Hilbert space of this tight-binding Hamiltonian can
be constructed by first identifying the state satisfying
iy |0) = by |0) = 0 as the reference state. Thus, |0) cor-
responds to a state where each lattice site is occupied by
one spin-down particle. The tight-binding Hamiltonian
is written in momentum space as

’th = Z €x (&Ldk + I;Li)k) , (6)

k

where ex = =2k )., , cos(k;a), with a being the lattice
spacing. ’

We now add two-body interactions between the elec-
trons which are described by the term

N 1 . R
Hint = 5 Z szz,ypyv (7)
z,y

where V, 4 is a positive-definite potential matrix and p,
is the electric charge operator at x site which is defined
as follows

i — ) (8)

In our set up the matrix V;, , is defined completely by the
on-site interaction (the Hubbard term) U = Vo and the
nearest-neighbor interaction V' = V.0, (0,1) = V(0,0),(1,0)-
The latter coefficient characterizes the long-range 1/r
Coulomb tail at any distance: V,, = V/|Z -],  # v,
where the distance |# — ] is dimensionless and evalu-
ated in units of the lattice spacing. In order to obtain a
positive-definite matrix V, ,, these couplings must satisfy
U/V Z 1.5. One also demands that the potential obeys
periodic boundary conditions Vi yn, y = Ve ytn, = Vi,
where N, and N, refer to the number of spatial lattice
sites in the x and y directions. This slightly modifies the
form of the potential relative to the infinite-volume form.
Throughout this article, we will take Ny = N, = IV,,.

2.2. Path Integral Representation

Following the approach of [15, 17], we start our con-
struction of the path integral with the following Suzuki-
Trotter decomposition of the partition function

7 = Tr e*ﬁ(ﬂtb+7:lim) - Tr (efér(ﬁtbﬁL?:L;nt))NT
= Tr (efﬁrﬁtbe*5rﬁint€*5rﬁtb . ) + 0(572-)’ (9)

where 8 = 1/T and 6, = /N, defines the step in Eu-
clidean time. To compute the trace, we insert resolutions



of the identity using the Grassmann variable coherent
state representation

1= [ dpdndidie Zeebettane) |y py (], (10)
[, m) = e~ T (Yalitnsbl) |g) (11)

Matrix elements of the form (¢, 7| e=0rHu |1, m) can be
evaluated using the following identity

(/] X BeAety ) = exp (Z o, (eA)%ywy) . (12)
z,y

In order to apply this identity to the case of 7:lint, one
must first perform the Hubbard-Stratonovich [26, 27]
transformation in order to obtain a bilinear in the ex-
ponent

exp <_62T Zﬁmvxyﬁy> =

x

Y
/ch exp (—52 D bV by —idr ) ¢zﬁz> , (13)
T,y x

where ¢, is a real scalar field living on each site of the
lattice. Putting all of this together, one finally arrives at
the path integral representation of the partition function
given by

7 - /D(bDanDzﬂDﬁe_(SB[¢]+¢M[¢]¢+ﬁﬂ[¢]"), (14)

where Sgp[¢] = %T Zm’%n qban;yl(byn is the action of the
Hubbard field and n = 0, 1,..., 2N, —1 labels the factors
of the identity that were inserted in (9). We note that
the Grassmann variables satisfy anti-periodic boundary
conditions in Euclidean time. The fermionic operator M
is defined as follows

Z ’(/_}:L’,TM:E,y;T,T/wy,T’ =

z,y;7, T’

N, —1 )

Z {Z Va2 (V.26 — Yu2k41)

k=0 Lz

=0k Z (Y 260y 2641 + Yy 26V 2041)
(z,y)

+ Z Vo 2k1 (Va,2h11 — 6i5¢‘””“¢x,2k+2)} ;
xT

where we have used the approximation exp (—577:ltb> ~

1 — 8§, M. The second fermionic term in the action is
constructed using the relation M = M*. It has been
shown that the discretization errors present in the action
(15) are O(4,) [18].

The integration over the Grassmann variables in (14)
can be performed to obtain the following form of the
partition function

Z= [ Doldetrlg)pe 019, (15)

where we have used the identity
det M [¢] det M(¢] = | det M[¢]]?, (16)

which follows from particle-hole symmetry. Immediately,
one recognizes that the form of (15) defines a positive-
definite measure. Thus, one can immediately apply the
HMC algorithm to study various equilibrium properties
of the system at half-filling.

For our lattice Hamiltonian, the fermionic operator
can have zero eigenvalues in the presence of a nonzero
Hubbard field. In lattice Quantum Chromodynamics
(LQCD), one must avoid these so-called “exceptional
configurations”, and this is one of the reasons why a
mass term for the fermions is introduced by hand e.g.
for studies regarding the properties of QCD in the deep
chiral limit, such as the order of the chiral phase tran-
sition. As a consequence of this, one typically needs to
extrapolate results to the chiral limit, m — 0, which
can be computationally expensive. In the present case,
fermionic zero modes lie on an (N —2)-dimensional space
where N = N2 x N, is the dimension of the space of
Hubbard fields. This result can be seen by noting that
the fermionic determinant det M (¢) is a complex num-
ber. Thus, the two conditions for the appearance of a
zero mode are Redet M(¢) = Imdet M(¢) = 0. The
fact that the fermionic determinant is a complex number
is important here, since fermionic zero modes form an
(N — 1) dimensional subspace in the case of a purely real
fermionic determinant, where only one condition survives
[28]. As a result, for the complex fermionic determinant,
these configurations are avoided in the molecular dynam-
ics evolution and cannot divide the phase space into iso-
lated regions. This is in direct contrast with LQCD where
the phase space is divided into regions with different val-
ues for the topological charge [29]. Thus, we do not need
to introduce a mass term in our lattice action to obtain
ergodic sampling of the phase space.

3. OBSERVABLES

Using the form of the partition function developed in
the previous section, one can immediately write down
an expression for the thermal expectation value of an
operator O

(O)p = %/DmdetM[(pﬂzoe—SBw (17)

To access the single-particle DOS we calculate the spatial
trace of the fermion Green’s function

G(r) = =) (az(1)al(0))s

S UM L, 0)e, T=0,2,...,2N;, (18)

T

where ( ), means the averaging over configurations of
Hubbard field generated with the statistical weight (15).



In practice, one evaluates the trace on the right-hand
side of (18) by the use of complex, Gaussian-distributed,
stochastic vectors. It typically suffices to use O(300) of
these vectors on each configuration for lattice size Ny =
20.

Since the single-particle DOS for half-filled system is
symmetric with respect to zero, we will use the fol-
lowing symmetric Green-Kubo relation which connects
the single-particle, momentum-averaged DOS A(w) =
ImG g(w)/7 to the Green’s function in Euclidean time[30,

]
G(r) = /0 " AWK (rw) A(w), (19)

where the kernel for a correlator of the form (O(7)O7(0))
is given by
cosh [w(r — 5/2)]

K(r,w) = cosh(@h/2) (20)

In the next section we will discuss in detail our method
for inverting the relation in (19) for A(w).

To understand the collective charge excitations of the
system, we calculate the response of the equilibrium sys-
tem, to linear order, to an external potential AéeXt)(r, t).
The scalar potential couples linearly to the charge density
p(r). The deviation of the charge density from its equi-
librium value due to this time-dependent perturbation is
then expressed in momentum space as:

(67(q,w)) = xp(a,w) AT (q,w), (21)

where we introduced the charge susceptibility x,(q,w).
Translational invariance should be assumed to derive this
relation.

From the charge density susceptibility, one can obtain
the dielectric function

(@) 1+ V(a)x,(q,w), (22)
where V(q) is the Fourier transform of the electron-
electron interaction potential V.. The peaks in
e(q, w)fl give the dispersion relation for collective charge
excitations (plasmons).

The quantities above are all defined in real time (fre-
quency). However, in our approach one computes the
following Euclidean correlator

Cla,7) = (Pq(7)pq(0))
1 TH A —TH s —BH
= ZTr (e e " pge BH), (23)
where pq = + >, e “9*p,. By using the definition of
px and the properties of the coherent states, one can ob-

tain an expression for the correlator in the path integral
representation. The result is given by

Clq,7) = QZC(X,T) cos(q - x), (24)

where

Clx—x',7) = (px(1)px (0)) =
_2Re< Mw_,i;x’,OMa;,IO;ac,-r >¢ + 2Re< Mw_?}';w,TMx_’,lO;w/,O >¢'

—2Re( M;iWMQ;}Om,,O Vo (25)

In this expression we have performed an additional aver-
aging over equivalent points in momentum space (+q).
The first term on the right-hand side of (25) is the con-
nected piece while the other two terms constitute the
disconnected part of the charge density-density correla-
tor. Unlike the case of the current-current correlator [24],
both connected and disconnected parts are equally im-
portant, so the whole expression can not be calculated
with a simple stochastic estimator.

The disconnected piece in (25) involves the correla-
tion between two spatial traces evaluated on time slices
separated by a distance 7 in Euclidean time. It is thus
necessary to perform O(N), N = N2 x N, inversions
on each ¢ configuration as these pieces involve a fermion
propagating from an arbitrary lattice point back to the
same point. In LQCD, a variety of techniques have been
employed to deal with the equivalent situation where
quark disconnected loops are needed to accurately cal-
culate an observable [32-34]. In this work, we have used
a non-iterative solver based on the idea of Schur domain
decomposition [35]. The solver is then applied to the
point sources instead of the usual Gaussian-distributed
stochastic ones. At the heart of the Schur complement
method is the LU decomposition of dense matrix blocks
contained inside the initial fermion operator matrix. The
LU decomposition is made only once for a given ¢ config-
uration and is used repeatedly for all point sources. This
allows us to work more efficiently in comparison with the
commonly employed iterative solvers such as the conju-
gate gradient method.

Just as in the case of the fermion Green’s function,
there exists a Green-Kubo relation which connects the
FEuclidean charge density-density correlator and its spec-
tral function

1
C(q,7) = ;/dwKX(T, w)Imy,(q,w), (26)
where the kernel for a correlator of the form ( O(7)O(0))
is given by

cosh [w(T — 8/2)]
sinh(wf/2)

K, (1,w) (27)

Thus, in full analogy with the paper [13], we can plot
Tme(q, w)_l in order to reveal the dispersion relation for
the plasmons. In practice, it is more convenient to first
solve the equation with the same kernel as for DOS

Clan = [wEEw@w, @)
and perform the rescaling for the spectral functions:

Imx,(q,w) = mtanh(wf/2)X,(q, w), (29)
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FIG. 1: The effect of regularization on the spectral functions.
We demonstrate the solution of (19) for DOS using standard
Tikhonov regularization. Here we plot the estimator for the
spectral function obtained according to (30). The frequency
w corresponds to the center of the resolution function and the
filled area shows the statistical error. The example data is
taken for the interaction strength U/x = 1.66, V/k = 0.62 and
temperature T'/x = 0.046. The lattice with spatial size N =
20 and N, = 160 Euclidean time slices is used. Resolution
functions for A = 10~7 can be found in Fig. 2.

Along with the case of DOS, (26) will be the object of
study in the coming sections.

4. ANALYTIC CONTINUATION

The central problem of this study is obtaining the spec-
tral functions for the fermion Green’s function (DOS)
and the charge density-density correlator in order to in-
vestigate the relationship between the formation of Hub-
bard bands and the nontrivial dispersion of the plasmons.
However, directly inverting the relations in (19) and (26)
constitutes an ill-posed problem. This is due to the fact
that the kernel K in (19) has a very large condition num-
ber and thus even small changes in the Euclidean cor-
relator G(7) can lead to large changes in the spectral
function A(w) in frequency space. For this situation, a
least-squares analysis is untenable.

In the context of lattice QCD, several approaches to
the solution of this problem have been used. Two promi-
nent examples are the maximum entropy method (MEM)
[36—38] and the Backus-Gilbert method [23]. MEM uses
Bayes’ theorem to regularize the inverse problem through
the introduction of priors on the spectral function. In the
end, one hopes to show that the resulting spectral func-
tion has little dependence on the form of the priors. It
has been found that MEM can successfully identify sharp
structures in frequency space, such as peaks, but can fail
to identify other, more smooth features [24].

On the other hand, BG has been found to work well in
characterizing the features of spectral functions in a va-

T=0.046 ¥
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FIG. 2: The resolution functions, é(wo,w), obtained with
standard Tikhonov regularization (see (41)) during the solu-
tion of the Green-Kubo relation for DOS (19). The parameter
wo labels the center of the resolution function. The value of
the regularization parameter is A = 10~7. This set up will be
used in all cases where we compute the DOS from the Monte
Carlo data.

riety of situations. The main advantage of this method
is that one does not need to make assumptions about
any particular feature of the spectral function. We will
illustrate the use of this method via (19). However, the
discussion is not tied to any particular form of the ker-
nel. The method starts by defining an estimator of the
spectral function

Awp) = /000 dwd(wo, w)A(w). (30)

Thus, A(wp) is the convolution of the exact spectral func-
tion A(w) with the resolution function é(wp,w). One ex-
presses the resolution function in the following basis

B(un. ) = 3y (0) K (7). (31)

where the coefficients g;(wo) will be determined shortly.
This definition of the resolution functions introduces the
second important feature of the BG method, linearity.
Thus, the error estimation is much simpler and it opens
up the possibility for other improvements which will be
discussed below in the text. Due to the linearity of the
GK relations (see (19) and (26)), one obtains

Alwo) = 3 a5 (@0)G(r), (32

where G(7) is a generic correlator in Euclidean time (the
momentum dependence was been suppressed). The res-
olution in frequency space is determined by the width of
the resolution function around wy

D= /OOO dw(w — wp)?6%(wo, w), (33)
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FIG. 3: The half-peak width of the resolution function cen-
tered around wg = 0 versus the statistical error. The cal-
culation is made with different regularization algorithms for
the correlator G(7) calculated on the lattice with spatial
size Ns = 20 and N, = 160 for the interaction strength
U/k = 1.66, V/k = 0.62 and temperature T'/x = 0.046. The
statistical error is controlled by the regularization parameter
A. The resolution functions are computed in the process of
inverting the Green-Kubo relation for DOS (19). The width
is given in units of temperature and one can see that as A
vanishes each curve converges to ~ 2. This is as expected as
the resolution in frequency space is ultimately limited by the
temperature.

where [ dwd(wo,w) = 1. The coefficients in (32) are
determined by minimizing the width, d,, D = 0, keeping
the norm of the resolution function fixed. The result of
this minimization yields

W _1(w0)j v R
. - J 34
q; (WO) R, W 71(w0)n,mRm7 ( )

where
W(wo)je = /OOO dw(w—wo)QK(Tj,w)K(Tk,w),(?)f))

R, :/0 dwK (7, w). (36)

The matrix W is extremely ill-conditioned, with condi-
tion number C(W) = % ~ 0(10%°). Tt is thus impera-
tive to regularize the method in order to obtain sensible
results for a given set of data G(7;) and its associated
error AG(7;).

Previous studies employing the BG method have used
the so-called “covariance” regularization [23, 24]. In this
approach, the following modification is made in (35)

Wi(wo)jr — (L =AW (wo)jr + ACj &, (37)

where A is a small regularization parameter and C} , is
the covariance matrix of the Euclidean correlator G. The
hope is that this replacement helps improve the condi-
tion number of the matrix W while still maintaining a

sufficiently small width of the resolution functions in fre-
quency space.

Although covariance regularization performs well, one
might wonder as to the merits of other commonly used
regularization methods for ill-posed problems. Further-
more, in numerical studies where a covariance matrix
cannot be constructed (i.e. when the Euclidean correla-
tor data are obtained using a non-stochastic procedure),
covariance regularization cannot be applied. The regular-
ization method that we propose, the so-called Tikhonov
regularization [25], is a widely used approach to ill-posed
problems of the form Ax = b. In this method, one seeks
a solution to the modified least-squares function

min (|| Az — b3 + |Tz3) . (38)

where I" is an appropriately chosen matrix. The effect of
various types of Tikhonov regularization on the matrix
W can be most easily seen by employing the singular
value decomposition (SVD). In this procedure

W=uxv", uUT=vV'’ =1, (39)

where ¥ = diag(o1,02,...,0Nn), 01 > 09 > -+
The inverse is thus easily expressed as

> ON.

w1 :VDUT7 D:diag(aflvagl,...,a&l). (40)

In the standard Tikhonov regularization, one modifies
the matrix D in the following way
g;

Di,j — Dz’,j
where )\ is again the regularization parameter. One can
see that the singular values which satisfy A > o; are
smoothly cut off. This procedure corresponds to I' = A1
in (38). One thus pays a price for solutions that are
not “smooth”. In general, for small A, the solutions fit
the data well but are oscillatory, while at large A, the
solutions are smooth but do not fit the data as well. We
have also tested an alternative method which regulates
the small singular values of W in a smoother fashion

~ 1
D;;=08;——. 42
2J J o; + Y ( )
For this choice, which we refer to as “modified

Tikhonov”, we give preference to spectral functions which
give smooth reconstructed Green’s functions in Euclidean
time. This method corresponds to I' = A4 (A — K in
our case) in (38).

The effect of regularization on the reconstructed spec-
tral function is shown in Fig. 1 for the case of DOS. The
corresponding resolution functions obtained with ordi-
nary Tikhonov regularization with A = 10~7 are plotted
in Fig. 2. One can clearly see that varying the regulariza-
tion parameter A has a significant effect on the resulting
spectral function. This set up will be used later for fur-
ther calculations of DOS.
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FIG. 4: Two variants of correlator averaging. The charge
density-density correlator C(q,7) is calculated for U/k =
3.33, V/k = 1.26 and T'/x = 0.046 using a lattice with spatial
size Ny = 20 and N, = 160 Euclidean time slices. The mo-
mentum ¢ belongs to the X — M line in the Brillouin zone,
which is the most physically interesting case (see below in
section 5).

To gain an accurate estimate of the statistical error in
our spectral functions, we perform a data binning as fol-
lows. Taking our original ensemble of N, Hubbard field
configurations generated according to the weight (15), we
construct N blocks of Nconf/N configurations. We are
then left with several subsets of Euclidean time correla-
tors

{GO(r)),i=1,..., Neont} —
{G(i)(Tj)yi =1,... 7Nc0nf/N}7 T
{G9(73).i = (N = 1)Neont/N + 1. Neont} (43)

The number of blocks, N, is chosen by examining the au-
tocorrelation of the Euclidean correlator between differ-
ent Hubbard field configurations and enforcing the condi-
tion Neont/N > lmax, where lax is the maximum auto-
correlation length pertaining to G(7;),i =0,1,..., N, —
1. This condition ensures that the size of each block is
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FIG. 5: Spectral functions Imy,(w, ¢) computed using the re-
lations (28) and (29) for two different variants of the averaged
correlator shown in Fig. 4. In both cases ordinary Tikhonov
regularization is used with A = 5.0 x 107°%. We plot the es-
timator for the spectral function obtained according to (30).
The frequency w corresponds to the center of the resolution
function and the filled area shows the statistical error.

such that it contains numerous statistically-independent
configurations and each block is statistically independent
of all other blocks. Using these blocks of correlators, we
construct N spectral functions A; and calculate an aver-
age spectral function

Aavg

=t

| &
=Y A, (44)
i=1

and its associated error o(A) for each frequency. We have
found that this procedure yields a much better estimate
of the statistical error than simply propagating the er-
ror in the Euclidean correlator to the spectral function
through the relation in (32). Fig. 1 demonstrates typ-
ical behaviour of the statistical errors when we switch
on the regularization. If the regularization is not suf-
ficient, the spectral function has huge statistical errors.
Once we increase A, the errors are suppressed and the
spectral function converges to some stable average value.
As mentioned previously (see Fig. 3), the price for this
“smoothing” is the enlargement of the width of all reso-
lution functions which may imply the loss of some infor-
mation.

We now compare all three types of regularization us-
ing the width of the resolution functions as a metric.
The study is summarized in Fig. 3, where we plot the
width at half maximum of the resolution function with
center at wy = 0 versus the statistical error of the re-
constructed spectral function (again at wy = 0) for all
regularization methods. The data for DOS were used
as a test case. As one can see, both types of Tikhonov
regularization work better in the sense that they provide
better resolution in frequency being equally efficient in
suppressing the statistical error. Or, in other words, for



Tikhonov regularization the statistical error is smaller for
the same resolution in frequencies. On can see also, that
in practice the difference between the standard (41) and
modified Tikhonov (42) regularizations is negligible. As
a consequence, we will use standard Tikhonov approach
in all further calculations.

The algorithm for choosing the optimal value of X is
based on the “global relative error” for the spectral func-
tion

1 (o (A(OJO))

=+ = ,
NO wo Aavg(WO)

(45)

where the sum in the above expression runs over the cen-
ters of the resolution functions and Ny is the number of
resolution functions with different centers wg. Our ba-
sic criteria for the choice of A is that the “global relative
error” should be within the interval 5 — 10%. We thus
sufficiently suppress the statistical error while still main-
taining good resolution in frequency space.

Using the quantity in (45) as a measure, we start from
small A and increase it until we have obtained the desired
statistical error. Typically, we have taken A\ = 1077 —
107 in obtaining the results in this paper.

This primary regularization is enough to obtain rea-
sonably good results for DOS, as one can see from Fig. 1.
Unfortunately, for the case of the charge density-density
correlator, when we calculate the charge susceptibility by
solving (26) this regularization is not enough. The source
of the this problem is the very large autocorrelation be-
tween different points in Euclidean time for the correlator
C(q,7). As a result, it exhibits long-range fluctuations
which can be seen in Fig. 4. We took the example correla-
tor C(q, 7) for the largest interaction strength considered
(U/k = 3.33, V/k = 1.26) with the momentum ¢ directed
along the X — M line in the Brillouin zone. This is the
most physically interesting case and will be discussed in
detail in section 5. After the application of the analytic
continuation procedure, this oscillating correlator leads
to a wildly fluctuating spectral function unless the reg-
ularization is so large that we can hardly resolve any
structure due to very wide resolution functions 6 (wp,w).

The way in which we have modified the BG method
to alleviate this problem is through the introduction of
“interval averaging”. In this procedure, we take the cor-
relator data {G(1;),AG(r;); i = 0,1,...,N; — 1} and
map this to a new set {G(7;),AG(7;); 5= 1,..., Nins}
where

N
- 1 & ,
G(7) = WZG(T;”)? (46)
J i=1
Nint _ _
N, = Nj, 1§N]<NT (47)

1

<.
I

After performing the procedure, we are left with a set of
averaged values of the correlator calculated over certain
intervals in Euclidean time. Due to the linearity of (19)
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FIG. 6: Plot of the DOS for the lattice ensemble with electron-
electron interaction U/k = 0.83, V/k = 0.5 (a), U/k = 1.66,
V/k =0.62 (b) and U/k = 3.33, V/k = 1.26 (c). In all cases
we have used a spatial lattice size of Ny = 20 with N, = 160
steps in Euclidean time and a temperature of T'/x = 0.046.
Standard Tikhonov regularization with A\ = 1077 is employed
during the analytical continuation. Thus, in all cases, we have
the same resolution in frequency. No additional averaging in
Fuclidean time is applied. Filled areas show the statistical
error computed with the data binning procedure and the fre-
quency w corresponds to the center of the resolution function.
The average value represents the estimator for DOS computed
according to (30). One can see the formation of the Hubbard
bands, characterized by the peak at E/x = 0.5, indicating
that one is in the strongly-coupled phase for the largest inter-
action strength. For smaller interaction strengths we obtain
a strong peak at zero energy indicating that the system is in
the metallic phase.
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FIG. 7: Plot of the DOS for the lattice ensemble with electron-
electron interaction U/k = 4.4, V/k = 1.26, which corre-
sponds to the smallest interaction strength studied in [13]
(U* = 1.1 in their notation). We have used a spatial lattice
size of Ny = 20 with N, = 160 steps in Euclidean time and
two times larger temperature 7'/x = 0.092, which is almost
equal to the one used in [13]. The set up for the analytic con-
tinuation is exactly the same as for Fig. 6. One can see that
in contrast to the results displayed in [13], the Hubbard bands
are already formed, which suggests that the metal-insulator
phase transition is shifted to a smaller interaction strength
even at the same temperature.

and (26), one can construct {K(;); j = 1,..., Nins} in
an analogous manner and use these in the construction of
the spectral function via the Tikhonov regularization. As
a result, the spectral function will reproduce the averaged
Euclidean correlator and will not follow the fluctuations
within these intervals.

Typically, the signal-to-noise ratio of a Euclidean cor-
relator G(7) becomes worse as one approaches 7 = /2.
Furthermore, the correlations between adjacent points in
Euclidean time are strong as one approaches this point.
In light of this, we leave the points near 7 = 0 untouched,
while points closer to /2 are bunched into intervals of
longer length. In order to examine the dependence of the
results on the choice of the intervals, we have performed
the analytic continuation for the two different choices of
intervals displayed in Fig. 4. The results of the analytic
continuation are shown in Fig. 5. One can see that the
two agree within error bars which indicates that the qual-
itative features of the spectral function do not drastically
change for different variants of averaging. In our calcu-
lations for the charge susceptibility we will use the first
variant of averaging shown in Fig. 4a.

5. RESULTS

In this section, we present our results for the spectral
functions. We perform all of our calculations with a spa-
tial lattice size of Ny = 20 and N, = 160 Euclidean time
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FIG. 8: Charge susceptibility for the square lattice Hubbard-
Coulomb model for three different interaction strengths. The
color scale corresponds to V(g)Imy,(w,q). For the spectral
function Imy,(w, g) we use the estimated value after analytic
continuation (see (30)). The same lattice ensembles were used
as in Fig. 6. Standard Tikhonov regularization with A =
5 x 107% and additional time averaging according to Fig. 4a
is used in all cases.



slices. Temperature is equal to T" = 0.046 in units of the
hopping parameter . This temperature is smaller then
the one used in [13], but we really need it since the res-
olution of the BG method is limited by temperature. In
order to justify our conclusions we’ve made also one cal-
culation for 2 times higher temperature T'= 0.092x. For
each strength of the electron-electron interaction we have
generated ~ 102 Hubbard field configurations for the cal-
culation of the relevant observables. Since the width of
the resolution functions (quantity D in (33)) is bounded
from below by temperature, the spacing between neigh-
boring values of wg is equal to the temperature in our
calculations. The upper bound for wy is defined by the
bandwidth, where all considered spectral functions go to
Zero.

To make contact with the results of [13], we state the
values of the parameters characterizing the interaction
potential in our notation. The three sets of parameters
used in [13] correspond to V' & 1.26 and U = 4.4,8.2,10.4
(in units of the hopping parameter ). In [13] the Mott
transition was observed somewhere between U = 8.2 and
U =10.4. Our first aim is to identify the real position of
the phase transition from our non-perturbative Monte-
Carlo calculations. For this purpose , we calculate the
DOS for several pairs of U and V which characterize
the electron-electron interaction. The results from these
calculations are presented in Fig. 6.

One can clearly see that even for the case of U = 3.33,
V = 1.26 (see Fig. 6¢), which is smaller then the small-
est interaction strength from [13], the system is already
in the insulating state. In this regime, the Hubbard
bands have already formed and the quasiparticle weight
at w = 0 practically vanishes (due to finite temperature
and the finite width of resolution functions it can not
vanish completely). In Fig. 6b, the DOS for the cou-
plings U = 1.66, V = 0.62 demonstrates that one is now
firmly in the regime with well-defined quasiparticles at
w = 0. Finally, Fig. 6a shows the DOS for U = 0.83,
V = 0.5 which is deep in the metallic phase. These
results show that the EDMFT analysis from [13] over-
estimates the critical coupling U, of the Mott transition
for the Hubbard-Coulomb model.We emphasize the fact
that this is not a temperature effect, as it is known that
for the square-lattice Hubbard model, the phase transi-
tion is shifted to smaller U as the temperature decreases
[8]. The results displayed in Fig. 7 show that, at twice
the temperature of the ensembles in Fig. 6, we are al-
ready in the insulating phase. For these same values of
the coupling, U = 4.4, V = 1.26, and a slightly smaller
temperature, the authors of [13] find the system to be in
the metallic phase.

Another difference is that one can not confirm the situ-
ation reported in [13] for intermediate coupling: near the
phase transition the DOS had equally high peaks at zero
energy and at some non-zero values £FEj. It is possible
that something similar develops in the Fig. 6b, but the
second peak is too small and is basically within the error
bars.
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FIG. 9: Comparison of the spectral function for the charge-
charge correlator at the X point for different interaction
strengths. The lattice set up and the parameters of the ana-
lytic continuation procedure are identical to the ones used for
Fig. 8. The filled areas show the statistical error computed
with the data binning procedure and the frequency w corre-
sponds to the center of the resolution function. The spectral
functions for smaller interaction strengths are rescaled by fac-
tors of 2 and 4 in order to fit to the same scale.

The results for the charge susceptibility in momentum
space are presented in Figs. 8 and 9 for the same lat-
tice set up and interaction strengths as was presented for
DOS in Fig. 6. The plots start from the center of the
Brillouin zone (I'-point), continues out towards the edge
of the BZ along the k,-axis, moves along the edge of the
BZ parallel to the k,-axis, and then finally returns to the
center of the BZ along the diagonal connecting the point
M = (w, ) with I'. For the smallest interaction strength
we have tried to reproduce the \/w dispersion relation in
the vicinity of the I'-point (see Fig. 8a). The positions
of the peaks at a given value of the momentum are de-
picted with black dots and we have fitted their position
with the function f(w) = C'v/w. Despite the fact that the
statistical fluctuations in the Monte Carlo data do not al-
low us to fully justify this fitting procedure, our data at
least do not contradict the y/w dispersion at low inter-
action strength. When we move to larger U and V, the
dispersion relation sufficiently changes and at the largest
interaction strength, already in the insulating state, it
finally splits into two branches. The splitting is most
prominent along the X — M line in the Brillouin zone.
The case of the X-point is shown in the Fig. 9 separately
for all three strengths of the electron-electron interaction.
One can clearly see two peaks near w = k and w = 5k.

6. CONCLUSIONS

We have studied the Mott metal-insulator transition
in the Hubbard-Coulomb model on the square lattice us-
ing unbiased quantum Monte Carlo calculations on finite



clusters. The hybrid Monte Carlo algorithm was used
to effectively study the system which contained a long-
range interaction. In order to obtain the real-frequency
spectral functions, we have developed a modified version
of the Backus-Hilbert method for analytic continuation
from Euclidean to real time. The metal-insulator phase
transition was observed directly by the calculation the
density of states. The decrease of DOS at zero energy and
the formation of the Hubbard bands was observed across
the phase transition. It was observed that the position of
the phase transition is sufficiently shifted towards smaller
interaction strength in comparison to previous EDMFT
predictions.

The behavior of the momentum-resolved charge sus-
ceptibility across the phase transition was also studied.
This data was used to reveal the dispersion relation of the
plasmons both in the metallic and in the insulating phase.
The main aim was to check the predictions from [13] con-
cerning the splitting of the plasmonic dispersion relation
into two bands in the region of the interaction strength
close to the phase transition. The splitting was indeed
observed in our Monte Carlo data. However, according to
our calculations this phenomena tends to emerge in the
situation when the material is already in the insulating
state.
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The data presented in the paper can be used as a
benchmark in the further development of methods for
strongly-correlated systems with long-range interactions.

The modified BG method developed in this paper can
also be used in cases where a non-biased estimate for
the spectral function is important. The code used in the
current paper is now accessible online [39].
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