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We use density functional calculations to show heterovalent cation-order sequences enable control
over band gap variations up to several electron-volts and band gap closure in the bulk band insulator
LaSrAlO4. The band gap control originates from the internal electric fields induced by the digital
chemical order, which induces picoscale band bending; the electric-field magnitude is mainly governed
by the inequivalent charged monoxide layers afforded by the layered crystal habit. Charge transfer
and ionic relaxations across these layers play secondary roles. This understanding is used to construct
and validate a descriptor that captures the layer-charge variation and to predict changes in the
electronic gap in layered oxides exhibiting antisite defects and in other chemistries.

PACS numbers: 73.20.-r,71.30.+h,71.10.Ca,31.15.E-,71.20.Be

I. INTRODUCTION

Digital ternary A-B-O oxides consisting of multiple
and deliberate periodic cation arrangements are now rou-
tinely accessible;1–3 they can exhibit novel properties
absent from chemically equivalent solid-solutions owing
to the creation of unique local environments.4 When the
A-cations exhibit different formal oxidation states, then
new internal electric field profiles can be accessed by
varying the A cation sequence while maintaining a fixed
B-cation valence.5–7 These electric fields can induce unan-
ticipated electronic, ferroic, and optical functionalities,
e.g., two-dimensional electron gases (2DEGs) at oxide het-
erointerfaces, because the picoscale order produces GV/m
fields.8 The huge internal electric fields cause electro-
static instabilities requiring polarity compensation9 at the
nanoscale, which in oxides is achieved through multiple
mechanisms: atomic relaxation,10 charge transfer,11 and
vacancy formation12 or other defects.13 The long-range
chemical order effect is distinct from random heterovalent
cation substitution or δ-doping in superlattices whereby
carriers are introduced into the compound to modulate the
charge density.14 Cation order introduces a complicated
interplay among symmetry,15 structure,16,17 electromag-
netic interactions,18 and orbital configurations19 with the
balance among these degrees of freedom governing the
properties of the digital oxide.

Recently up to 2 eV changes in electronic band gaps
were predicted in LaSrAlO4 by changes in the A cation
arrangement in the n = 1 Ruddlesden-Popper (RP)
structure.20 The A2BO4 RP structure consists of alter-
nating perovskite/rock salt components, (ABO3)/(AO),
stacked along the [001] direction. This layered crystal
habit affords stacking of [AO] and [BO2] layers, which can
be utilized to direct the internal electric fields by sequenc-
ing of the charged layers: [LaO]1+, [SrO]0, and [AlO2]1−.
Along with the internal electric fields, electronic band-
structure changes are induced by structural bond length
and angle distortions in response to the cation order.

Here we realize both semiconducting and metallic
LaSrAlO4 at fixed chemical composition by utilizing long

period stacking sequences of [LaO]1+ and [SrO]0 layers.
We use density functional theory (DFT) calculations to
formulate a quantitative model for the band gap variation
and collapse, which we show is due to band bending at
the sub-unit cell level. The stacking of charged layers
owing to the RP topology makes these ordered oxides
natural heterostructures with built-in electric fields. In-
deed, we show the internal electric fields and electrostatic
potential profile obtained from DFT can be predicted
with a simple ionic model. We then formulate a descrip-
tor which captures the spatial distribution of A cations
along the ordering direction, and show its high correlation
with the electronic band gap. The descriptor captures a
broad range of cation sequences beyond which it was con-
structed and facilitates prediction of properties sensitive
to internal electric fields beyond the band gap.

II. MATERIALS AND METHODS

We constructed 13 unique A cation ordered vari-
ants, with ordering along the tetragonal axis (Ta-
ble I),21 starting from the bulk LaSrAlO4 structure
(I4/mmm symmetry).22 A total of 8 A-cation sites
may be occupied by an equal number of La and Sr
to give 70 total variants (including redundant struc-
tures), which are reduced down to 13 unique variants
by symmetry, including 3 structures studied in Ref.
20. Fig. 1(a) depicts Variant 1, which consists of four
different perovskite blocks; its oxide layer sequence
along [001] is · · · [SrO-AlO2-SrO] − [SrO-AlO2-LaO] −
[LaO-AlO2-LaO] − [LaO-AlO2-SrO] · · · , where ‘−’ indi-
cates a separation between the two-dimensional perovskite
blocks given in square brackets. The notation can be
further simplified by omitting the B-cation (Al) and de-
noting La and Sr as L and S, respectively. Thus Variant
1, Fig. 1(a), is defined as SS SL LL LS, such that the A
cations pairs now define a perovskite block.

We next performed DFT calculations using the Vi-
enna Ab-initio Simulations Package (VASP)23,24 with
the revised Perdew-Burke-Ernzerhof functional for solids,
PBEsol,25 with the plus Hubbard U correction.26
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TABLE I. LaSrAlO4 variants by cation order sequence (S and L denote Sr and La, respectively) and space group (SG). The
energy difference relative to the ground state, ∆E, (metal, M, or insulator, I), and energy difference between conduction band
(CB, minimum La 5d-orbital energy) and valence band (VB, O maximal 2p-orbital energy) edges, εCB − εVB are also given for
each variant. Negative values indicate metals. Potential energy differences are calculated between layers with maximum and
minimum values from the ionic model (∆Vionic) and DFT calculations (∆ ¯̄VDFT); the latter is for both structures with the ions
constrained to the bulk solid-solution structure and with ions relaxed to the ground state. Variant 13 is excluded (‘–’) from
calculation of ∆VDFT (see Ref. 21). Variants 9, 12, and 13 correspond to η = 1/3, 1/2, and 2 as referred to in Ref. 20.

∆ ¯̄VDFT (eV)

Variant Cation Order SG ∆E(eV/f.u.) State εCB − εVB (eV) ∆Vionic (eV) Frozen Ions Relaxed Ions
1 SS SL LL LS Pmma 0.492 M -0.493 -4.73 -10.31 -7.869
2 SS SL LL SL P4mm 0.367 M -0.135 -3.61 -9.756 -7.278
3 SS SS LL LL P4/nmm 0.558 M -0.088 -4.06 -10.37 -7.226
4 SS LS LL SL Pmma 0.253 I 0.367 -2.03 -9.109 -6.902
5 SS SL SL LL P4mm 0.271 I 0.380 -3.61 -10.12 -6.794
6 SS SL LS LL P4mm 0.225 I 0.682 -3.04 -9.179 -6.474
7 SS LS SL LL P4mm 0.227 I 0.704 -3.04 -9.391 -6.448
8 SS LS LS LL P4mm 0.180 I 1.055 -1.80 -8.503 -6.233
9 SS LL SS LL P4mm 0.259 I 1.364 -1.35 -7.768 -5.900
10 SL SL LS LS P4/nmm 0.039 I 2.564 -2.70 -7.955 -4.799
11 SL SL SL LS P4mm 0.029 I 2.575 -2.48 -7.925 -4.681
12 SL LS SL LS P4/nmm 0.000 I 3.000 -1.35 -6.734 -4.240
13 SL SL SL SL I4mm 0.024 I 3.149 -0.90 – –

Projector-augmented wave (PAW) potentials27 were used
to describe the electron core-valence interactions with
the following configurations: La (4f05s25p65d16s2), Sr
(4s24p65s2), Al (3s23p1), and O (2s22p4). A 600 eV
planewave cutoff is used to obtain the ground struc-
tures for each cation variant with 8×8×2 and 12×12×4
Monkhorst-Pack k-point meshes28 for relaxation and
self-consistent total energy calculations, respectively.
Brillouin zone integrations employed the tetrahedron
method29 for insulating variants and a Gaussian smear-
ing scheme of 50-100 meV for metallic phases. The cell
volume and atomic positions were evolved until the forces
on each atom were less than 3 meV/ Å−1. A Hubbard
U = 10 eV30 was applied to the La 4f orbitals to shift
the states approximately 6 eV above the Fermi energy.31

All variants are metastable phases relative to solid so-
lution LaSrAlO4 and are dynamically stable.32 Detailed
structural data are available in Ref. 21.

We used a simple macroscopic average following Ref.

33 with ¯̄f(z) = (1/α)
∫ z+α/2
z−α/2 dsf̄(s), where α is the local

period and f̄(s) is the ab planar average of f(s). The
determination of an the period, α, can be set to length of
building block comprising the disordered bulk structure.
This then allows us to extract the effective electrostatic
potential deviation in the digital superlattices from the
disordered structure. For perovskite superlattices, α is
routinely set to be length of a perovskite unti cell which
consists of alternating [AO] and [BO2] layers. In the
LaSrAlO4 RP compounds examined, on the other hand,
the building block is an isolated 2-D perovskite slab, i.e.,
two [AO] and one [BO2] layer34.

FIG. 1. Equilibrium (a) structure of LaSrAlO4 (metallic
Variant 1) with its corresponding ionic-model electrostatic
quantities (in atomic units): (b) isolated layer charge density
(e/a2), (c) electric field (δE = e/(a2ε0εr)), and (d) electro-
static potential (δE dave) along the c axis. The electric-field
direction is along the positive c-direction.
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FIG. 2. Band structures for Variant 1 through 13, with the reciprocal space trajectory along the conduction band minimum
and valence band maximum. The position of the valence band maximum depends on crystal symmetry: It is located at the M
point (1/2, 1/2, 0) for tetragonal variants and Y point (0, 1/2, 0) for orthorrhombic variants owing to zone-folding effect. The
Fermi level is located at 0 eV (horizontal, red, line).

III. RESULTS AND DISCUSSION

A. Atomic and electronic structure

Among the 13 variants, cation order produces symme-
try reductions from the solid solution (Table I). Only
Variant 1 and 4 exhibit symmetries lower than that pro-
duced by the cation order, i.e., P4/mmm→ Pmma after
achieving dynamic stability. The lowest energy variants
are all insulating (see ∆E, Table I) and the highest energy
phases relative to the ground state exhibiting metallic
behavior. Nontheless, low-energy variants can be epitaxi-
ally stabilized35 using oxide molecular beam epitaxy.36,37

The energetics closely follow the ordering of the charged
layers: variants with more chemically equivalent [AO]
layers nearby each other are higher in energy.

Beyond affecting phase stability, the inequivalent ox-
idation states of the cations in the stacked monoxide
layers induce considerable variations in the internal elec-
tric fields38 and electrostatic potential along the ordering
axis. Beginning from an ionic model for the superlattice,11

we estimate the electrostatic effect using a layer-averaged
charge density (σ) and a parallel-plate capacitor model.13

The σ values for each [SrO]0, [AlO2]1−, and [LaO]1+ are 0,
−e/a2, and +e/a2 (in atomic units), respectively, based
on the formal oxidation states of the ions. Gauss’ law
requires a step-wise change in the internal electric field
(E) of δE = σ/(ε0εr), where εr is the dielectric constant
and the electrostatic potential energy felt by an electron is
V = e

∫
E dx. Fig. 1 depicts profiles of these electrostatic

quantities for Variant 1. (Note we obtain the potential
energy in SI units, by using the average layer spacing dave
and εr of bulk LaSrAlO4,22 resulting in a conversion fac-
tor of 1.35 eV.39) Despite the fixed chemical composition,
V strongly varies with charged monoxide layer sequence:

The difference between the largest and smallest layer
potential values, ∆Vionic, ranges from -0.90 to -4.73 eV
(Table I). We next apply a macroscopic averaging scheme
to the local Hartree potential obtained from DFT to de-
termine the internal electric field across each monoxide
plane for all variants;33,39 the left panel of Fig. 3 depicts
the results for Variant 1, whereby excellent qualitative
agreement is found between the two schemes. Because a
larger amplitude of ∆Vionic indicates a larger local electric
field within the structure, the electronic properties of the
digital oxides with large ∆Vionic are anticipated to deviate
from that of the solid-solution.

From our DFT calculations, we find that the conduction
band (CB) and valence band (VB) edges are composed of
La 5d and O 2p states, respectively. Fig.2 shows the band
structures for all variants along the crystal momentum
path defining the band edges. The CB minimum (εCB)
was found at Γ in all variants, where as the VB maximum
(εVB) is located at M or Y , indicating they are indirect
gap semiconductors. Remarkably, we find that Variant
1, 2, and 3 among the thirteen variants are metallic, i.e.,
εCB − εVB < 0 (Table I), despite the same LaSrAlO4

composition.
Generally, the electronic density of states (DOS) of vari-

ants with large gaps are quite similar while variants with
small gaps have wider bandwidth, especially in the VB.21

Interestingly, no significant electronic reconstruction oc-
curs. Rather the VB and CB states in each layer-resolved
DOS are rigidly shifted, showing a strong correlation to
the variation in the local potential profile.

Fig. 3(right) shows a representative metallic case (Vari-
ant 1). In one [AlO2]1− layer, the VB edge overlaps with
the CB edge of two [LaO]1+ layers such that the La 5d and
O 2p states cross the Fermi level (EF ), pinning it and pro-
ducing the insulator-metal transition (IMT). The metallic-
ity is confined to those layers and the Fermi surface reveals
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FIG. 3. Averaged electrostatic potential energy (left) from
DFT (black, bottom scale) and from the ionic model (red,
top scale). Bilayer projected-DOS for metallic LaSrAlO4 in
Variant 1.

a 2DEG,21 similar to LAO/STO heterostructures,40 al-
beit occurring here in a single phase material. In Variant
1, the local electric fields obtained from our macroscopic
averages range up to 68.8 GV/m, which is ∼50% higher
than those in the highly insulating variants (e.g., Vari-
ant 12). This large local electric field enhances the band
bending and drives the IMT, as it does at heterojunctions
with interface dipoles;41 however, the band bending here
occurs at the sub-unit cell scale.

The aforementioned interlayer-driven IMT is obtained
within a unit cell length of c ∼ 27Å, which is considerably
shorter than the critical length for the appearance of a
2DEG in STO/LAO heterostructures40 or head-to-head
(tail-to-tail) polarization domain walls in ferroelectric
superlattices.42 We attribute the shorter critical length to
arise as direct consequence of the layered RP-structure;
it permits an additional [AO] monoxide layer for every
one perovskite block, providing a route to shorten the
distance between different charged layers. Furthermore,
the VB character is largely of O 2p character; the oxide
anion functions then as the necessary electron or hole
reservoir and permits so called self-doping.43

The cation order dictates the potential profile, which
in turn shifts the VB and CB edges, assigned to well-
defined oxide layers. Because the band gap is related to
the energy difference between the band edges, any shift
of the VB/CB edges also provides a measure of the band
bending. This observation allows us to define the band
bending effect in terms of the local potential differences,
VCB − VVB, where Vi is the electrostatic potential energy
of the CB and VB edge, respectively. This quantity is
calculated from the both the ionic model as ∆Vionic and
at the density functional level as ∆ ¯̄VDFT (see Table I).
By calculating the shift in the CB/VB edges, the band
gap variation away from the bulk solid-solution structure
can be directly quantified. What remains to be deter-

FIG. 4. The potential difference between the CB and VB
edges versus εCB − εVB for all structures using the (a) ionic
model, (b) DFT calculations with the solid-solution structure
without atomic relaxation, and (c) DFT calculations after
atomic relaxation. Macroscopic averaging is applied to the
potential energy profiles computed at the DFT level.

mined, however, is how the electrostatic compensation
mechanisms, e.g., charge transfer and dielectric screening,
affect the equilibrium electrostatic potential profile.

B. Contributions to the band gap variation

We disentangle these contributions by computing the
potential variation relative to the equilibrium band gap
using different models (Fig. 4). First, we apply the ionic
model such that there is neither charge transfer nor atomic
relaxation21 using the formal oxidization states of the ions.
The use of other dynamical20,44 or chemically motivated45

charges did not qualitatively affect the results. Across
all variants, ∆Vionic captures the general evolution in the
band gap with changes in the local potential [Fig. 4(a)].
Next, we obtain the local potential using DFT and cal-

culate ∆ ¯̄VDFT for each variant using atomic positions
of the solid-solution bulk structure, which we define as
the frozen-ion configuration in Fig. 4(b). In this way we
capture the effect of charge transfer and chemical bond-
ing independent from the ionic response producing the
distribution of oxide-layer spacings. These additional
interactions improve the agreement of the linear trend
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between ∆ ¯̄VDFT and the band gap.

We next compute ∆ ¯̄VDFT for all variants with the
atomic positions fully relaxed, allowing differential ionic
displacements, to assess the effect of dielectric screening
on these dependencies [Fig. 4(c)]. A more accurate linear

trend now emerges, indicating that ∆ ¯̄VDFT can be used to
understand the band gap evolution and that it relies on lo-
cal distortions in the crystal structure. The insets in Fig.4
depict the two major structural relaxations that occur in
response to the local electric field: ionic displacements
within a layer (∆uz, removing the coplanar nature of the
cations and oxide ions) and deviations in the interlayer
spacing, S. The former occur to reduce the layer-to-layer
potential difference by forming layer polarizations.46 The
layer strains are a result of the interplay among many fac-
tors, including bond strength and ionic size: ∆uz and S∗

generally decrease with decreasing band gap. Indeed, the
largest ∆uz (1.00 Å) and S∗ (2.69 Å) were found in the
metallic Variants 3 and 1, respectively, which deviate from
the bulk solid-solution values (uz = 0.28 Å, S0 = 2.18Å).
Since higher local electric fields are prominent features of
the smaller band gap oxides (εCB − εVB < 1 eV). This
correlation implies these structural contributions evolve
to resolve the high electrostatic instability within the
structures. Thus, we find that the equilibrium electro-
static potential profile is a result of multiple compensation
mechanisms that act to reduce the sharp layer-to-layer
gradient (high electric field) in the unit cell.

C. Atomic scale modeling strategy

The general linear evolution and collapse of the band
gap with cation order is captured by ∆Vionic. The predic-
tive power of the ionic model motivates us to construct
a structural descriptor for the explored cation order vari-
ants, which can be utilized for electronic structure design
of other layered materials. First, we observe that when
chemically equivalent [AO] layers are closely clustered,
for example in Variants 1 and 3 (Table I), the electric
field and potential gradients are larger. Therefore, we
propose the spatial distribution of A cations, i.e., La and
Sr, quantified using a standard deviation σA in the z
position of each A-cation, as the band gap descriptor.
Taking the average atomic layer spacing as 2.11Å, the
standard deviation in units of angstroms provides a sense
of the cation homogeneity over the oxide layers. Noting
the periodic boundary conditions of the unit cell, the
minimum A cation standard deviations were obtained for
each monoxide plane cation X and then summed as

σX =
[ 1

N

∑
i∈X
{(zi − t)− (z̄ − t)}2

]1/2
,

where X and N denote the unique chemical element and
the number of X atoms in unit cell (N = 4), respectively,
z̄ is the mean z position and t is an appropriate c-lattice
translation for an atom to ensure σX is minimized. The

FIG. 5. Sum of the standard deviation of the z position for
each A cation depending on the potential difference predicted
by the ionic model. The size of each data point represents the
relative value of the band gap. Metallic structures are shown
as empty symbols. Structures with antisite defects are linked
to the corresponding pristine structures by a dotted line.

resulting standard deviation provides a sense of the cation
homogeneity over the oxide layers.

Fig. 5 shows the dependence of σSr +σLa on ∆Vionic for
each variant with the band gap indicated by the relative
size of each symbol. We find a clear linear trend, support-
ing the model that the A-cation distribution establishes
the potential difference in the digital materials and the
band gap evolution. This relationship can be used to pre-
dict the relative band gaps of a new chemical composition
from a large space of possible digital superlattices; it is
especially useful for long periodicities approaching the
limits of standard electronic structure methods.

We also address the issue of atomic site-mixing in the
ordered cation variants and its consequence on the elec-
tronic structure. Using LaSrAlO4 Variants 1 and 3 as
examples, we exchange the La and Sr atoms from their
ordered sites at the interface to mimic intermixing.21 We
then recompute the band structure and find a gap opens
for Variant 3 (0.61 eV) from the metallic state, whereas
Variant 1 remains metallic despite the site disorder Fig. 5.
The site-occupancy change is captured by our chemical
homogeneity descriptor σSr + σLa, which makes it possi-
ble to assess how much site intermixing can be tolerated
at the nanometer scale before the effect of ordering is
reduced. Based on our model predictions, intermixing of
A-cations will diminish the layer-to-layer variations in the
charge density and then the local electric field strength.

Last we demonstrate the transferability of the ionic
model to other systems by performing a similar series of
calculations on LaSrBO4 compounds with B = Ga and
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Sc.21 We obtained the same hierarchy of band gap values
depending on the cation order in each variant, supporting
the generality of using picoscale variations in the elec-
trostatic potential to control the band gap of digitially
ordered materials. Extending the model to layered ox-
ides with dn B cations is straightforward, however, we
note that there may be a more complex interplay of the
internal electric field on the band edges owing to Mott
and/or charge transfer physics. Furthermore, the model
also applies to materials with A cations of different formal
oxidation states, e.g., NaLaTiO4 (Na1+ and La3+) and re-
lated alkali-metal rare-earth titanates.47 Indeed, we found
similar band gap variations. Because these layered oxides
are proposed anode hosts in Li-ion battery,6,48 when such
oxides are designed with this strategy it may be possible
to tune the redox potentials to achieve optimal matching
with the electrolytes.

IV. CONCLUSION

In conclusion, we identified that A cation order can
tune the electronic band gap in digital oxides with layered
habits, making these ordered oxides natural heterostruc-
tures. We demonstrated that digital LaSrAlO4 exhibits
drastically different properties than the solid solution,
namely an insulator-to-metal transition; these metasable
superlattices should be accessible via nonequilibrium de-

position techniques. The governing principles for the elec-
tronic control results from band bending effects driven
by variations in the local electrostatic potential. We for-
mulated a point charge–structure model based on formal
oxidation states and the spatial distribution of equivalent
A cations to predict the relative size (or collapse) of the
band gap, enabling the design of novel digital oxides in
diverse chemistries for photovoltaic or electrochemistry
applications; the band gap and metal redox energies may
also be predicted prior to synthesis or electronic structure
calculations.
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31 M. T. Czyżyk and G. A. Sawatzky, “Local-density func-
tional and on-site correlations: The electronic structure of
la2cuo4 and lacuo3,” Phys. Rev. B 49, 14211–14228 (1994).

32 Wenhao Sun, Stephen T. Dacek, Shyue Ping Ong, Geoffroy
Hautier, Anubhav Jain, William D. Richards, Anthony C.
Gamst, Kristin A. Persson, and Gerbrand Ceder, “The
thermodynamic scale of inorganic crystalline metastability,”
Science Advances 2 (2016), 10.1126/sciadv.1600225.

33 Alfonso Baldereschi, Stefano Baroni, and Raffaele Resta,
“Band offsets in lattice-matched heterojunctions: A model
and first-principles calculations for gaas/alas,” Phys. Rev.
Lett. 61, 734–737 (1988).

34 We note that an incorrect choice of the integration window
would significantly disrupt the interpretation of macroscopic
average result: a small window will not reduce the fluctu-
ations in the atomic potential and a large window close
to unit cell length will make the profile flat without any
meaningful information. Fluctuations are commonly found
when computing macroscopic averages of the potential pro-
file in the vicinity of a heterointerface (see Fig. 2 of Ref. 40)
due to a change in the layer periodicity. As the proposed
cation ordered materials exhibit essential numerous het-
erointerfaces of this type, minor fluctuations are inevitable.
These fluctuations suggest macroscopic averaging approach

http://dx.doi.org/ 10.1002/adma.200801448
http://dx.doi.org/ 10.1103/PhysRevLett.102.107602
http://dx.doi.org/ 10.1103/PhysRevLett.102.107602
http://dx.doi.org/10.1038/nmat1569
http://dx.doi.org/10.1038/nmat1569
http://dx.doi.org/ 10.1103/PhysRevLett.98.216803
http://dx.doi.org/ 10.1103/PhysRevB.75.121404
http://dx.doi.org/ 10.1103/PhysRevB.75.121404
http://dx.doi.org/ 10.1103/PhysRevLett.103.146101
http://dx.doi.org/10.1038/ncomms6118
http://dx.doi.org/10.1103/PhysRevB.82.165127
http://dx.doi.org/10.1103/PhysRevB.82.165127
http://dx.doi.org/10.1126/science.1198781
http://dx.doi.org/10.1002/adma.201104674
http://dx.doi.org/10.1038/nature06817
http://dx.doi.org/10.1038/nature06817
http://dx.doi.org/10.1038/nature03261
http://dx.doi.org/10.1038/ncomms3336
http://dx.doi.org/10.1038/ncomms3336
http://dx.doi.org/10.1103/PhysRevLett.104.206403
http://dx.doi.org/10.1103/PhysRevLett.104.206403
http://dx.doi.org/10.1038/ncomms7191
http://dx.doi.org/http://dx.doi.org/10.1016/0022-4596(92)90073-5
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/ 10.1103/PhysRevB.59.1758
http://dx.doi.org/ 10.1103/PhysRevB.59.1758
http://dx.doi.org/10.1103/PhysRevLett.100.136406
http://dx.doi.org/ 10.1103/PhysRevB.57.1505
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/ 10.1103/PhysRevB.13.5188
http://dx.doi.org/ 10.1103/PhysRevB.13.5188
http://dx.doi.org/ 10.1103/PhysRevB.49.16223
http://dx.doi.org/ 10.1103/PhysRevB.49.16223
http://dx.doi.org/10.1103/PhysRevB.52.R5467
http://dx.doi.org/10.1103/PhysRevB.52.R5467
http://dx.doi.org/10.1103/PhysRevB.49.14211
http://dx.doi.org/10.1126/sciadv.1600225
http://dx.doi.org/10.1103/PhysRevLett.61.734
http://dx.doi.org/10.1103/PhysRevLett.61.734


8

should be used cautiously when drawing conclusins about
ther internal electric fields since derivatives of the potential
profile will also be prone to significant fluctuation.

35 O. Yu. Gorbenko, S. V. Samoilenkov, I. E. Graboy, and
A. R. Kaul, “Epitaxial stabilization of oxides in thin films,”
Chemistry of Materials 14, 4026–4043 (2002).

36 C.H. Lee, H. Wang, J.A. Mundy, J. Zheng, C.J. Fennie,
D.A. Muller, and D.G. Schlom, (Unpublished).

37 Brittany B. Nelson-Cheeseman, Hua Zhou, Prasanna V.
Balachandran, Gilberto Fabbris, Jason Hoffman, Daniel
Haskel, James M. Rondinelli, and Anand Bhattacharya,
“Polar cation ordering: A route to introducing ¿10layered
oxide films,” Advanced Functional Materials 24, 6884–6891
(2014).

38 Jacek Goniakowski, Fabio Finocchi, and Claudine Noguera,
“Polarity of oxide surfaces and nanostructures,” Reports on
Progress in Physics 71, 016501 (2008).

39 In addition to homogeneous dielectric constant and ionic
oxidation states, we assumed that all atomic spacings are
regarded as uniform, whereby the spacing between the
rock-salt layers is about 30% larger than the perovskite
interlayer spacing. Anions and cations within the same
layer are constrained to have the same z position. C J Fall,
N Binggeli, and A Baldereschi, “Deriving accurate work
functions from thin-slab calculations,” Journal of Physics:
Condensed Matter 11, 2689 (1999).

40 N. C. Bristowe, Emilio Artacho, and P. B. Littlewood,
“Oxide superlattices with alternating p and n interfaces,”
Phys. Rev. B 80, 045425 (2009).

41 N C Bristowe, Philippe Ghosez, P B Littlewood, and
Emilio Artacho, “The origin of two-dimensional electron

gases at oxide interfaces: insights from theory,” Journal of
Physics: Condensed Matter 26, 143201 (2014).

42 Xifan Wu and David Vanderbilt, “Theory of hypothetical
ferroelectric superlattices incorporating head-to-head and
tail-to-tail 180◦ domain walls,” Phys. Rev. B 73, 020103
(2006).

43 M. A. Korotin, V. I. Anisimov, D. I. Khomskii, and G. A.
Sawatzky, “cro2: A self-doped double exchange ferromag-
net,” Phys. Rev. Lett. 80, 4305–4308 (1998).

44 Massimiliano Stengel, “Electrostatic stability of insulat-
ing surfaces: Theory and applications,” Phys. Rev. B 84,
205432 (2011).

45 R.F.W. Bader and T.T. Nguyen-Dang, “Quantum theory
of atoms in moleculesdalton revisited,” (Academic Press,
1981) pp. 63 – 124.

46 Seungbum Hong, Serge M Nakhmanson, and Dillon D
Fong, “Screening mechanisms at polar oxide heterointer-
faces,” Reports on Progress in Physics 79, 076501 (2016).

47 Hirofumi Akamatsu, Koji Fujita, Toshihiro Kuge, Arnab
Sen Gupta, Atsushi Togo, Shiming Lei, Fei Xue, Greg
Stone, James M. Rondinelli, Long-Qing Chen, Isao Tanaka,
Venkatraman Gopalan, and Katsuhisa Tanaka, “Inversion
symmetry breaking by oxygen octahedral rotations in the
ruddlesden-popper Nartio4 family,” Phys. Rev. Lett. 112,
187602 (2014).

48 A.D. Robertson, L. Trevino, H. Tukamoto, and J.T.S.
Irvine, “New inorganic spinel oxides for use as negative
electrode materials in future lithium-ion batteries,” Journal
of Power Sources 8182, 352 – 357 (1999).

http://dx.doi.org/10.1021/cm021111v
http://dx.doi.org/10.1002/adfm.201401077
http://dx.doi.org/10.1002/adfm.201401077
http://stacks.iop.org/0034-4885/71/i=1/a=016501
http://stacks.iop.org/0034-4885/71/i=1/a=016501
http://stacks.iop.org/0953-8984/11/i=13/a=006
http://stacks.iop.org/0953-8984/11/i=13/a=006
http://dx.doi.org/ 10.1103/PhysRevB.80.045425
http://stacks.iop.org/0953-8984/26/i=14/a=143201
http://stacks.iop.org/0953-8984/26/i=14/a=143201
http://dx.doi.org/ 10.1103/PhysRevB.73.020103
http://dx.doi.org/ 10.1103/PhysRevB.73.020103
http://dx.doi.org/10.1103/PhysRevLett.80.4305
http://dx.doi.org/10.1103/PhysRevB.84.205432
http://dx.doi.org/10.1103/PhysRevB.84.205432
http://dx.doi.org/10.1088/0034-4885/79/7/076501
http://dx.doi.org/ 10.1103/PhysRevLett.112.187602
http://dx.doi.org/ 10.1103/PhysRevLett.112.187602
http://dx.doi.org/http://dx.doi.org/10.1016/S0378-7753(98)00217-1
http://dx.doi.org/http://dx.doi.org/10.1016/S0378-7753(98)00217-1

