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Despite numerous studies the exact nature of the order parameter in superconducting Sr2RuO4

remains unresolved. We have extended previous small-angle neutron scattering studies of the vortex
lattice in this material to a wider field range, higher temperatures, and with the field applied close
to both the 〈100〉 and 〈110〉 basal plane directions. Measurements at high field were made possible
by the use of both spin polarization and analysis to improve the signal-to-noise ratio. Rotating the
field towards the basal plane causes a distortion of the square vortex lattice observed for H ‖ 〈001〉,
and also a symmetry change to a distorted triangular symmetry for fields close to 〈100〉. The vortex
lattice distortion allows us to determine the intrinsic superconducting anisotropy between the c axis
and the Ru-O basal plane, yielding a value of ∼ 60 at low temperature and low to intermediate fields.
This greatly exceeds the upper critical field anisotropy of ∼ 20 at low temperature, reminiscent of
Pauli limiting. Indirect evidence for Pauli paramagnetic effects on the unpaired quasiparticles in
the vortex cores are observed, but a direct detection lies below the measurement sensitivity. The
superconducting anisotropy is found to be independent of temperature but increases for fields & 1 T,
indicating multiband superconductvity in Sr2RuO4. Finally, the temperature dependence of the
scattered intensity provides further support for gap nodes or deep minima in the superconducting
gap.

PACS numbers: 74.70.Pq, 74.20.Rp, 74.25.Uv, 61.05.fg

I. INTRODUCTION

The superconducting state emerges due to the forma-
tion and condensation of Cooper pairs, although the ex-
act microscopic mechanism responsible for the pairing in
different materials varies and in many cases remains elu-
sive. In the case of strontium ruthenate, multiple exper-
imental and theoretical studies provide compelling ev-
idence for triplet pairing of carriers (electrons and/or
holes) and an odd-parity, p-wave order parameter,1,2

which would classify Sr2RuO4 as an intrinsic topological
superconductor.3 This is supported by µSR,4 Josephson
junction,5 and polar Kerr angle6,7 measurements which
show spontaneous broken time reversal symmetry below
the critical temperature (Tc). Additionally, Knight shift8

and SQUID junction9 measurements of the susceptibility
indicate triplet pairing. At the same time, seemingly con-
tradictory or inconclusive experimental results have left
important open questions concerning the detailed struc-
ture and coupling of the orbital and spin parts of the

∗ Current address: Department of Physics, Duke University,
Durham, NC 27708
† Current address: Department of Physics and Astronomy, Texas
A & M University, College Station, TX 77843
‡ Current address: Department of Energy and Hydrocarbon
Chemistry, Graduate School of Engineering, Kyoto University,
Kyoto 615-8510, Japan
§ Current address: Department of Physics, Fudan University,
Shanghai, China 200433

¶ Corresponding author: eskildsen@nd.edu

order parameter.10 Although studies of Tc under strain
do show a substantial increase of the critical tempera-
ture, the expected cusp at zero strain is not observed.11

Low energy excitations indicate the existence of verti-
cal line nodes in the superconducting gap, inconsistent
with a p-wave order parameter.12 Also, the first order
nature of the upper critical field (Hc2) at low tempera-
ture is suggestive of Pauli limiting,13 and has been in-
terpreted as evidence against equal spin pairing required
for p-wave superconductivity.14 Alternatively, it was sug-
gested that the simple classification of either spin-singlet
or spin-triplet pairing is not appropriate, due to strong
spin-orbit coupling in Sr2RuO4.15,16 Furthermore, recent
work has attributed the suppression of Hc2 to so-called
interorbital effects rather than Pauli limiting.17

Superconducting vortices, introduced by an applied
magnetic field, may serve as a sensitive probe of the su-
perconducting state in the host material. Small-angle
neutron scattering (SANS) studies of the vortex lat-
tice (VL) have proved to be a valuable technique, of-
ten providing unique information about the supercon-
ducting order parameter including gap nodes and their
dispersion,18–24 multiband superconductivity,25,26 Pauli
paramagnetic effects,27–30 and a direct measure of the
intrinsic superconducting anisotropy (Γac).

26,30–36 The
latter quantity may be directly measured by the field-
angle-dependent distortion of the VL structure from a
regular triangular symmetry. In London theory, Γac rep-
resents the anisotropy of the penetration depth.37,38 In
Ginzburg-Landau theory it also represents the anisotropy
of the coherence length, which can arise from both



2

superconducting-gap and Fermi-velocity anisotropy. A
determination of Γac is particularly relevant in materials
where the upper critical field is Pauli limited along one
or more crystalline directions, since the Hc2 anisotropy
may differ from the intrinsic superconducting anisotropy.

Here we report SANS studies of the VL in Sr2RuO4

with magnetic fields close to the basal plane in order
to investigate the superconducting anisotropy as well
as possible effects of Pauli paramagnetism. In earlier
work we found Γac ≈ 60 at intermediate fields and
low temperature (50 mK). This significantly exceeds the
low-temperature upper critical field anisotropy ΓHc2 =

H⊥cc2 /H
‖c
c2 ≈ 20.39 The Fermi surface in Sr2RuO4 consists

of three largely two-dimensional sheets with Fermi veloc-
ity anisotropies ranging from 57 to 174,40 and one would
expect an upper critical field (Hc2) anisotropy within
this range.41,42 The present work substantially extends
the field range of our previous report, and also includes
temperature dependent measurements. The temperature
dependent intensity is consistent with gap nodes or deep
minima in the order parameter. No temperature depen-
dence of Γac is observed, but a field driven increase above
1 T indicates multiband superconductivity. While the
discrepancy between Γac and ΓHc2 indicates Pauli lim-
iting, no direct evidence for Pauli paramagnetic effects
on the unpaired quasiparticles in the vortex cores was
observed.

This paper is organized as follows: in Section II we
describe the SANS experimental details. Results are pre-
sented in Section III, focusing on the VL configuration
and anisotropy, rocking curves, and a determination of
the VL form factor. The implications of our results are
discussed in Section IV, with an emphasis on the super-
conducting gap structure, Pauli limiting and Pauli para-
magnetic effects, and evidence for multiband supercon-
ductivity. A conclusion is presented in Section V.

II. EXPERIMENTAL DETAILS

The superconducting anisotropy Γac was determined
by small-angle neutron scattering (SANS) studies of the
vortex lattice (VL). These studies simultaneously mea-
sure the VL form factor, h(Q). Results from five sepa-
rate experiments are included in this report, performed
at Institut Laue-Langevin (ILL) instruments D22 and
D33,43,44 and Paul Scherrer Institut (PSI) instrument
SANS-I. The same Sr2RuO4 single crystal with Tc =
1.47 K was used for all the SANS experiments, and was
also used in previous work.36 The sample was mounted in
a dilution refrigerator insert and placed in a horizontal-
field cryomagnet. A motorized Ω stage rotated the di-
lution refrigerator around the vertical axis within the
magnet, allowing measurements as the magnetic field was
rotated away from the basal plane of the tetragonal crys-
tal structure. The experimental configuration is shown
schematically in Fig. 1(a).

Measurements were performed with applied magnetic
fields between 0.15 T and 1.3 T, applied at angles rel-

(a)

Q
VL

H
±σ
h
z

h
x

Ωϕ
neutrons

Ru-O planes

0 2 4 6 8
off

off

off

off

Ω (degrees)

F
ie

ld
 (

T
)

0 2 4 6 8
0

0.5

1

1.5

H
c2

D33 pol

D33

D22

SANS-I

(b)

[100]

[001]

[010]

FIG. 1. Experimental geometry and data overview. (a) The
coordinate system is defined with z along H and y vertical
in the Ru-O basal plane. The crystalline axes show the sam-
ple orientation used for the ILL experiments. The applied
magnetic field H is rotated away from the basal plane by
an angle Ω. Neutron spins (σ) are parallel or antiparallel
to the magnetic field. The incident neutron beam is in the
yz-plane, at an angle (ϕ) relative to the field direction. The
observed VL scattering vector is denoted QVL, and hz and
hx are, respectively, the longitudinal and transverse Fourier
component of the field modulation. (b) H-Ω phase diagram
showing data obtained using the ILL D33, ILL D22, and PSI
SANS-I instruments. All measurements were performed with
H ⊥ 〈100〉, except for the SANS-I data where H ⊥ 〈110〉.
Solid symbols indicate where measurements were taken at
several temperatures; all others were performed at base tem-
perature (∼50 mK). The circles (red) indicate measurements
using a polarized/analyzed SANS configuration. The upper
critical field (Hc2) is the parametrization from Ref. 14.

ative to the basal plane in the range Ω = 0.5◦ to 6.9◦,
and with temperatures between 50 mK and 1.2 K. Figure
1(b) provides a summary of the measurements. For the
SANS experiments performed at ILL the crystalline 〈100〉
axes were horizontal and vertical, while at PSI SANS-I
the 〈110〉 axes were horizontal/vertical. The two con-
figurations are denoted by respectively H ⊥ 〈100〉 and
H ⊥ 〈110〉. Due to the smallness of Ω the applied field
is also near-parallel to 〈100〉 or 〈110〉. The VL was pre-
pared at low temperature by first ramping to the desired
field (H) and rotating to the chosen field orientation (Ω),
followed by a damped small-amplitude field modulation
with initial amplitude 50 mT. This method is known to
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FIG. 2. Possible VL configurations. (a) SANS diffraction pattern for a field of 25 mT applied along the [001] axis. A square
VL is observed, with Bragg peaks oriented along the 〈110〉 axes. The position of the first order (larger circles) and second order
(smaller circles) Bragg reflections are shown schematically for the two different experimental configurations: 〈100〉 vertical (b),
and 〈110〉 vertical (c). Rotating the field towards the basal plane may simply cause the VL to distort due to the uniaxial
anisotropy (d,f), or also undergo a transition from a distorted square to a distorted triangular symmetry (e). Here a relatively
small anisotropy ΓVL = 6 was used for illustrative purposes. Only VL Bragg peaks on the vertical axis are observed in the
SANS experiments (solid symbols), leading to an ambiguity in determining the anisotropy as indicated by the ellipses. As
discussed in the text, the most likely VL configurations for the two different field directions are shown in (e) and (f).

produce a well-ordered VL in Sr2RuO4, and eliminates
the need for a time consuming field-cooling procedure
before each SANS measurement.36

The measurements used neutron wavelengths λn be-
tween 0.8 nm and 1.7 nm and a bandwidth ∆λn/λn =
10%. A position sensitive detector, placed 11-18 m from
the sample, was used to collect the diffracted neutrons.
In order to satisfy the Bragg condition for the VL, the
sample and magnet were tilted about the horizontal axis
perpendicular to the field direction [angle ϕ in Fig. 1(a)].
Some measurements on the ILL D33 instrument were per-
formed with a polarized/analyzed neutron beam,45 as
indicated in Fig. 1(b) and denoted by “pol” in figure
legends. This eliminates the need for background sub-
traction when measuring the VL spin flip scattering. For
the unpolarized measurements, backgrounds obtained in
zero field were subtracted from the data to clearly resolve
the weak signal from the VL at high fields.

III. RESULTS

In conventional VL SANS experiments the scattering
is due solely to the modulation of the longitudinal com-
ponent of B(r) in the plane perpendicular to the ap-
plied field direction, denoted hz in Fig. 1(a). However,
in highly anisotropic superconductors such as Sr2RuO4

there is a strong preference for the vortex screening cur-
rents to flow within the basal ab plane. In this case
the associated transverse field modulation (hx) becomes
dominant for small, but non-zero, angles between the ap-
plied field and the basal plane.37,38,46 It is the relatively
large hx that makes the present VL SANS measurements

possible, since the signal due to hz for in-plane fields is
vanishingly small in Sr2RuO4.36

III.1. Vortex Lattice Configuration

Ideally, Γac is determined from measurements with the
applied field parallel to the crystalline basal plane. In this
configuration, the primary VL Bragg peaks lie on an el-
lipse in reciprocal space with a major-to-minor axis ratio
given by Γac. However, as hx, and thus the VL scattering
intensity, vanishes when the field is exactly parallel to the
ab plane such measurements are not possible. Instead, we
determine the VL anisotropy (ΓVL) with the field applied
at an angle Ω with respect to the basal plane. Perform-
ing measurements at several angles it is possible to obtain
Γac = ΓVL(Ω = 0) by extrapolation.

The VL distortion due to the uniaxial anisotropy is il-
lustrated in Fig. 2. For fields applied parallel to the c axis
a square VL is observed at all fields.18,20 Here the VL is
oriented with the primary, first-order reflections along the
〈110〉 axis, Fig. 2(a). As the field is rotated towards the
basal plane the square VL is distorted and may also un-
dergo a symmetry change. The schematics in Fig. 2(b,c)
show the position of VL reflections for H ‖ c correspond-
ing to the two orientations of the Sr2RuO4 crystal used in
the SANS measurements. In the first case (b), the sample
is rotated around a vertical 〈100〉 axis, and the horizontal
field will therefore always be perpendicular to this direc-
tion. We denote this by H ⊥ 〈100〉. Correspondingly,
the second case (c) is denoted by H ⊥ 〈110〉.

Fig. 2(d-f) show possible VL diffraction patterns that
may be obtained as the field is rotated towards the basal
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FIG. 3. Vortex lattice diffraction patterns as a function of magnetic field amplitude, rotation angle (Ω) and temperature.
Positions in reciprocal space (horizontal and vertical axes) are normalized by the scattering vector for an isotropic triangular
VL (Q0), and data around the direct beam (Q = 0) is masked off. The VL scattering vector is indicated in (f). In all cases,
the open circles indicate the Bragg peak fitted centers on the detector, while the white lines indicate Q/Q0 values determined
from the rocking curves. Measurements as a function of rotation angle (a-e, ILL D33) were performed at 1 T (H ⊥ 〈100〉)
and 50 mK, for positive Qy Bragg reflections only. The H ⊥ 〈100〉 field sweep (f-j, ILL D33) was performed at Ω = 0.9◦ and
50 mK. Finally, the temperature scan (k-o, PSI SANS-I) was performed at 0.4 T (H ⊥ 〈110〉) and Ω = 2◦. Temperature- and
Ω-dependent measurements are shown using fixed intensity scales. For the field scan each panel was adjusted separately as the
intensity decreases exponentially with increasing H. Panels (c) and (g) show the same data for Qy > 0.

plane. Each vortex carries a single quantum of magnetic
flux Φ0 = h/2e = 2068 T nm2, and as a result the recip-
rocal space unit cell area is conserved in all cases. Con-
sidering first H ⊥ 〈100〉, the square VL may simply be
distorted by an elongation along the Qx direction and a
compression along the Qy direction (d), or the distortion
may be accompanied by a transition to a distorted trian-
gular symmetry (e). In the first case, the four first order
and the four second order peaks will lie on two separate
ellipses, indicated by the solid lines. In the second case
there are six first order peaks lying on the same ellipse.
The same two possibilities exist for the H ⊥ 〈110〉 case,
as shown in panels (e) and (f). In all cases ΓVL is deter-
mined by the major-to-minor axis ratio of the relevant
ellipse.

To distinguish between the different VL configurations
in Fig. 2(d-f) one should in principle measure the posi-
tion of all the first order Bragg reflections. However, VL
Bragg peaks that are not on the vertical axis (open cir-
cles) have scattering vectors almost parallel to hx, and
are effectively unmeasurable as only components of the
magnetization perpendicular to the VL scattering vector
will give rise to scattering.47 This introduces an ambi-
guity as it is not possible to discriminate between (d)
and (e) (or between (e) and (f)) based solely on the posi-
tion of the Bragg peak along the short axis of the ellipse
(solid circles). Experimentally, Bragg peaks are always
observed on the vertical axis regardless of the crystal ori-
entation. This makes the distorted square VL (d) un-

likely as the observed peak would correspond to a second
order reflection. For the H ⊥ 〈100〉 case we therefore
conclude that the VL undergoes a transition to a dis-
torted triangular VL (e). For H ⊥ 〈110〉 the magnitude
of the scattering vector QVL makes the distorted square
configuration (f) the most plausible, as will be discussed
in more detail later.

III.2. Vortex Lattice Anisotropy

The diffraction patterns in Fig. 3 show the VL Bragg
peaks used to determine the superconducting anisotropy
in Sr2RuO4. The VL anisotropy is related to the mag-
nitude of the minor axis scattering vector QVL = Qy
(f). This is evident from Fig. 3(a-e), where QVL/Q0

increases (ΓVL decreases) as a constant applied field
of 1.0 T is rotated away from the basal plane. Here,
Q0 = 2π(2µ0H/

√
3Φ0)1/2 is the scattering vector for an

isotropic triangular VL, where we have assumed that the
magnetic induction B (vortex density) is equal to the ap-
plied magnetic field µ0H. The value of QVL/Q0 provides
a direct measure of the ΓVL as long as the VL configu-
ration is known. In the case of a distorted triangular VL
(Fig. 2(e), H ⊥ 〈100〉) one finds ΓVL = (Q0/QVL)2. This
relation is slightly modified for the distorted square VL
with first order reflections on the vertical axis (Fig. 2(f),

H ⊥ 〈110〉): ΓVL =
√

3/2 (Q0/QVL)2. The minor differ-
ence between the two anisotropies is evident in Fig. 2(f)
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where the ellipse corresponding to the distorted triangu-
lar VL is shown by the dashed ellipse. Finally, if the
VL for H ⊥ 〈100〉 was a distorted square and the ob-
served peaks were second order, the anisotropy would
be given by ΓVL =

√
3 (Q0/QVL)2. In such as case, us-

ing the expression for a distorted triangular VL would
severely underestimate ΓVL as shown by the dashed el-
lipse in Fig. 2(d). However, this would also yield a dra-
matically different VL anisotropy between the two field
orientations, reinforcing the conclusion that the VL for
H ⊥ 〈100〉 does indeed have a distorted triangular sym-
metry. Finally we note that if one assumes a quantization
of Φ0/2, as reported for mesoscopic rings of Sr2RuO4,48

the deduced values for ΓVL would double. We consider
this an unrealistic scenario in the present case, with a
macroscopic, homogenous sample. It would also cause
ΓVL to exceed the limit corresponding to a diverging
anisotropy, as discussed in more detail in sect. IV.3.

In addition to the Ω-dependence discussed above, a
field dependence of the VL anisotropy was also found,
shown in Fig. 3(f-j). In this case it is necessary to sepa-
rate the effect of a changing superconducting anisotropy
from the increasing vortex density due to the change in
the applied field. To achieve this, the axes in Fig. 3 have
all been normalized by Q0. Plotted in this fashion it is
apparent that ΓVL increases with increasing field (peaks
moving closer to Q = 0). In contrast, no temperature
dependence of ΓVL was observed, as evident from Fig.
3(k-n), where QVL/Q0 remains constant within the pre-
cision of our measurements.

III.3. Rocking Curves

As an alternative to determining the VL anisotropy
from the position of the VL Bragg peaks as discussed
above, it is also possible to obtain ΓVL from the so-called
rocking curve. Figure 4(a) shows the evolution of the
scattered intensity as a function of the rocking angle ϕ
for a single VL Bragg peak (upper half of the detector)
at two different fields of 0.75 T and 1.2 T. In a conven-
tional VL SANS experiment the scattering is due to the
longitudinal form factor hz. As a result, the neutron un-
dergoes non-spin flip (NSF) scattering, which gives rise
to a single maximum in the rocking curve at a tilt angle
ϕ0 = QVL/2k0 given by Bragg’s law in the small-angle
limit, where k0 = 2π/λn is the nominal neutron wave vec-
tor. However, no NSF scattering is observed for either
rocking curve.

Each neutron’s spin (σ) will rotate adiabatically to be
either parallel or antiparallel to the magnetic field at the
sample position inside the magnet. The two different di-
rections correspond to different nuclear Zeeman energies
and lead to opposite shifts of the neutron wave vector

k↑(↓) = k0
√

1±∆ε/ε0, (1)

where the subscript in parentheses corresponds to the
minus sign in the ±∆ε term. Here, ε0 = ~2k20/2mn and
∆ε = γµNB, where mn is the neutron mass, γ = 1.913 is
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FIG. 4. (a) Vortex lattice rocking curves at 0.75 T and 1.2 T
for the Bragg peaks at positive Qy (upper half of detector,
see Fig. 3) using a non-polarized neutron beam. This shows
the scattering intensity as a function of sample tilt angle ϕ
relative to the rocking curve center, ϕ0. Zeeman split peaks
due to spin flip scattering are clearly seen, while non-spin flip
scattering at ϕ = ϕ0 is not observed. For 1.2 T only the
intensity around (ϕ − ϕ0) = 0◦ and 2◦ was measured. Each
peak is fitted by a Lorentzian. (b) Scattering geometry for the
two different SF processes: Spin-up to spin-down (full lines)
and spin-down to spin-up (dotted lines). The scattering angle
(2θ = 2ϕ0) is the same in both cases, but different tilt angles
(ϕ1/2) are required to satisfy the Bragg condition.

the neutron gyromagnetic ratio and µN = e~/2mn =
31.5 neV/T is the nuclear magneton. For the fields
and neutron wavelengths used in this work (k2↑ − k2↓) ≤
2× 10−4 k20, and the difference between k↑ and k↓ is too
small to be observed as a difference in ϕ0 for NSF scat-
tering. In contrast, spin flip (SF) scattering arising from
hx ⊥ σ leads to two different scattering processes, shown
schematically in Fig. 4(b). Since QVL � k↑/↓, the small
difference in the neutron wave vectors nonetheless leads
to significantly different tilt angles.

The Zeeman splitting of the rocking curve is clearly
seen in Fig. 4(a) for 0.75 T. The 1.2 T data show a
qualitatively similar behavior, except that only one of
the maxima was rocked through the Bragg condition and
the intensity is significantly reduced. For SF scattering
Bragg’s law is replaced by

∓(k2↓ − k2↑)−Q2
VL = 2k↑(↓)QVL sinϕ1(2), (2)

where the subscripts in parentheses correspond to the
plus sign. From the splitting ∆ϕ = |ϕ1 − ϕ2| one thus
obtains QVL ≈ (2k0/∆ϕ)(∆ε/ε0). The results of both
methods of determining QVL, and thereby ΓVL, are in-
dicated in Fig. 3 by the lines (rocking curve) and open



6

circles (detector image). Within experimental error the
two methods agree, and henceforth the average is used.

III.4. Superconducting Anisotropy

Figure 5(a,b) shows the VL anisotropy as a function of
Ω for applied fields of 1.0-1.3 T and 0.15-0.25 T, respec-
tively. These measurements significantly expand previ-
ously reported results for 0.5 T and 0.7 T.36 The low and
high field cases are considered separately due to their
qualitatively different field dependence. The high field
data are fitted to the equation:

ΓVL =
Γac√

cos2 Ω + (Γac sin Ω)2
(3)

obtained for a 3-dimensional superconductor with uni-
axial anisotropy.41 While Sr2RuO4 is a layered material
the coherence length along the c axis, ξc = 3.3 nm is still
several times greater than the Ru-O interlayer spacing,
and Eq. (3) was previously found to provide a reasonably
good description of the data.36 Numerical calculations
based on the Eilenberger model suggest that this expres-
sion slightly underestimates ΓVL.50 However as numerical
results are only available for a few values of Ω we shall
rely on Eq. (3). As shown in Fig. 5(a), this yields fitted
values of the superconducting anisotropy Γac = 72.4±7.5
for the combined 1.0-1.1 T data, and 93± 23 for the 1.2
and 1.3 T data. Despite the large uncertainty on the fit-
ted values of Γac the 1.2-1.3 T data (ΓVL) exceeds the
1.0-1.1 T data over the entire measured Ω range, indicat-
ing that the superconducting anisotropy increases when
approaching Hc2. This is also consistent with the fitted
Γac = 58.5 ± 2.3 obtained previously for fields of 0.5-
0.7 T.36

In contrast to the high field data discussed above, the
measurements of ΓVL in the range of 0.15-0.25 T, shown
in Fig. 5(b), deviate significantly from Eqn. (3). Rather
the measured VL anisotropy exceeds the expectation for
a diverging Γac. As will be discussed quantitatively later,
this Base Line Excess (BLE) discrepancy may be due
to multiband superconductivity or a difference between
the nominal and actual value of Ω at low fields. In the
low field case we instead obtain a lower limit on Γac by
averaging the measured ΓVL for Ω ≤ 1.2◦, indicated by
the shaded area in Fig. 5(b). The field dependence of
the superconducting anisotropy for all magnetic fields is
summarized in Fig. 5(c). On close inspection a deviation
is also observed at intermediate Ω at intermediate36 and
high fields, although much less pronounced. Note that
the BLE is not due an error in the sample alignment,
as measurements of the scattered intensity (Fig. 6) at
positive and negative Ω allow a precise orientation of the
crystalline basal plane relative to the field direction.36

The temperature dependence of ΓVL at 0.4 T is shown
in Fig. 5(d) for both H ⊥ 〈100〉 and H ⊥ 〈110〉. The dif-
ferent magnitudes of ΓVL are due to differences in Ω. For
H ⊥ 〈100〉, the data is an average of ΓVL for Ω values of
0.5◦, 0.7◦, and 0.9◦, while H ⊥ 〈110〉 was measured at a

single Ω = 2◦. For the 0.5◦− 0.9◦ data, the sensitivity to
changes in Γac is ∼ 10. At larger Ω, the ΓVL curves for
different Γac merge as seen in Fig. 5(a,b). At Ω = 2◦ the
sensitivity is therefore reduced, and the uncertainty on
Γac is ∼ 20. Within these limits, the data in Fig. 5(d) in-
dicates that Γac remains constant as T is increased from
base temperature toward Tc2(0.4 T) = 1.35 K. In con-
trast, the Hc2 anisotropy as a function of temperature,
ΓHc2(T ), has been found to increase with increasing tem-
perature from 20 at low temperature to 60 at Tc.

49 The
expected VL anisotropy if Γac = ΓHc2(T ) was calculated
using Eq. (3) and shown in Fig. 5(d). In both cases this
lies noticeably below the measured ΓVL. We note that
the VL anisotropies for H ⊥ 〈110〉 were obtained using
the expression for a distorted square VL. From the av-
erage of these values we obtain Γac = 61+20

−12, in good
agreement with the result from the Ω-dependence shown
in Fig. 5(c). In contrast, values of ΓVL associated with a
distorted triangular VL exceed the limit for a diverging
Γac. As the previously discussed BLE practically van-
ishes above 0.25 T such a result would be unphysical,
supporting the conclusion that for H ⊥ 〈110〉 the VL
has a distorted square symmetry.

III.5. Vortex Lattice Form Factor

We now return to the measurements of the transverse
VL form factor, hx. The integrated intensity of the Zee-
man split Bragg peaks is obtained from rocking curves,
such as the one shown in Fig. 4. Dividing the integrated
intensity by the incident neutron flux yields the VL re-
flectivity, which is related to the form factor by

R =
2πγ2λ2nt

16Φ2
0QVL

|hx|2, (4)

where t is the sample thickness.51 Here, the integrated
intensity for the two maxima in the rocking curve are
added, as each corresponds to half the incident flux (one
direction of the neutron spin).

For some measurements, a polarized/analyzed SANS
configuration was used. Here, an incident beam polarized
parallel or antiparallel to the applied field (σ in Fig. 1(b))
is scattered by the sample, and the spin of the outgoing
neutrons is selected using a 3He filter before detection.45

By choosing opposite spin orientations before and after
the sample, only neutrons undergoing SF scattering will
be measured.52,53 This is an effective method to measure
the intensity due to hx, as it suppresses the NSF scatter-
ing background.36

The form factors obtained in this fashion are shown
in Fig. 6. The same curve shape is used as a guide to
the eye for all fields in panels (a-c). This illustrates how
VL SANS measurements are possible within a narrow an-
gular range, with H close to, but not perfectly aligned
with, the basal plane. Both the width of the measure-
ment “window” and the magnitude of the form factor
decreases rapidly with increasing field, as clearly seen for
the high field data in Fig. 6(a). At low fields, where the
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FIG. 5. Superconducting anisotropy. The vortex lattice anisotropy as a function of field orientation is shown separately for
high (a) and low (b) fields. Lines are calculated using Eqn. (3) and labelled with the corresponding value of Γac. The dashed
lines represent a diverging Γac. In (a), the lines labelled Γac = 72.4 and 92.8 are fits to Eqn. (3) for the combined 1.0-1.1 T
data (◦ and �) and 1.2-1.3 T data (�, ., and /), respectively. In (b) the data points in the shaded region were averaged to
obtain a measure of Γac. The solid lines in (a) and (b) show the previously obtained fit to Eqn. (3) at intermediate fields of
0.5-0.7 T.36 Panel (c) shows the superconducting anisotropy as a function of field from (a) and (b). The horizontal axis error
bars indicate the range of fields included in the anisotropy fit. The solid line is a guide to the eye. Dashed lines indicate the
upper critical field and Hc2 anisotropy in the zero temperature limit.49 Panel (d) shows the temperature dependence of the VL
anisotropy. The larger values for ΓVL (�) represent an average of measurements with Ω = 0.5◦, 0.7◦, and 0.9◦. Anisotropies
for data with field orientation H ⊥ 〈110〉 are calculated assuming a distorted square lattice, as shown in Fig. 2(f). The two
horizontal dashed lines are the average of each data set, while the vertical dashed line is TC2(Ω = 0, 0.4 T) = 1.35 K.39 The
VL anisotropy expected for Γac = ΓHc2(T )49 and calculated by Eqn. (3) is shown by the line (Ω = 2◦) and shaded region
(Ω = 0.5◦ − 0.9◦).

BLE is relevant, the curves are found to overlap at low
Ω, Fig. 6(b). Finally, Fig. 6(c) shows the Ω dependence
of the form factor at T = 750 mK = 1

2Tc. Here the mag-
nitude of the form factor is reduced by a factor of 2.5
relative to the value at base temperature, but otherwise
follows the same curve.

The temperature dependence of hx for two field ori-
entations is shown in Fig. 6(d). While the form factors
are in principle determined on an absolute scale the ex-
act normalization varies slightly from one experiment to
another due to differences in sample illumination, giving
rise to minor systematic differences. In the present case
the values for H ⊥ 〈100〉 were multiplied by 1.1, to make
the form factors overlap at base temperature. From this,
one finds that the transverse form factors for the two
different field directions follow the same temperature de-

pendence within the precision of the measurements.
Several theoretical models for the form factor exist,

with the simplest analytical expressions obtained from
the London model. In this case, the transverse form fac-
tor for the observed VL Bragg peaks is given by:37,38

hx =
Bλ2mxz Q

2
VL

d
(5a)

d = (1 + λ2mxxQ
2
VL)(1 + λ2mzz Q

2
VL)

−λ4m2
xz Q

4
VL (5b)

mxx = Γ−2/3ac sin2 Ω + Γ4/3
ac cos2 Ω (5c)

mzz = Γ−2/3ac cos2 Ω + Γ4/3
ac sin2 Ω (5d)

mxz = (Γ−2/3ac − Γ4/3
ac ) cos Ω sin Ω. (5e)

Here λ = (λ2ab λc)
1/3 is the geometric mean of the pene-

tration depths in the ab-plane and along the c axis. Us-
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ing the zero temperature literature value λab = 152 nm,1

and λc = Γacλab with Γac = 58.5, we find λ ≈ 600 nm.
This yields (λQVL)2 ≈ 100 � 1, and with all mαβ in
Eqs. (5c)-(5e) of at least order unity the form factor ex-
pression simplifies to

hx ≈
B

(λQVL)2
mxz

mxxmzz −m2
xz

. (6)

When using the London model, a correction due to the
finite vortex core size is typically included by a Gaussian
term exp[−c(ξQVL)2], where ξ is the coherence length
and c is a constant of order unity.54 The zero-temperature
value for the in-plane coherence length, estimated from
the 75 mT upper critical field parallel to the c axis, is

ξ0 = (Φ0/2πH
‖c
c2 )1/2 = 66 nm. For µ0H = B = 0.4 T

and the measured QVL = 0.017 nm−1, one gets a perfect
agreement between the measured and calculated hx at
base temperature with a core cut-off constant c = 0.81.
This shows the London model expanded with a core cut-
off provides at least a qualitatively accurate estimates of

the transverse form factor. That said, we have previously
shown that it does not accurately describe the detailed
Ω-dependence of hx.36

IV. DISCUSSION

IV.1. Superconducting Gap Structure

The temperature dependence of the VL form fac-
tor reflects the structure of the superconducting gap in
Sr2RuO4. As already discussed, the VL anisotropy re-
mains constant for the measurements with H ⊥ 〈110〉
at 0.4 T and Ω = 2.0◦, shown in Fig. 6(d). The only
temperature dependence will therefore be through the
penetration depth and coherence length. From Eq. (6)
one finds that hx ∝ λ−2, and the form factor is therefore
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proportional to the superfluid density

ρs(t) = 1− 1

4πt

∫ 2π

0

∫ ∞
0

cosh−2

(√
ε2 + ∆2(t, φ)

2t

)
dφ dε,

(7)
where t = T/Tc is the reduced temperature and the di-
mensionless superconducting gap ∆(t, φ) is given in units
of kB Tc.

54,55 The superfluid density decreases with in-
creasing temperature due to thermal excitation of quasi-
particles, causing λ to increase. Obtaining information
about a nodal gap structure requires measurements at
temperatures T . Tc/3 where the quasiparticle thermal
excitation energies are much less than kBTc.

24 This is
clearly satisfied in the present case, with a base temper-
ature ∼ Tc/30.

The gap function is separated into temperature- and
momentum-dependent parts ∆(t, φ) = ∆0(t)∆k(φ). For
the temperature dependence we use the approximate
weak coupling expression,56

∆0(t) = ∆0(0) tanh

(
1.78

√
1

t
− 1

)
(8)

where ∆0(0) is the zero temperature amplitude of the
gap. Replacing 1.78 by the more accurate π/∆0(0) will
not affect the conclusion of the following analyis. In
Fig. 7 we show the results of fits to hx for different angu-
lar dependences of ∆k(φ). Here we focus on the difference
between the data and the fits at low temperatures. In the
absence of gap nodes, ∆0(t) in the shaded region is nearly
constant, and ρs will therefore vary little as few quasi
particles are excited across the superconducting gap. In
contrast, ρs will decrease linearly with temperature near
t = 0 if the gap has line nodes. We ignore the effect of
a temperature dependent coherence length although this
would be straightforward to include, multiplying ρs(t) by
the previously discussed core correction and noticing that
within the BCS theory ξ ∝ ∆0(t)−1. Including the core
correction would not affect the calculated temperature
dependence of hx in any significant manner at low T .

The transverse form factor saturates at low tempera-
tures < 150 mK, suggesting a non-vanishing gap on all
parts of the Fermi surfaces. However, a fit to a sim-
ple isotropic gap with ∆k(φ) = 1 (s-wave) provides a
poor description of the transverse form factor as shown
in Fig. 7(a), regardless of whether the critical tempera-
ture is used as a fitting parameter or kept fixed. Fur-
thermore the fitted ∆0(0) is below the lower BCS weak
coupling value of 1.76kBTc. A better agreement is ob-
tained for a gap with line nodes, Fig. 7(b). Here we have
used ∆k(φ) = | sin(2φ)| for simplicity. The differences
between this and a p-wave order parameter with acci-
dental nodes are expected to be minor. While the nodal
gap in the simplest form varies with temperature all the
way to t = 0 (dashed line), the London approximation
of a vanishing core size relative to the penetration depth
will break down in the vicinity of the nodes and nonlocal
corrections should be taken into account.23,57 This leads
to a cross-over to a slower temperature dependence below
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FIG. 7. Fits to from factor temperature dependence. Data in
all panels is the same as shown in Fig. 6(d) for H ⊥ 〈110〉.
Fits to an isotropic (s-wave) gap is shown in (a), both with the
critical temperature as a free parameter (dashed line) or fixed
to Tc = 1.21 K (solid). Fits to a nodal gap is shown in (b),
without (solid line) and with (dashed) non-local corrections.
The best fit (c) is obtained for a gap with deep, but non-zero
minima (schematic). All fitting parameters are indicated on
the plots.

a characteristic temperature T ∗ = (∆0(0)/kBTc)(Tc/κ),
and yields a transverse form factor

hx ∝ 1− (1− ρs(t))
(
Tc + T ∗

Tc

)(
T

T + T ∗

)
. (9)

As shown by the solid line in Fig. 7(b), this provides
a good fit to the data throughout the entire low field
region, although the fitted value of the cross-over tem-
perature (0.33 K) is much smaller than the theoreti-
cal estimate T ∗ ≈ 1.3 K when one uses the literature
value of κ = 2.3. Finally, a comparable but slightly bet-
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ter fit is obtained by an angular dependence of the gap
with deep minima instead of nodes: ∆(t, φ) = ∆1(t) +
∆2(t) | sin(2φ)|, Fig 7(c). The fitted amplitudes for the
nodal (2.39−2.54kBTc) or deep minima (2.52kBTc) gaps
suggest strong coupling, and are in good agreement with
results of scanning tunneling spectroscopy which found
∆0(0) = 350 µeV = 2.8kBTc.

58

The structure of the superconducting gap, and whether
this varies between the three Fermi surface sheets, has
been a topic of extensive discussions.59–63 For a chiral p-
wave order parameter gap nodes are not required by sym-
metry, and in the simplest case the gap is expected to be
isotropic. However, numerous experiments have found
evidence for either accidental nodes or deep minima in
the superconducting gap from specific heat,64–67 penetra-
tion depth measurements,68 or ultrasound attenuation.69

Our SANS results are fully consistent with this scenario,
although we are not able to determine the location and
orientation of the nodes/minima. More recently, an anal-
ysis of specific heat and thermal conductivity measure-
ments put an upper limit on the gap minima ' 1% of
the gap amplitude.12 While the fits in Fig. 7(b) and (c)
do not allow us to distinguish between actual nodes or
deep minima (∆χ2 = 7%), the latter yields a minima-to-
amplitude ratio ∆1/(∆1 + ∆2) = 0.13. This exceeds by
an order of magnitude the above mentioned upper limit
obtained from measurements of the thermal conductivity.

IV.2. Possible Pauli Limiting and Pauli
Paramagnetic Effects

The striking difference between Γac and ΓHc2 indi-
cates a strong suppression of the upper critical field in
Sr2RuO4 at low temperatures for H ⊥ c. This suggests
Pauli limiting due to the Zeeman splitting of spin-up and
spin-down carrier states by the applied magnetic field.70

Further support for this comes from the temperature de-
pendence of ΓHc2 which increases towards Γac as T → Tc,
indicating that the Pauli limiting of the in-plane upper
critical field becomes progressively stronger at lower tem-
peratures. In contrast, the lack of a temperature depen-
dence of Γac [Fig. 5(d)] is consistent with Γac being a
measure of the intrinsic superconducting anisotropy aris-
ing from the Fermi surfaces.

In spin-triplet superconductors the order parameter is
most conveniently described in terms of the d vector,
directed along the zero spin projection axis where the
configuration of the Cooper pairs is given by 1/

√
2(↑↓

+ ↓↑).1,2,71,72 Pauli limiting in the triplet case is there-
fore only possible if H ‖ d, which is inconsistent with
the chiral superconducting state with d ‖ c proposed for
Sr2RuO4.2,71 We note, however, that Pauli limiting it-
self appears to be in disagreement with nuclear magnetic
resonance and nuclear quadrupole resonance Knight-shift
measurements (summarized in Ref. 2), which suggest
that the d vector rotates in the presence of a magnetic
field such that d ⊥H.

Previously, we have used SANS measurements to

obtain direct evidence for Pauli paramagnetic ef-
fects (PPEs) in superconducting TmNi2B2C and
CeCoIn5.27–29 In these compounds, a strong coupling to
the magnetic field leads to a polarization of the unpaired
quasiparticle spins in the vortex cores, and thus a spa-
tially varying paramagnetic moment commensurate with
the VL.73,74 This adds to the orbital field variation in
the mixed state, giving rise to an increase in the total
field modulation and hence the longitudinal form factor
(hz) with increasing field.27–29 Recently, such effects were
also found in KFe2As2 (Γac ' 10) employing a measure-
ment scheme with fields near parallel to the basal plane,
analogous with the present work.26 In KFe2As2 both NSF
and SF scattering were observed, and PPEs were inferred
from the intensity which deviated significantly from the
London model expectation.37,38

In the present case of Sr2RuO4, no NSF scattering as-
sociated with hz is observed. Rather, the transverse form
factor decreases monotonically as the applied field is in-
creased, as seen in Fig. 6(a,b) and in our previously pub-
lished results.36 That said, the London model (including
a core correction) does not provide a quantitative descrip-
tion of the data and in particular the narrow range in Ω
where a non-vanishing hx is observed.36 However, numer-
ical solutions to the Elienberger equations that include
PPEs do provide a qualitatively accurate description of
the measured Ω-dependence of the transverse VL form
factor, and thereby further support for Pauli limiting in
Sr2RuO4.50,75 The numerical work also provides an esti-
mate of the longitudinal form factor, which despite the
PPE enhancement remains approximately two orders of
magnitude smaller than hx.50 From the rocking curves
shown in Fig. 4, we can provide an upper limit on hz.
Using the 1.2 T data as a reference, and estimating the
minimum measurable NSF peak size at ϕ = ϕ0 for any
practical count time, we find the longitudinal form fac-
tor must exceed ∼ 0.06 mT to be observed. The failure
to measure the NSF signal from the VL is thus consis-
tent with the numerical calculations. An estimate of the
longitudinal form factor can also be obtained from the
experimentally determined magnetization jump at the
first-order Hc2, ∆M = 0.074 ± 0.015 mT.76 One expect
hz ∼ ∆M/6,29 indicating that the form factor is just be-
low the value required to be measurable by our SANS
measurements.

In addition to the increase of Tc mentioned in Sec-
tion I, recent measurements of the upper critical field
also found that ΓHc2 can be decreased by more than an
order of magnitude by strain.77 This reduction is driven
by a dramatic 20-fold increase of Hc2 for fields along the c
axis, accompanied by a more modest but still noticeable
three-fold increase for in-plane fields. These changes are
attributed to a reconfiguration of the Fermi surface and
possibly a change in the order parameter. Complemen-
tary SANS studies would be of great interest, in order to
explore the strain dependence of Γac and in relation to
multiband superconductivity78 as discussed below.
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IV.3. Multiband Superconductivity

The superconducting anisotropy determined from our
SANS measurements differs dramatically from the upper
critical field anisotropy at low temperature, ΓHc2 ' 20.39

Following our initial report,36 this difference was con-
firmed by magnetic torque measurements performed in
fields near parallel to the basal plane, which found a co-
herence length anisotropy ξa/ξc ∼ 60.76 We note that
while there also is a subtle (∼ 3%) in-plane variation of
Hc2 at low temperature,79 we are not able to determine
whether this is reflected in Γac. This is due to the rela-
tively poor resolution of our SANS measurements where
the anisotropies for H ⊥ 〈100〉 and H ⊥ 〈110〉 are iden-
tical within the experimental error.

A field dependent Γac, such as the one seen in
Fig. 5(c), is characteristic of a multiband superconductor.
The superconducting anisotropy arises from the intrin-
sic anisotropy of the Fermi surface, 〈vab〉/〈vc〉. However,
for multiband superconductors Γac will be a weighted
average of the anisotropy for each band, according to
their contribution to the superconducting state. As the
applied field may suppress the superconductivity differ-
ently for each band, it may also change Γac. A super-
conducting anisotropy that changes with field is thus a
sign of multiband superconductivity, and has previously
been observed in MgB2

25 and KFe2As2.26 We note that
while Γac has so far only been found to increase with in-
creasing field, a decrease in the anisotropy would indicate
multiband superconductivity by the same argument.

In the case of Sr2RuO4, the Fermi surface has three
bands denoted α, β and γ with anisotropies Γα = 116,
Γβ = 56.8, and Γγ = 174.40 Our results thus suggest that
the least anisotropic β band is responsible for determin-
ing the superconducting anisotropy at low and interme-
diate fields, but also that the superconductivity on this
band is suppressed above 1 T. This agrees with recent
inelastic neutron scattering studies which found that the
quasi two-dimentional γ band, and not the quasi one-
dimensional α and β bands, to be primarily responsi-
ble for the superconductivity in strontium ruthenate.80

Theoretically, the role of the individual bands and their
interplay has been studied extensively.59–63,75,81 While
there is broad consensus that all contribute to the su-
perconductivity, different models vary regarding which
bands are predicted to be dominant. However, in most
cases the effects of an applied magnetic field have not
been considered in detail. Recently, Nakai and Machida
proposed a model for Sr2RuO4 based on a dominant β
band.75 While this seems to be in disagreement with a
Γac > Γβ at high fields, the model describes the sharp
hx(Ω) cut-off observed at low fields which is not possi-
ble using a single band.50 A definitive understanding of
how the superconductivity in Sr2RuO4 correlates with
the individual bands is thus still lacking.

Finally, we return to the anomalous Ω-dependence of
the VL anisotropy at low fields (BLE), shown in Fig. 5(b),
where ΓVL clearly exceeds the value expected for a di-
verging Γac in the range 1.5◦ ≤ Ω ≤ 5◦. One possible
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FIG. 8. Vortex lattice “misalignment” as defined in the text.
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corresponding applied fields and multiplied by a common scal-
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explanation is provided by the above mentioned model
based on a dominant β band.75 Alternatively, this may
be due to a rotation of the vortex direction away from
the applied field and towards the basal plane. To quan-
tify such an effect we define ∆Ω for each data point in
Fig. 5(b), as the rotation required to shift the measured
value of ΓVL onto the curve corresponding to Γac = 58.5.
Thus ∆Ω would be the “misalignment” angle between
the nominal and actual VL direction. This is shown in
Fig. 8. If a field rotation is responsible for the anoma-
lous values of ΓVL(Ω), ∆Ω will be related to the trans-
verse magnetization, Mx ∝ hx.37 Since Mx � H, we
expect ∆Ω ∝ hx/H. The curves in Fig. 8 correspond
to those from Fig. 6(b), with each divided by its proper
applied field. After dividing by H all three curves are
scaled by the same factor. This is in reasonable agree-
ment with ∆Ω(Ω), and we therefore consider a field rota-
tion as the most likely explanation for the BLE. Since the
ratio hx/H decreases rapidly with increasing field, the
“misalignment” effect is strongly suppressed at all but
the lowest H. Nonetheless, to fully account for the VL
behavior in strongly anisotropic superconductors, a fully
three-dimenional treatment is desirable. Ideally, such a
treatment should include realistic material parameters
to explain the different VL configurations observed for
H ⊥ 〈100〉 and H ⊥ 〈110〉. As an aside, we note that de-
magnetization effects will also provide a negligible change
in the vortex lattice direction. However, from our mea-
surements on KFe2As2 we estimate a variation ≤ 0.3◦

over the relevant Ω range.26,34 Additionally, the present
experiments were performed using an elliptically cylin-
drical Sr2RuO4 crystal for which demagnetization effects
will be much smaller than for the platelike KFe2As2 sam-
ples.
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V. CONCLUSION

We have studied the vortex lattice in Sr2RuO4 for
fields applied close to the basal plane, nearly parallel to
the crystalline 〈100〉 and 〈110〉 directions. This signifi-
cantly extends previous SANS measurements which were
restricted to low temperature, intermediate fields and a
single field rotation axis. Furthermore, SANS measures
the bulk superconducting properties of Sr2RuO4 and al-
lows us to simultaneously address a number of its fea-
tures. The use of both spin polarization and analysis
in neutron scattering studies of the VL provided an im-
proved signal-to-noise ratio for studies of weak spin flip
scattering.

Rotating the field towards the basal plane causes a
distortion of the square VL observed for H ‖ 〈001〉, and
in the case of H ⊥ 〈100〉 also a symmetry change to
a distorted triangular symmetry. This results in a VL
configuration with first-order VL Bragg peaks along the
rotation axis for both field orientations.

The vortex lattice anisotropy greatly exceeds the up-
per critical field anisotropy of ∼ 20 at low temperature,
suggesting Pauli limiting. An increasing anisotropy with
increasing field indicates multiband superconductivity,
with a value of Γac between 60 and 100 that suggests a
suppression of superconductivity on the β band. In com-
parison, no temperature dependence of the anisotropy is

observed, in striking contrast to ΓHc2. We also find that
the angular dependence of the VL anisotropy deviates
from a simple expression for a uniaxial superconductor,
especially at low fields. A truly three-dimensional model,
which includes the salient features relevant to strontium
ruthenate, will be required to explain our data over the
entire range of fields, field angles and temperatures.

Finally, the temperature dependence of the form fac-
tor is consistent with either nodes or deep minima in
the superconducting gap, in agreement with recent ther-
mal conductivity measurements. We conclude by noting
that a successful model for the superconducting state in
Sr2RuO4 must provide an explanation for all the obser-
vations summarized above.
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