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Exciton condensation in an electron-hole bilayer system of monolayer transition metal dichalco-
genides is analyzed at three different levels of theory to account for screening and quasiparticle
renormalization. The large effective masses of the transition metal dichalcogenides place them in
a strong coupling regime. In this regime, mean field (MF) theory with either an unscreened or
screened interlayer interaction predicts a room temperature condensate. Interlayer and intralayer
interactions renormalize the quasiparticle dispersion, and this effect is included in a GW approx-
imation. The renormalization reverses the trends predicted from the unscreened or screened MF
theories. In the strong coupling regime, intralayer interactions have a large impact on the magnitude
of the order parameter and its functional dependencies on effective mass and carrier density.

I. INTRODUCTION

Electron-hole (e-h) bilayer systems, such as the one il-
lustrated in Fig. 1(a), are good candidates for observing
exciton condensation [1]. The presence of an exciton con-
densate results in a gapped spectrum for the e-h bilayer
system, as illustrated in Fig. 1(b). Although there is ev-
idence of exciton condensation in GaAs double quantum
wells in the quantum Hall regime [2–5], the zero-field ex-
citon condensate remains elusive. Recently, focus has re-
turned to engineering a bilayer exciton condensate in the
absence of a magnetic field in two-dimensional crystals,
such as graphene [6–13] and transition metal dichalco-
genides [13–16].

Graphene appears to be an attractive candidate for the
realization of bilayer exciton condensates due to its per-
fect particle-hole nesting [6, 7]. Mean field calculations
with the bare Coulomb interaction predict high transi-
tion temperatures (∼ 300 K) [6]. However, screening ef-
fects in graphene are of the order of the Fermi wavevector
(kF ). As a result, static screening reduces the transition
temperatures significantly [8, 11, 17]. The predicted tran-
sition temperatures in the e-h graphene bilayer systems
range from 1 mK – 100 K [6–8, 11, 18–21], depending
on the level of the theory. A study which includes dy-
namical effects on the screened interactions estimates a
transition temperature Tc ∼ 4 K [22]. Another study
taking into account the screening resulting from proxim-
ity gates found transition temperatures in the 1 mK–1 K
range [11]. Replacing each monolayer of graphene with a
bilayer of graphene has been suggested for increasing the
transition temperature [23].

The strength of the exciton condensate is proportional
to the coupling strength λ, which is the ratio of the inter-
action energy to the band energy. This ratio is the fine
structure constant in graphene given by λ = e2/[κ~vF ] ∼
2.2/κ [6, 22, 24], where κ is the dielectric constant of the
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FIG. 1. (a) Illustration of two monolayers of transition metal
dichalcogenides separated by a thin film of hexagonal boron
nitride (h-BN). The Fermi levels of the top and bottom mono-
layers are tuned to induce equal electron and hole carrier den-
sities. (b) The conduction band of the electron layer and the
valence band of the hole layer overlap, and in the presence of
a condensate, a gap (2∆) opens in the dispersion.

barrier material and vF is the Fermi velocity. Graphene’s
fine structure constant is density independent and typ-
ically λ . 1, which is a good approximation for weak
coupling theories. However for parabolic bands, such as
those in bilayer graphene and transition metal dichalco-
genides (TMDs), λ is density dependent. In this case,
λ h 6gm+/(κkF ), where m+ is the reduced electron-hole
mass of the e-h bilayer system, g is the degeneracy, and
kF ∝

√
n2D/g is the Fermi momemtum that depends on

electron density n2D. In bilayer graphene, the low ef-
fective mass gives λ = 0.2 ∼ 1.1, so that weak coupling
theories also apply.

TMDs have larger effective masses and typically larger
values of λ = 2.2 ∼ 10.4, depending on the carrier den-
sity of 1011 ∼ 1012 cm−2. Larger masses result in larger
excitonic binding energies that would appear more suit-
able for higher exciton gaps and transition temperatures
[14, 25]. Mean field calculations using the unscreened
Coulomb interactions do predict room temperature con-
densation, and they also predict higher condensation
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temperature for higher carrier densities (n2D). How-
ever, for higher carrier densities, screening effects should
be considered. In graphene bilayers, screening incorpo-
rated within a random phase approximation (RPA) re-
duces the interlayer coherence [9], as one would expect.
On the other hand, in TMD bilayers with λ > 1,
RPA screening has little effect on the interlayer
coherence. However, since TMD bilayers lie in
the strong coupling regime, quasiparticle renor-
malization influences the order parameter signif-
icantly.

In this paper, we formulate an intermedi-
ate/strong coupling theory for the TMD bilayer
exciton condensate by incorporating screening
effects in the RPA and the quasi-particle self-
energy correction, self-consistently with the exci-
ton gap. The inter-layer and the intra-layer RPA
screened interaction is used to calculate the quasi-
particle self-energy, within the GW approxima-
tion. Screening not only affects the interlayer in-
teraction, but it also affects the intralayer interac-
tion (within the same monolayer). The intra-layer
interaction renormalizes the effective mass and
the corresponding λ. In this approach, the exci-
tonic gap is calculated self-consistently as a func-
tion of the renormalized λ. The inclusion of the
self-energy renormalization reverses the trends
predicted from the unscreened and screened MF
theories. The heavy masses of the TMD ma-
terials that increase the order parameter in the
MF theories, decrease the order parameter when
the interlayer and intralayer screening are self-
consistently included. High carrier density limits
the condensation gap due to screening, and low
carrier density (i.e. strong coupling) reduces the
condensation gap due to mass renormalization.

Typically, beyond mean field, diffusion quan-
tum Monte Carlo (QMC) simulations are em-
ployed to predict the condensate temperature.
This approach includes both interlayer and in-
tralayer screening, as well as vertex corrections
[26]. For the graphene bilayer, these studies sug-
gest that screening effects destroy the superfluid-
ity at high carrier densities, but it can survive
at low carrier density [9]. This indicates that
correlations play a significant role, especially in
the strong coupling regime [27]. Our strong cou-
pling approach is comparable to QMC approach
in prediction of the gap behavior of excitonic con-
densates. It also provides insight into the differ-
ent physics that govern the trends. Additionally,
since the diffusion QMC studies include vertex
corrections, which are missing in our approach,
comparison of the two approaches can indicate
the optimal approximation to accurately predict
the transition temperatures in exciton conden-

FIG. 2. Spin composition at K and K′ of monolayer MoX2

TMDs [29]. Up- and down-spin bands are denoted by solid-
red and dash-blue lines, respectively. Spin-orbit coupling
causes spin splitting of the conduction band (∆c) and the
valence band (∆v).

sates.
The remainder of the paper is organized as follows.

Section II describes the effective model for TMDs used in
this paper. Section III discusses the standard mean field
treatment of the model Hamiltonian for the bilayer TMD
system with an unscreened interaction. In section IV, we
include RPA screening and a self-energy renormalization
in a GW approximation and compare the predictions of
the different levels of theory. Section V summarizes and
concludes.

II. EFFECTIVE MODEL FOR E-H TMDS
BILAYERS

We consider several TMD electron-hole bilayers sepa-
rated by an insulating h-BN spacer layer, as illustrated
in Fig 1(a). Separation of the electron and hole layers
by a barrier reduces the overlap of their respective wave-
functions which reduces the interlayer tunneling and re-
combination [14]. The Fermi level lies in the conduction
band of the top monolayer and in the valence band of the
bottom monolayer.
The two layers of the bilayer system can consist of the

same TMDs (homo-bilayer) or different TMDs (hetero-
bilayer). To achieve high critical temperatures for exci-
ton condensation particle-hole nesting is beneficial, (i.e.,
|me| = |mh|). The electron and hole masses in TMDs
are similar but not equal, therefore, we consider different
homo- and hetero-layer TMD combinations.

Table I shows the spin-resolved band parame-
ters, the effective masses and maximum 2D car-
rier density for several monolayer TMDs. Our
calculations of the electronic structure of the
monolayer TMDs are based on spin-resolved den-
sity functional theory as implemented in the Vi-
enna Ab-initio Simulation Package (VASP) [30,
31]. We use the hybrid functional of Heyd-
Scuseria-Ernzerhof (HSE) [32] where the fraction
of screened Fock exchange α was set to 0.25 which
results in band gaps for the monolayers of each
material that are in agreement with the experi-
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TABLE I. TMD material parameters obtained using density functional theory (HSE-SOC) [28]. mα is the longitudinal effective mass
at the valence band edge (Kv) and the conduction band edge (Kc), in the units of free electron mass m0. ǫ is the relative dielectric

constant of each monolayer. n2D and kF are the maximum allowed electron density and Fermi wavevector for one-type of spin
determined by the conduction spin-splitting energy ∆c.

Material
Effective Mass (mα) Band Splitting ǫ n2D kF

Kv Kc ∆v(meV ) ∆c(meV ) (×1012 cm−2) (nm−1)

MoS2 0.485 0.407 188.6 9.9 3.43 0.4 0.1585

MoSe2 0.503 0.435 254.8 36.9 4.74 1.7 0.3268

MoTe2 0.576 0.501 317.4 43.7 5.76 2.3 0.3801

WS2 0.304 0.331 528.7 12.0 4.13 0.4 0.1585

WSe2 0.303 0.358 606.4 7.80 4.63 0.3 0.1373

mentally reported band gaps of each material [33–
35]. A 400 eV energy cut-off was used, and spin-
orbit interaction was included self-consistently in
all calculations. Calculations were done using a Γ
centered (12 × 12 × 1) Monkhorst-Pack k-point
grid. Each of the monolayer unit cells were con-
structed using 20 Å of vacuum to achieve negligi-
ble interaction between the periodically repeating
surfaces. The conduction and valence band effec-
tive masses at Kv and Kc are calculated for each
material by fitting the dispersion around the ex-
trema of each valley to a fourth order polynomial
and then calculating 1/mα = 1

~2 d
2E/dk2 [28]. From

the effective masses in Table I, we identify several TMD
bilayer combinations with partial electron-hole nesting
(i.e., |me| ∼ |mh| ). All of the n-type layers are chosen
from the MoX2 materials with spin splitting illustrated
in Fig. 2 [29, 36]. The spin splitting of the conduction
band ∆c sets the maximum Fermi level for each calcu-
lation. Within this limit, each band of each K-valley is
spin polarized.
Treating the electron and hole dispersions as parabolic,

the model Hamiltonian for the structure is H = H0 +
He−e,

H =
∑

kσα

ǫαk,σc
†
kσαckσα+

1

2S

∑

qαβ

Vαβ(q)ρα(q)ρβ(−q), (1)

where c†k,σ,e (c†k,σ,h) denote the electron (hole) creation
operators, σ denotes the spin and valley quantum num-
bers for the electron/hole, k = (kx, ky) is the in-plane

two-dimensional momentum with k =
√
k2x + k2y, S is

the area of the bilayer, α(β) ∈ {e, h} are the elec-
tron/hole layer indices, ǫα=e

k,σ = ~
2(k2 − k2F )/(2me,σ),

ǫα=h
k,σ = −~

2(k2 − k2F )/(2mh,σ), kF is the Fermi mo-
mentum, and me(h),σ denotes the spin and valley de-
pendent effective masses for the electron (hole). Time
reversal symmetry dictates that mα,σ = mα,−σ. In

Eq. (1), ρα(q) =
∑

kσ c
†
k+qσαckσα is the total elec-

tron density for the αth layer, Vee = Vhh = 2πe2/(κq) is
the Fourier transform of the intralayer interaction, and

Veh = Vhe = −Veee
−qd is the Fourier transform of the

interlayer interaction, where κ is barrier dielectric con-
stant, d is the thickness of the h-BN insulating spacer,
and q is the momentum transfer, q = |k− k′|.

III. MEAN FIELD THEORY

Mean field decomposition of Eq. (1), gives an effective
BCS-like Hamiltonian. The Green’s function for the MF
effective Hamiltonian can be expressed as,

Ĝ0 (k, ω) =
(ω − ζk)Î + ξk τ̂3 +∆k τ̂1

(ω − ζk)2 − E2
k + iη

, (2)

where τ̂i is a Pauli matrix representing the layer pseu-
dospin in the indices α and β; ζk = ~

2k2/(4m−,σ),
m−1

−,σ = (m−1
e,σ − m−1

h,σ), ξk = ~
2(k2 − k2F )/(4m+,σ),

m−1
+,σ = (m−1

e,σ +m−1
h,σ), Ek =

√
ξ2k +∆2, and ∆k is the

order parameter. When ∆ → 0, the Green function in
Eq. (2) reduces to the Green’s function of the normal
state. The value of the order parameter ∆ is evaluated
self-consistently,

∆k = −
1

2

∑

k′

Veh(|k− k′|)
∆k′

Ek′

. (3)

In general, the order parameter can have a complicated
dependence on momentum, but here we assume a trans-
lationally invariant order parameter ∆. We evaluate the
normalized order parameter ∆̄ = ∆/ǫF , as a function of
the interaction strength λ and the interlayer separation
d,

1 = λ

π/2
ˆ

−π/2

dφ

2 cosφ
ˆ

0

dq̄
vD(q)√
ξ̄2k−q + ∆̄2

, (4)

where ξ̄k−q = ξk−q/ǫF , vD(q) = e−kF q̄d, λ =
ge2m+/(πκ~

2kF ), κ is the dielectric constant of the h-
BN barrier (3.9), g is flavor multiplicity (two-fold for the
valley degeneracy), φ is the angle between k and q, and
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FIG. 3. (a) The order parameter ∆ as a function of the interaction strength λ = ge2m+/(πκ~
2kF ) for d = 1.0 nm (solid

line), and d = 3.0 nm (dashed line) with n2D = 2.3 × 1012 cm−2. The spheres give the order parameter for five possible
e/h bilayers: a) MoTe2/MoS2, b) MoTe2/MoTe2, c) MoTe2/MoSe2, d) MoSe2/WSe2, e) MoSe2/MoSe2. In calculating ∆ for
specific combinations, respective effective masses and the maximum allowed 2D carrier density of the electron layer are used.
The interaction strength λ for the TMD bilayers lies in the strong coupling regime. (b) Color contour plot of ∆ as a function
of m+ and n2D with d = 1.0 nm. The value in meV of each contour is labeled. The positions of the 5 bilayers of (a) are shown.

q̄ = q/kF when kF =
√
4πn2D/g. Note the appear-

ance of the interaction parameter λ, which captures the
strength of the interlayer coherence. Eq. (4) is evaluated
self-consistently at k = kF . Henceforth, we restrict our
attention to the case where the electron and hole den-
sities are identical, ne = nh = n2D. We refer to this
approach as unscreened mean field (MF) and will denote
it as MF.

Figure 3(a) shows the dependence of the order param-
eter ∆ as a function of the coupling parameter λ at a
carrier density of n2D = 2.3 × 1012 cm−2. Eq. (4) pre-
dicts that room temperature condensation is possible for
λ & 0.2. Due to the exponential dependence of d in Eq.
(4), decreasing the interlayer separation from 3 nm to 1
nm increases the order parameter by almost a factor of
two.

Figure 3(a) also shows the order parameter ∆ for five
possible TMD bilayer structures (blue/red spheres): a)
MoTe2/MoS2, b) MoTe2/MoTe2, c) MoTe2/MoSe2, d)
MoSe2/WSe2, e) MoSe2/MoSe2. The order parameters
for these combinations are calculated using the masses
and maximum carrier densities of the n-type layer as
listed in Table I. Due to the higher effective masses and
lower carrier densities, the values of λ for these bilayer
combinations are in the strong coupling regime (λ ∼ 2).
Figure 3(b) shows the order parameter ∆ in the phase
space of the reduced effective mass (m+) and the electron
density (n2D). The positions of the 5 bilayer systems are
also shown. As anticipated, the unscreened mean field
theory indicates that exciton condensation is favorable
for higher 2D carrier densities and larger effective masses.

The unscreened mean field calculations are generally
valid for weak coupling regimes (λ ∼ 0.25). Consider-
ing that the TMD hetero-structures fall in the strong

coupling regime (λ ∼ 2), the theory of exciton conden-
sates in TMDs must be enhanced to include screening
and renormalization effects. In the next section, we for-
mulate a strong coupling theory that includes screening
of the Coulomb interaction, as well as the effect of quasi-
particle renormalization.

IV. INTERMEDIATE/STRONG COUPLING
THEORY

In this section, we first include RPA screening and then
self-energy renormalization in a GW approximation. Re-
sults from the different levels of theory are compared.

A. Screened interlayer and intralayer interaction

Screening is treated in the random phase approxima-
tion as illustrated in Fig. 4(a). At this level of theory,
the solid lines in the polarization diagram represent the
Green function of Eq. (2) which includes the coherence
term ∆. ∆ is calculated from Eq. (4) using the screened
interaction self-consistently with the polarization func-
tions.

The polarization is a 2× 2 matrix with diagonal terms
ΠS corresponding to same-layer polarization, and off-
diagonal terms ΠD corresponding to different-layer po-
larization. When the top and bottom layers have the
same carrier density, ΠS and ΠD can be decoupled into
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(a)

(b)

FIG. 4. (a) Screened interaction in the RPA approximation.
The Green’s function used in the polarization bubble depends
on the level of theory. (b) Dyson equation for the Green
function in a GW approximation that includes both interlayer
and intralayer screening.

even and odd channels, defined as Π± = ΠS ±ΠD where

Π±(q, ω) = g

ˆ

d2k

(2π)2

(
Ek+q + Ek

Ek+qEk
×

Ek+qEk ∓∆2 − ξk+qξk
ω2 + iη − (Ek + Ek+q)2

)
. (5)

The particle-hole response functions depend on the or-
der parameter ∆ and also through the gapped spectrum
Ek =

√
ξ2k +∆2, as seen explicitly in Eq. 5. The re-

sponse function is evaluated self-consistently with the or-
der parameter. From this point onward, we neglect dy-
namical retardation of the screened interaction and set
the frequency ω = 0.

The even polarization function Π+ captures the den-
sity response to the total charge density of the gapped
spectrum. Since the total response of a gapped system to
a uniform shift in the potential vanishes, Π+(q → 0) = 0.
The odd channel polarization function Π− captures the
response to a difference in the charge density of the two
layers. In the q → 0 limit, the odd channel polarization
function approaches the density of states, Π−(q → 0, ω =
0) = −N(ǫF ), independent of the gap ∆.

The intralayer and interlayer density response func-
tions needed for the calculations are ΠS = (Π+ +Π−)/2
and ΠD = (Π+ −Π−)/2 given by

ΠS(q) = g

ˆ

d2k

(2π)2

(
1−

ξk+qξk
Ek+qEk

)
×

−2Ek

(Ek + Ek+q)2
,

(6)

ΠD(q) = g

ˆ

d2k

(2π)2
2∆2

Ek+q (Ek + Ek+q)2
. (7)

The response functions are normalized to the 2D den-
sity of states as ΠS(D)(q) = −N(ǫF )χS(D)(q), where
N(ǫF ) = gm+/(2π~

2) is the density of states for the
parabolic bands and χS(D)(q) are the dimensionless po-
larization functions.

The interlayer screened interaction V sc
eh (q), within the

RPA, can be expressed as V sc
eh (q) = 2πe2/(κq) · vscD (q̄),

where

vscD (q̄) =
q̄
[
vD+λ̃ (v2

S
−v2

D
)χD

]

1−2λ̃(vSχS+vDχD)+λ̃2(v2

S
−v2

D
)(χ2

S
−χ2

D
)
.

(8)
Here, we define vS = 1/q̄, vD = e−kF q̄d/q̄ and λ̃ = 2πλ.
In the limit of an unscreened potential, vscD (q̄) reduces to
vD(q) = e−kF q̄d of Eq. (4).
One can now include self-consistent screening in the

calculation of the order parameter by replacing the bare
Coulomb potential vD(q) in Eq. (4) with the screened
interlayer interaction vscD (q), and calculate ∆ in Eq. (4),
ΠS in Eq. (6), ΠD in Eq. (7), and vscD (q) in Eq. (8)
self-consistently. We refer to this approach as mean field
with RPA screening (MF-RPA).
Electron-electron interactions not only result in screen-

ing, but they also renormalize the quasiparticle disper-
sion. The self-energy renormalization is affected by both
the interlayer and the intralayer interactions. Similar
to the screened interlayer interaction in Eq. (8), the
screened intralayer interactions are V sc

ee (q) = V sc
hh(q) =

2πe2/(κq) · vscS (q̄), where

vscS (q̄) =
q̄
[
vS−λ̃ (v2

S
−v2

D
)χS

]

1−2λ̃(vSχS+vDχD)+λ̃2(v2

S
−v2

D
)(χ2

S
−χ2

D
)
.

(9)
This correctly reduces to the monolayer RPA interaction
in the limit d → ∞.
The order parameter is directly proportional to the

interlayer screened potential vscD . The intralayer interac-
tion vscS enters into the diagonal element of the self-energy
which renormalizes the quasiparticle dispersion (ξk) and
the interaction strength λ. To understand these effects,
we determine the self-energy of Fig. 4(b) and use it to
calculate the order parameter self-consistently.

B. Self-energy correction to many-body interaction

The renormalization of both the quasiparticle disper-
sion and the interlayer interaction are included within a
GW approximation. The self-energy illustrated in Fig. 5
is calculated self-consistently with the Green’s function.
The Green’s functions used in the polarization diagram
include the renormalized order parameter but ignore the
mass renormalization. Only the real part of the self en-
ergy is used in the calculation of the Green’s function.
We refer to this approach as mean field with GW renor-
malization (MF-GW).

Denoting the 2 × 2 self-energy matrix as Σ̂c, the full
Green function matrix Ĝ(k, ω) is given by Ĝ−1(k, ω) =

Ĝ−1(k, ω)−Σ̂c (k, ω), where Ĝ is the bare Green function
in Eq. (2). Hence, the full Green function is

Ĝ−1 =

[
ω + iη − [ξk +R(ΣS)] −∆0 −R(ΣD)

−∆0 −R(ΣD) ω + iη + [ξk +R(ΣS)]

]
,

(10)
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FIG. 5. Real part of the diagonal self-energy ΣS(q) normal-
ized to ǫF for kF d = 0.

where ∆0 is the gap function in the absence of the self-
energy correction, and R denotes the real part. It is clear
from Eq. (10) that the diagonal element ΣS renormalizes
the quasiparticle dispersion as ξk → ξk+R(ΣS), and the
off-diagonal element ΣD renormalizes the gap function as
∆0 → ∆0 +R(ΣD).
We calculate the diagonal self-energy as

ΣS (k, ω − Ω) = i

ˆ

dΩ

2π

ˆ

d2q

(2π)
2 v

sc
S (q) ĜS(k − q, ω − Ω),

(11)

where ĜS is the diagonal part of the Green’s function
in Eq. (10). We take the complex path integral over Ω
in Eq. (11) and calculate the normalized diagonal self-
energy in the static limit (ω → 0),

R(ΣS(k̄)) = −

(
λ

π

) 2π
ˆ

0

dφ

2
ˆ

0

dq̄ vscS (q̄)Θ(k2F − |k− q|2)

×
−|ξ̄R

k̄−q̄
|

√[
ξ̄R
k̄−q̄

]2
+ ∆̄2

, (12)

where ξ̄R
k̄−q̄

= k̄2−2q̄k̄ cosφ+ q̄2−1+R{ΣS(k̄− q̄)} takes

into account the renormalization of the quasiparticle dis-
persion. Θ is the unit step function, and ΣS = ΣS/ǫF .
Since ΣS(k̄) in Eq. (12) requires the evaluation of
ΣS(k̄− q̄), we use analytical continuation properties, i.e.,
R(ΣS(k̄)) = R(ΣS(−k̄)). A separate calculation of the
off-diagonal self-energy ΣD is avoided by self-consistently
absorbing it in the definition of ∆̄,

1 = λ

π/2
ˆ

−π/2

dφ

2 cosφ
ˆ

0

dq̄
vscD (q̄)√

[ξ̄R1−q̄ ]
2 + ∆̄2

. (13)

The value of ∆ determined from Eq. (13) is used self-
consistently in determining the polarization functions ΠS

and ΠD and thus the screened interactions vscD and vscS .
The dispersion represented by ξk used in the calculation

Strong Coupling  Weak 

 MF
 MF-RPA
 MF-GW

0.0 0.5 1.0 1.5 2.0 2.5 3.0
10-6

10-5

10-4

10-3

10-2

10-1

100

101

102

0.0 0.25 0.5010-6

10-4

10-2

100

 

 

N
or

m
al

iz
ed

 o
rd

er
 p

ar
am

et
er

, 

Interaction strength, 

kFd = 0

coupling

 

 

FIG. 6. Normalized order parameter as a function of the
effective interaction strength λ, obtained from MF, MF-RPA,
and MF-GW theory for kF d = 0. The inset shows the
region near λ = 0.25.

of the polarization functions is the bare dispersion in the
absence of ΣS . Thus, the Green function lines in the po-
larization bubble are partially self-consistent in that they
include the effect of the self-energy on the off-diagonal or-
der parameter, but they do not include the effect of mass
renormalization. Eqs. (6), (7), (8), (9), (12), and (13)
are the set of self-consistent equations that are solved to
obtain ∆.

To understand the relative contribution of the self-
energy correction, we plot the normalized R (ΣS) in Fig.
5 for different values of λ. In the weak coupling regime
(λ < 0.2), the self-energy is only 20% – 60% of the Fermi
energy. However, at the onset of intermediate/strong
coupling region (λ ≥ 0.5), the self-energy becomes equal
to or larger than the Fermi energy. This illustrates the
importance of the self-energy correction in the strong
coupling regime.

C. Discussion

In this section, we discuss the MF-GW results and
compare them with the MF and MF-RPA predictions.
Theoretically, the most favorable condition of condensa-
tion occurs at vanishing interlayer distance, i.e. kFd → 0.
Considering this optimum condition, Fig. 6 summarizes
the three different levels of theory. For the MF cal-
culation the gap increases monotonically with interac-
tion strength. In this case, moderate interlayer interac-
tion (λ > 0.2) leads to room temperature condensation.
The effect of RPA screening (MF-RPA) on the order pa-
rameter depends on the relative strength of λ. In the
weak coupling regime (λ ≈ 0.25), screening reduces the
interlayer coherence. In the intermediate/strong cou-
pling regime, screening cannot compete with the inter-
layer interaction and ∆ follows the unscreened gap func-
tion. The discontinuity in the MF-RPA curve near
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λ = 0.25 is similar to the discontinuity observed
and discussed by Neilson et al. [26] When both
interlayer and intralayer screening are included as a self-
energy correction (MF-GW), the interlayer coherence is
strongly reduced for interaction strengths above 0.25. As
λ → 0, the MF-GW theory and the MF theory coincide.
The reason is apparent from Fig. 5, which shows that
self-energy correction remains negligible up to λ ∼ 0.1.

Figure 7 is a color contour plot of ∆ as a function of
m+ and n2D determined from the MF-GW theory. The
positions of the same bilayer structures from Fig. 3 are
shown. A comparison of the m+−n2D phase diagram in
Fig. 7 with that of the MF result in Fig. 3(b) shows that
MF-GW theory predicts trends that are qualitatively dif-
ferent from the MF theory. For a reduced mass greater
than 0.05, the order parameter of MF theory is nearly in-
dependent of the mass and is moderately dependent on
the density, changing by a factor of ∼ 3 as the density
increases an order of magnitude from 5 × 1011 cm−2 to
5 × 1012 cm−2. The order parameter of MF-GW theory
has the same moderate dependence on the density, but it
is exponentially dependent on the mass. For a density of
2× 1012 cm−2, the order parameter decreases 5 orders of
magnitude as the mass increases from 0.05 to 0.3. Also,
the functional dependence of the order parameter on the
mass is qualitatively different. In both theories, the order
parameter rapidly increases as m+ increases from zero.
In MF theory, the order parameter saturates and remains
constant for m+ & 0.1. In MF-GW theory, the order pa-
rameter peaks at m+ ∼ 0.025 and then exponentially
decays as m+ increases. For MF theory, the conditions
for maximum ∆ occur at the upper right corresponding
to high density and high mass. For MF-GW theory, the
conditions for maximum ∆ occur at the lower left cor-
responding to low density and low mass. The MF-GW
theory exponentially reduces the magnitude of the order
parameter for masses corresponding to those of the 2D
bilayers. The heavy masses of the 2D materials which
increase the order parameter in MF theory, decrease the
order parameter in MF-GW theory.

As shown in Fig. 6, interlayer screening calculated
self-consistently in the presence of a condensate has little
effect on the order parameter in the strong coupling limit.
Renormalization due to intralayer screening has a large
effect. We conclude that, in the strong coupling limit,
the intralayer interactions determine the overall trends
of the order parameter.

The transition temperature, Tc for the exci-
ton condensate can be calculated from the well-
known result of the BCS theory of superconduc-
tivity [37], kBTc ∼ 0.57∆. Using the largest value
of ∆ = 2 µeV from point d in Fig. 7 gives a value
of Tc = 13 mK. At larger values of ∆, or equiva-
lently at higher temperatures, the transition will
be of the Kosterlitz-Thouless (KT) type [38]. The
KT-transition temperature TKT can be calculated
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FIG. 7. Color contour plot of ∆ as a function of m+ and
n2D with d = 1.0 nm calculated with MF-GW theory. The
value in meV of each contour is labeled. The positions of the
5 bilayers from Fig. 3(a) are shown.

from the superfluid density, ns(T ) and is given by
kBTKT = π~2ns/(2m). It has been shown in Ref. 6
that the upper bound of the KT transition for
both parabolic and Dirac bands is kBTKT < 0.1ǫF ,
a property of the normal state. Therefore, KT
transition will be only relevant for exciton gaps
∆ ∼ 0.1ǫF .

We now comment on effects not included in the
above calculations, namely dynamical retardation
effects and vertex corrections. To our knowledge
only a handful of studies have accounted for the
dynamical nature of screening. In Ref. 22, the dy-
namical retardation effects on the screening along
with the simultaneous reduction in screening ac-
companied by the appearance of inter-layer co-
herence, have been studied in the weak coupling
limit. These effects lead to an increase in the
strength of the order parameter ∆, when com-
pared to static screening partly due to larger
phase space. We expect a similar trend in the
strong coupling limit. The effects of the ver-
tex correction on exciton condensates remains an
open theoretical question.

V. CONCLUSION

Exciton condensation is analyzed as a function of the
coupling strength with a focus on the strong coupling
regime, which is the regime of TMD bilayer electron-hole
systems. Three different levels of theory are considered.
Starting from unscreened mean field theory, RPA screen-
ing and self-energy renormalization in a GW approxi-
mation are included. A mean field calculation with an
unscreened Coulomb potential predicts a room tempera-
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ture exciton condensate. The inclusion of RPA screening
in the interlayer interaction reduces the order parame-
ter in the weak coupling regime, but it has little effect
in the strong coupling regime, and a room temperature
condensate is still predicted. The inclusion of the ef-
fects of both the interlayer and intralayer interactions
through a self-energy correction to the quasiparticle dis-
persion and the order parameter in a GW approximation
reverses the trends predicted from the MF and MF-RPA
theories. The MF-GW theory favors low density and
low mass for maximizing the magnitude of the order pa-
rameter. The heavy masses of the TMD materials that
increase the order parameter in MF and MF-RPA theo-
ries, reduce the order parameter in the MF-GW theory.
In the strong coupling regime, intralayer screening has
a large impact on the magnitude of the order parame-
ter and its functional dependencies on effective mass and
carrier density.
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Rev. B 84, 153402 (2011).

[37] J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys.
Rev. 108, 1175 (1957).

[38] J. M. Kosterlitz and D. J. Thouless, Journal of Physics
C: Solid State Physics 6, 1181 (1973).


