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Using density-functional calculations we investigate the possibility and underlying mechanism of
generating ferromagnetism (FM) in ferroelectric (FE) BaTiO3 by native vacancies. For the same
vacancy species but different charge states (e.g., V0

O vs V2+
O ), our study reveals a marked difference in

magnetic behaviors. For instance, while V0
O is ferromagnetic, V2+

O is not. This sensitive dependence,
which was often overlooked, highlights the critical importance of taking into account different charge
states. Furthermore, while oxygen vacancies have been often used in experiments to explain the
vacancy-induced FM, our calculation demonstrates that Ti vacancies, in particular V3−

Ti and V2−
Ti

with low formation energies, generate even stronger ferromagnetism in BaTiO3, with a magnetic
moment which is 400% larger than that of V0

O. Interestingly, this strong FM of VTi can be further
enhanced by hole doping. Although both cation vacancies (Vq

Ti) and anion vacancies (V0
O) induce

FM, their mechanisms differ drastically. FM of anion vacancies originates from the spin-polarized
electrons at Ti sites, but FM of cation vacancies stems from the spin-polarized holes at O sites.
This work also sheds new light on vacancy-induced FM by discovering that the spin densities of all
three considered vacancy species are highly extended in real space, distributed far away from the
vacancy. Moreover, we predict that the ferromagnetism caused by V3−

Ti is able to survive at high
temperatures, which is promising for room-temperature spintronic or multiferroic applications.

PACS numbers: 77.84.-s, 61.72.jd

I. INTRODUCTION

Native vacancies in ferroelectric perovskites of switch-
able spontaneous polarization are of fundamental and
technological relevance.1,2 Fundamentally, the existence
of vacancies breaks the delicate balance between long-
range and short-range interactions in FEs,3,4 thus pro-
foundly affecting ferroelectricity. This may hamper the
superior properties that have been found in FEs, such
as high electromechanical response,5–7 large dielectric
coefficient,8,9 enhanced polarization in superlattices,10

composition-induced ferroelectricity,11 strong trilinear
coupling between rotation and polarization in improper
ferroelectrics,12–16 anti-ferroelectricity,17,18 and unusual
phase transitions19–21. Furthermore, vacancies also in-
fluence conductivity,22 optical absorption,23 and photo-
refractive index24, showing widespread effects that span
across different fields from material science to nonlinear
optics. Technologically it is known that vacancies play
a critical role in polarization switching by reducing fer-
roelectricity and by pinning polarization, which is one of
the major causes for fatigue.25–28 Vacancies also affect
the stability of domain walls.29–31 Interestingly, apart
from the detrimental effects, vacancies may nevertheless
bring favorable material properties, for example, Pb va-
cancies can broaden the dielectric peaks in disordered
Pb(ScNb)O3,

32 and furthermore, vacancies can enhance
the piezoelectric response in aged BaTiO3.

33 Also, vacan-
cies were shown to increase significantly the local polar-
ization in PbTiO3 (Ref.34). The strong interest in study-
ing vacancies stems from the fundamental importance of

understanding new effects of these vacancies, and from
the technological demand of achieving a better control
of vacancies, either to suppress their detrimental effects
and/or to enhance their desirable properties.
Recently, a new area of fundamental interest on va-

cancies emerges, that is, to understand the possibility
and underlying physics of generating ferromagnetism by
native vacancies in ferroelectrics. It is widely accepted
that FE and FM are mutually incompatible in proto-
typical perovskite ferroelectrics of perfect crystal form,
since the d orbitals of B-site atoms are empty, which
does not favor FM.35 However, once vacancies are cre-
ated, this empty d-orbital rule no longer applies. Since
FEs often possess strong spontaneous polarization, and
under the assumption that vacancies are able to cause
FM, there is possibility that multiferroic properties36–39

could coexist in FEs with vacancies. Furthermore, be-
cause many FEs have a high Curie temperature in terms
of ferroelectric phase transition, one may hope to find
a way of creating room-temperature multiferroics. In-
deed, there was experimental evidence showing FM hys-
teresis in BaTiO3, when vacancies appear in samples by
annealing at different oxygen pressures.40 It was also re-
ported experimentally that FM may exist at the surface
of non-stoichiometric FE thin-films, while ferroelectricity
persists in the interior of the films.41

Despite the importance of vacancy-induced FM in FEs,
there is nevertheless insufficient understanding and some-
times even misconception in the literature regarding the
subject. First, it is often assumed in experiments that
oxygen vacancies (VO) are the origin of FM.40–43 What
if samples are synthesized under the oxygen-rich condi-
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tion in which VO is unlikely to form? Will FM exist
in BaTiO3? How large will be the magnetic moment?
Nowadays, with the contemporary advance in molecular
beam epitaxy (MBE),44 there is sophisticated control of
FE fabrication, which allows a tuning of the growth con-
dition so that a particular species of vacancies (e.g., either
Ba or Ti vacancies) could appear. This provides possi-
bility of controlling the magnetism in FEs by selectively
choosing the vacancy species.

Second, the critical knowledge on how different charge
states of a given vacancy species (e.g., V4−

Ti versus V3−
Ti )

influence the magnetism in BaTiO3—is not understood.
Here we use the notation Vq

X to denote a vacancy of

species X carrying a charge amount q. For instance, V1−
Ba

stands for a Ba vacancy carrying a negative charge q =
1−. By changing the chemical potential of electron reser-
voir (i.e., the Fermi energy of the system) during growth,
it is known that different charge states of the same va-
cancy species could have very different vacancy formation
energies and defect properties.45,46 Indeed, charged de-
fects were commonly detected in experiments by electron
paramagnetic resonance (EPR).47,48 However, some ex-
isting theoretical studies on vacancy-induced magnetism
considered only the neutral vacancies.49 While it is com-
putationally convenient to investigate neutral vacancies,
charged vacancies are more important and more likely
to occur in solids. Take oxygen vacancy as an example.
First-principles calculations have shown that charged va-
cancies V2+

O and V1+
O are energetically more stable than

neutral V0
O, for a wide range of the chemical potential of

the electron reservoir.50,51 Since V2+
O and V1+

O are more
stable, we must consider these charge states and examine
whether they will give rise to FM.

Furthermore, there is an often adopted, but unproven,
rule related to this topic, namely that scientists often
assume that an unpaired electron, e.g., in systems with
an odd number of electrons in one unit cell, should have
magnetism, since the odd number of electrons tends to
create an unbalanced occupation between spin-up and
spin-down states. According to this rule, oxygen vacancy
V1+

O with a charge state of q = 1+ has an unpaired elec-
tron and is expected to be magnetic. However, as will be
shown below, this turns out to be incorrect.

Third, there is little understanding on what tempera-
ture range the vacancy-induced ferromagnetism may sur-
vive. The temperature range of FM existence is partic-
ularly relevant, since currently there is strong interest
in pursuing FM, FE, and multiferroic that can work at
room temperature. Furthermore, since different vacancy
species introduce different interactions, it will be inter-
esting to investigate how the temperature range of FM
may differ (or resemble) for different vacancy species.

Finally, another important issue concerns how the in-
duced magnetic spin density is distributed in the neigh-
borhood of vacancy. Is the spin density very localized or
rather extended? As pointed out by Moryia, there are
two different descriptions of ferromagnetism: the local
moment theory and the itinerant electron theory.52 In

the former, magnetism is caused by magnetic moments
of localized electrons, where electrons are tightly bound
to the nearest atoms, and the exchange interaction be-
tween electrons, with the help of Pauli’s exclusion prin-
ciple, causes the magnetic moments at different atoms
to align or anti-align, forming an order-disorder type of
phase transition. The exchange interaction may include
direct exchange, superexchange, RKKY, and Zener dou-
ble exchange.53 In the itinerant electron theory, mag-
netism is initiated by the spin polarization of delocal-
ized electrons, due to itinerant exchange. Although the
spin polarization forces some electrons to occupy higher
single-particle Kohn-Sham orbitals (thus costing energy),
it nevertheless can reduce the Coulomb repulsive inter-
action among electrons of different spins (thus gaining
energy). When the energy gain is larger than the energy
cost (i.e., the Stoner criterion54), magnetization occurs.
For vacancy-induced magnetism, it is not clear whether
the magnetic moment is localized near the vacancy, or is
spread over a considerable space region.

Considering the importance of the vacancy-induced
FM, and furthermore, considering that there are criti-
cal issues that are unsettled, more studies are obviously
needed to obtain better physics and understanding. The
purpose of this paper is three-fold: (i) to determine what
charge states of different vacancy species can induce FM
in bulk BaTiO3; (ii) to reveal the origin of the vacancy-
induced FM and the nature of the spin-polarized mag-
netic moments; (iii) to find the temperature range within
which the induced FM can sustain.

We show in this study that the charge state of va-
cancy is critical in terms of determining whether FM ex-
ists or not. For instance, while V0

O is FM, V1+
O is not.

The result highlights that we must consider specifically
the charge state in order to obtain correct understand-
ing of vacancy-induced FM. Our calculation also demon-
strates that the rule of judging magnetism by counting
the number of electrons is unjustified when it comes to
the vacancy-induced FM in FEs. Furthermore, we reveal
the origin of vacancy-induced FM in BaTiO3, showing
that the spin density is markedly spread in BaTiO3, and
vacancy-induced FM in this solid is better described by
itinerant theory. Magnetism of V0

O is caused by the spin-
polarization of itinerant electrons at Ti 3d orbitals, and in
contrast, magnetism of V3−

Ti originates from the the itin-
erant holes at O 2p orbitals. Moreover, the temperature
range which magnetic moment can sustain is predicted
to be drastically different for different vacancies. FM in-
duced by V3−

Ti is shown to be able to survive at room
temperature, which is promising for potential spintronic
or multiferroic applications.

It may be worth pointing out that, although studies on
magnetism in another material PbTiO3 exist,

55–57 the re-
sults of PbTiO3, however, cannot be directly applied to
BaTiO3, due to rather drastic differences between two
materials. In PbTiO3, there are strong Pb-O hybridiza-
tion, large c/a ratio, dissimilar Ti-O bonds (all of which
do not exist in BaTiO3). The strong Pb-O hybridiza-
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tion in PbTiO3 reveals that the interaction between A-
site atoms and O atoms are different in PbTiO3 and in
BaTiO3. Meanwhile, the large c/a ratio in PbTiO3 indi-
cates that the Ti-O interaction is also substantially dif-
ferent in two solids. These profound differences make
the vacancy properties in these two solids very different.
Furthermore, currently there is a strong interest in Pb-
free ferroelectrics. BaTiO3 is an important Pb-free ma-
terial with strong ferroelectricity. The ferromagnetism in
BaTiO3 is thus more important than in PbTO3.
Indeed we find many new results (including the ori-

gin of magnetism), regarding the ferromagnetism (FM)
in BaTiO3 as compared to PbTiO3. More specifically,
we find that (i) the charge states that possess FM could
be very different in BaTiO3 and in PbTiO3. For in-
stance, V0

O1 is found in this study to be ferromagnetic
in BaTiO3, but V

0
O1 was reported56 to be non-magnetic

(NM) in PbTiO3. Further, V0
Ba is FM in BaTiO3, but

V0
Pb is56 NM in PbTiO3, etc. These dissimilar behaviors

manifest the differences in atomic interaction and chem-
ical bonding of two materials. (ii) Our study shows that
the spin density of magnetization ∆ρ(r) = ρ↑(r) − ρ↓(r)
is highly delocalized and spreads over the entire solid in
BaTiO3, revealing that the origin of magnetism is itin-
erant. However, and in contrast, ∆ρ(r) in PbTiO3 was
shown55 to be very localized, and is nonzero only in the
nearest neighbor of the vacancy, showing that magnetism
in PbTiO3 originates from localized moments. (iii) The
temperature dependence of magnetism is one key sub-
ject in our study, and we find that FM of V3−

Ti can sur-
vive above room temperature. The subject has not been
addressed previously in PbTiO3.

55–57

The paper is organized as follows. In Sec. II we de-
scribe the details of the computational methods. We
then present in Sec. III the calculation results and rel-
evant discussions. In Sec. IV, a summary is given to
conclude the paper. In Appendix, the vacancy formation
energy is calculated and the relevant growth condition
for a chosen vacancy to occur in BaTiO3 is discussed.

II. THEORETICAL METHODS

We use spin-polarized density functional theory
(SDFT) within the local spin density approxima-
tion (LSDA) to determine total energies, forces,
and structural optimizations.58,59 Unconstrained SDFT
calculations—as well as constrained SDFT calculations
with fixed spin moment60—are performed, depending
on what is necessary. In unconstrained SDFT calcula-
tions, the total magnetic moment of the system is al-
lowed to vary (i.e., unconstrained) during the charge self-
consistent calculations, and a converged solution yields
an optimized magnetic moment for a given atomic con-
figuration. While unconstrained SDFT calculations are
powerful to search for the ground state of the electron
system with optimal magnetic moment, it does not di-
rectly produce the insight regarding the energy profile

corresponding to different magnetic moments. This in-
sight can be obtained by constrained SDFT calculations,
in which the total magnetic moment |M| is fixed during
the charge self-consistent calculation, and then in a sepa-
rate step, |M| is varied in order to find the total energies
corresponding to different total magnetic moments.60 All
calculations in this study were performed using Quantum
Espresso.61

We use the Troullier-Martins type62 of norm-
conserving pseudopotentials to describe the interaction
between core electrons and valence electrons, with Ti 3s
and 3p semicore states treated as valence states in or-
der to improve accuracy and transferability.63 Our pseu-
dopotentials yield for bulk BaTiO3 the correct energetics
for different phases as well as a good bulk phonon dis-
persion. Furthermore, the theoretical strain-induced fre-
quency shifts of non-soft phonon modes are in excellent
agreement with experiments.64 A large energy cutoff of
80 Ryd is used for all supercell calculations with vacan-
cies, which provides sufficient convergence.

Our previous studies have shown that different ferro-
electric phases in BaTiO3 have negligible effects on the
vacancy-induced properties such as vacancy formation
energy and electronic structure,65 since the c/a tetrago-
nality is very small in BaTiO3. Here we choose to study
the tetragonal (P4mm) structure of BaTiO3. Our cal-
culated bulk BaTiO3 with tetragonal symmetry has a
in-plane lattice constant a = 3.928Å and a c/a ratio of
1.007, which are close to the values from other calcula-
tions (such as a = 3.945Å and c/a=1.009 in Ref.66), and
are also comparable, within a typical LDA error, to the
experimental values67 (a = 3.9945Å and c/a = 1.0098).

To simulate vacancies in BaTiO3, we use 3×3×3 su-
percells with 135 atoms in order to reduce the interaction
among vacancies, and one vacancy is placed at the cen-
ter of each supercell. The 3×3×3 supercell is sufficient
and gives converged results. As a standard approach to
study charged vacancies, a uniform jellium charge is uti-
lized to avoid the Coulomb divergence for charged pe-
riodic systems.45,46 Contribution by the uniform jellium
charge to the total energy was shown in Ref.50. To han-
dle the possible occurrence of partially occupied defect
states introduced by vacancies, a smearing technique of
Marzari and Vanderbilt was used.68 A k-point grid of
4×4×4 Monkhorst-Pack sampling is used,69 which is well
converged considering that we are using a large supercell
for vacancy calculations. For each vacancy species and
each charge state considered in this study, atomic posi-
tions are fully relaxed before other properties are inves-
tigated. The force tolerance for optimization of atomic
positions is 10−4 Ryd/Bohr.
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III. RESULTS AND DISCUSSIONS

A. Dependence of magnetism on charge state

The stability of a magnetic state to be caused by va-
cancies is determined by calculating the energy difference
∆E = EGS−ENM between the total energy of the ground
state, EGS, and that of the non-magnetic state, ENM. For
each charge state of each vacancy species, we have per-
formed independently two sets of calculations: structural
optimization using unconstrained spin-polarized calcula-
tions (which yields the ground state, its energy EGS,
and optimal magnetic moment |M|), and structural opti-
mization using spin non-polarized calculations (which will
yield only a non-magnetic state and its energy ENM). De-
pending on the magnitude |M| of magnetic moment and
the sign of ∆E, three types of ground states can be deter-
mined: (a) If |M| 6= 0, the ground state of the system is
ferromagnetic. Meanwhile, ∆E should be negative since
the non-magnetic state is not the ground state and should
thus have a higher energy. (b) If |M| = 0 and ∆E < 0,
the ground state is antiferromagnetic (AFM), for the sys-
tem has zero magnetic moment but non-magnetic state
is not the ground state. (c) If |M| = 0 and ∆E = 0, the
ground state of the system is non-magnetic.
We have computed the energy difference ∆E and the

optimal magnitude |M| of magnetic moment for different
vacancy species and different charge states in BaTiO3,
and results are given in Table I. In tetragonal BaTiO3,
there are two inequivalent oxygen sites by symmetry, and
to distinguish them, we use O1 to denote an oxygen atom
at the apex of an oxygen octahedron, and O2 to denote
an oxygen atom on a TiO2 base plane. Table I includes
the results for both Vq

O1 and Vq
O2 vacancies.

Table I reveals the following key outcomes: (i) Va-
cancies V0

O1, V
0
O2, V

q
Ti (q = 0, 1−, 2−, 3−), and V0

Ba all
have non-zero optimal magnetic moment |M| (see the
fourth column of Table I), thus possessing a ferromag-
netic ground state. Furthermore, for these vacancies, ∆E
is indeed negative as it should be. Note that the above
vacancies with non-zero |M| include Ba vacancies (V0

Ba),
Ti vacancies (Vq

Ti), and O vacancies (V0
O1 and V0

O2). Our
calculations thus predict that all three vacancy species
are able to induce ferromagnetism in BaTiO3. (ii) V3−

Ti -
induced FM state is found to be very stable with re-
spect to the non-magnetic state, with an energy differ-
ence ∆E = −6.9 meV and a large magnetic moment of
1.0µB per vacancy. Other charge states of the same Ti
vacancy species, such as V2−

Ti , V
1−
Ti , and V0

Ti in Table I,
have even larger magnetic moments. In contrast, the
magnetic moments of V0

O1 or V0
O2 is considerably less,

with only 0.25µB per vacancy and with ∆E=-0.5 meV.
We thus see that ferromagnetism caused by different va-
cancies behaves markedly different. (iii) No vacancies in
Table I have simultaneously a zero magnetic moment and
a negative ∆E, which is required by the antiferromag-
netism. AFM is thus found not stable in BaTiO3 with
vacancies. In fact, we have performed additional calcu-

lations to investigated the possibility of the AFM state,
by using different initial AFM configurations in the un-
constrained searching. After optimization, the system
always relaxes to either ferromagnetic or non-magnetic
state, and we did not find that AFM is stable.

It is known that a system might be stuck at a
metastable state in unconstrained spin-polarized DFT
calculations, and then there is risk that the obtained so-
lution is not the true ground state. To further ensure
that the magnetic states found in Table I are indeed the
ground state, rather than a metastable state, we have
performed for each vacancy and each charge state a sep-
arate set of calculations using the constrained-moment
approach60, in which the structural optimization is first
carried out within a subspace of a fixed total magnetic
moment |M|, and then |M| is varied to cover the full
degrees of freedom. The results of constrained-moment
calculations are shown in Fig.1 for the two vacancies with
small ∆E—V0

O1 and V0
Ba; these two vacancies thus re-

quire more caution in identifying their ground states.
Fig.1(a) shows that the energy minimum for V0

O1 is lo-
cated at |M| = 0.25µB, in excellent agreement with the
result in Table I obtained from the unconstrained opti-
mization. Interestingly, for V0

Ba in Fig.1(b), there are two
local energy minima, one at |M| = 0.25µB and the other
at |M| = 1.0µB. The latter is the global minimum by
having a slightly lower energy, again agreeing well with
the result in Table I. Our constrained-moment calcula-
tions thus confirm that the magnetic states in Table I are
indeed the ground state.

Obviously different vacancies occur in solid under dif-
ferent growth conditions. To evaluate under what condi-
tion vacancies V0

O1, V
0
O2, V

3−
Ti , V

2−
Ti , V

1−
Ti , V

0
Ti, and V0

Ba

(i.e., those vacancies that yield FM in Table I) may occur
in BaTiO3, we go one step further and have determined
the formation energies of various vacancies, again using
first-principles density functional calculations. The re-
sults are given in the Appendix. The calculation results
in the Appendix show that, under the oxygen-rich con-
dition, the formation energies of cation vacancies V0

Ba,

V3−
Ti , V

2−
Ti , V

1−
Ti , and V0

Ti are reasonably small (below 4
eV) when the chemical potential µe of the electron reser-
voir is below 1eV. Therefore, V0

Ba, V
3−
Ti , V

2−
Ti , V

1−
Ti , and

V0
Ti are likely to occur in BaTiO3 under the O-rich con-

dition. Meanwhile, the Appendix also shows that, under
the oxygen-poor condition, the formation energy of V0

O1

is merely 1.33 eV, which is small. V0
O1 is thus highly

possible under the O-poor condition.

Our theoretical results are consistent with available
experimental observations. In experiment, oxygen de-
ficient BaTiO3 thin films were prepared by pulsed laser
deposition, and magnetic hysteresis loops were clearly
observed,40 revealing the existence of ferromagnetism in
BaTiO3 with oxygen vacancies. Furthermore, when sam-
ples were annealed in 1 atm of oxygen (to remove oxygen
vacancies), the magnetism disappears.40 This is consis-
tent with, and can be explained by, our theoretical result
that V0

O is able to induce ferromagnetism.
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Here it worths pointing out that not every BaTiO3

sample with oxygen deficiency exhibits magnetism. Ac-
cording to our theory, two conditions are needed in order
for oxygen vacancies Vq

O to be magnetic: (i) An oxygen
poor condition is needed so that the formation energy of
Vq

O is low and oxygen vacancies can exist (as shown in the
Appendix); (ii) The charge state q of Vq

O need be neutral,
since only neutral V0

O is magnetic according to our cal-
culation results in Table I. Condition (ii) means that V0

O

need be more stable than V1+
O and V2+

O , which indicates
that the chemical potential µe of the electron reservoir
shall be near the conduction band minimum (CBM) (see
the Appendix for details). As a result, not every BaTiO3

with oxygen deficiency exhibits magnetism.

Our finding that all three vacancy species can induce
ferromagnetism in BaTiO3 is of important relevance.
First, the result reveals that ferromagnetism can occur
under either oxygen-rich or oxygen-poor condition. Un-
der oxygen-rich condition, V0

Ba or Vq
Ti vacancies are the

possible cause of FM, since these vacancies are most likely
to occur when oxygen is rich. Under oxygen-poor condi-
tion, V0

O1 or V0
O2 vacancies are the possible cause. The

finding may also allow scientists to tune the growth con-
dition and generate deliberately a certain species of va-
cancies so that magnetism induced by different vacancy
species can be studied and contrasted. Furthermore, in
experiments, VO is commonly assumed to be the cause
of induced magnetism40,41. This need be taken with cau-
tion according to our calculations. For instance, if FM is
caused by V3−

Ti , assuming that it is caused by V0
O will lead

to an incorrect understanding of the origin of magnetism.

Besides the above results, our study also provides other
pivotal knowledge. As a matter of fact, three interest-
ing and generally applicable observations can be made
from Table I: (1) The induced magnetism depends crit-
ically on the charge state of the vacancy. For instance,
Vq

O1 can induce magnetism only when q=0, and in con-

trast, V2+
O1 and V1+

O1 are non-magnetic (Table I). This
marked dependence of magnetism on q is even more dra-
matic for Ti vaccancies. For Vq

Ti, the magnetic moment
varies drastically for different charge states q, ranging
from |M|=1.0µB at q=3- to |M|=3.50µB at q=0. The
sensitive dependence of vacancy-induced magnetism on
the charge state clearly demonstrates that one must ex-
amine different charge states in order to obtain a better
and complete understanding of the topic.

(2) We notice that V1+
O1, V

1+
O2, and V1−

Ba all have an odd
number of electrons per supercell. According to conven-
tional wisdom, systems with an odd number of electrons
tend to be spin-polarized, since spin-up and spin-down
electrons are unbalanced. Our first-principles results in
Table I show that this is not true for vacancy-induced
magnetism: V1+

O1, V1+
O2, and V1−

Ba turn out to be non-
magnetic. The results also tell that, for a given charge
state, one should not rely on counting the number of
electrons to determine whether or not magnetism exists.

(3) Interestingly, the nominal charge states of three va-
cancy species (i.e., V2−

Ba , V
4−
Ti , and V2+

O in Table I) do not

induce magnetism. Here, the nominal charge state means
that the vacancy carries a charge q which is opposite to
what an ion of the same species would carry in a perfect
solid. For instance, in perfect bulk BaTiO3, an O ion car-
ries a charge amount of 2-, with two additional electrons
transferred from the neighboring cations. By definition,
the nominal charge state of VO will be 2+. The nominal
charge state is important since it is the state commonly
anticipated to occur for a given vacancy species. Con-
sider an oxygen vacancy as an example. When we create
an oxygen vacancy by taking one O atom out of the bulk
solid (this O atom is to be called “Oout”) and placing
Oout into the oxygen atomic reservoir, the two additional
electrons of Oout (which are transferred from neighboring
cations) have a tendency to follow Oout because it is ener-
getically favorable for these two electrons to be bound to
Oout due to the strong electronegativity of oxygen. This
will lead to the solid carrying an opposite q=2+ charge
state (i.e., V2+

O ). Therefore, the nominal charge state of

an oxygen vacancy is V2+
O . Similarly, the nominal charge

state is V2−
Ba for Ba vacancies, and V4−

Ti for Ti vacancies.

The finding that the nominal charge state is non-
magnetic is intriguing, which is difficult to explain. Here
we try to provide an intuitive explanation within a tight-
binding model. We recognize that this is only an ap-
proximate model, but it will not affect our overall con-
clusion. In perfect bulk BaTiO3, atomic orbitals of each
ion can be approximately treated as closed-shell, i.e., ei-
ther fully occupied or fully empty, due to strong charge
transfer in this solid. Now, in BaTiO3 with V2+

O , since
the two additional electrons surrounding the Oout atom
are taken out of the solid, the atomic-orbit shells of the
neighboring Ti and Ba atoms next to Oout remain closed-
shell, which bears an interesting resemblance to the per-
fect solid and thus leaves no charge for spin polarization
(therefore |M|=0).

We have further examined whether our conclusions
about the existence of magnetism are to be altered if the
LDA band gap is corrected by, e.g., more accurate density
functional. Ideally one would prefer to perform calcula-
tions using the Heyd-Scuseria-Ernzerhof (HSE) screened
hybrid functional,70 which yields in general correct band
gaps for various solids. It turns out that HSE hybrid-
functional calculations for large supercells of 135 atoms
are prohibitively time consuming. We thus decide to per-
form LDA+U calculations with different U to achieve cor-
rect band gaps, and to investigate how magnetic moment
|M| may be affected. The on-site Coulomb interaction U
is added on Ti atoms. Here we will mainly consider V0

O1

and V3−
Ti , since the former is the key vacancy that gener-

ates magnetism under O-poor condition, and the latter is
the key vacancy that generates magnetism under O-rich
condition. We find that, for V0

O1, the calculated mag-
netic moment |M| is 0.25, 0.5, 1.5 µB for U=0, 3, 6 eV,
respectively. For V3−

Ti , |M| is obtained as 1.00, 0.93, 0.56
µB for U=0, 3, 6 eV, respectively. U values between 3eV
and 6eV have been used in the literature for perovskite
oxides,71,72 which produce theoretical band gaps similar
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to the experiment values. We see that, at U=6eV, both
V0

O1 and V3−
Ti are still ferromagnetic, and our conclusions

thus largely remain.
We have also examined how different theories (LDA, or

LDA+U with different U) may affect the defect levels of
V0

O1 in BaTiO3. Previously it was reported that, in an-
other perovskite SrTiO3, the defect levels of neutral oxy-
gen vacancies are rather complex, depending sensitively
on what theory (LDA or LDA+U) is used.73 We find
that the results in BaTiO3 bear some similarity to those
in SrTiO3, but also show difference. Within LDA, the
defect states of V0

O1 in BaTiO3 are found to be located
inside the conduction band (i.e, forming a band reso-
nance), much like73 SrTiO3. When LDA+U is employed,
our calculations reveal that, for small U (e.g., U=3 eV),
the defect states of V0

O1 are still resonant within the con-
duction band. As U is increased to 6 eV (which is a
typical value used in the literature for Ti atoms), a de-
fect state appears inside the band gap. However, unlike
SrTiO3 where the defect state is a deep level (∼0.7 eV
below the conduction-band edge73), the defect state of
V0

O1 in BaTiO3 is rather shallow and located about 0.20
eV below the conduction-band edge.
The difference between SrTiO3 and BaTiO3 in terms

of their sensitivity of defect levels to the U value may
be explained to some extent by the fact that SrTiO3 is
an incipient ferroelectric (namely this material is on the
edge of becoming ferroelectric, but is not yet ferroelec-
tric). As an incipient ferroelectric near the paraelectric-
ferroelectric phase boundary, SrTiO3 has an exception-
ally large low-temperature dielectric constant (on the or-
der of 104 depending on orientation), and its structural
properties were shown in Ref.72 to be sensitive to U since
different U values lead to very different dielectric screen-
ing. Therefore, for SrTiO3, LDA+U with large U gives
rise to large changes in atomic relaxation and defect lev-
els. In contrast, BaTiO3 is a ferroelectric (i.e., this solid
is away from the paraelectric-ferroelectric phase bound-
ary), and its dielectric screening is less sensitive to U than
SrTiO3. As a result, the defect level of V0

O1 in BaTiO3

undergoes a smaller change even at large U, leading to a
shallow defect state within the band gap.

B. Origin of ferromagnetism

The result in Sec.IIIA that both cation vacancies (VBa,
VTi) and anion vacancies (VO1,VO2) can induce FM in
BaTiO3 is rather remarkable, since, according to the the-
ory of semiconductor physics,74 these two types of vacan-
cies should have very different electronic properties. It
is thus interesting to understand what cause the mag-
netisms for cation vacancies and for anion vacancies. Do
they come from the same mechanism? What difference
may exist between cation-induced FM and anion-induced
FM? We next attempt to provide the origin of magnetism
from two different aspects: one is from the energy space,
and the other from the spin density in real space.

We begin with the energy space by examining the spin-
resolved densities of states (DOS) near the Fermi level
EF , which are plotted in Fig.2 for those vacancies that
are able to induce magnetism. For non-magnetic V2−

Ba ,

V4−
Ti , and V2+

O1, the calculated spin-up and spin-down
DOS components (not shown) are identical, resulting in
a vanishing magnetic moment.

For cation vacancies V3−
Ti , V

2−
Ti , and V0

Ba, Fig.2(b)-(d)
show that (i) the Fermi levels (EF ) are located inside
the valence states, revealing that for these vacancies we
are dealing with acceptors where carriers are holes. (ii)
By focusing on the valence states, it is evident that the
spin-up and spin-down DOS components are asymmet-
ric, with spin-up component subject to an observable
downshift toward lower energies compared to the spin-
down component [see, e.g., Fig.2(b)]. In other words, the
valence states are clearly spin polarized. (iii) However,
and interestingly, this is not the case for the conduction
states, in which the up and down DOS components re-
main nearly identical [again, see Fig.2(b)]. We thus find
that, for V0

Ba, V
2−
Ti , and V3−

Ti vacancies, the spin polar-
ization occurs mainly to the valence states, but not to
the conduction states. The results (i)-(iii) demonstrate
that ferromagnetism induced by the cation vacancies is
caused by the spin polarization of holes.

However, for anion vacancy V0
O, Fig.2(a) shows drasti-

cally different behaviors. For V0
O1, EF is now located in-

side the conduction states. Therefore, with V0
O vacancies

we are dealing with a donor with electrons being the car-
riers, unlike cation vacancies. Furthermore, in Fig.2(a),
the conduction states are spin polarized while the valence
states are nearly not, revealing that FM induced by V0

O

is caused by the spin polarization of electrons. Also in-
terestingly, note in Fig.2(a) that, for conduction states,
the energy shift of the spin-up DOS component with re-
spect to the spin-down component is barely perceptible,
and is much smaller compared to the energy shift of the
valence states in Fig.2(b). This explains why V3−

Ti has
a lower ∆E = EGS − ENM and thus stronger magnetic
instability than V0

O1 in Table I.

The finding in Fig.2—that FM is caused by spin po-
larization of holes for cation vacancies, but by spin po-
larization of electrons for anion vacancies—could be very
helpful in engineering FM in FEs. Note that, in Fig.2(b)
for cation vacancies, when energy E is decreased from
EF , the DOS of valence states increases substantially. It
suggests that, if holes are doped into BaTiO3 with cation
vacancies so that EF is pushed down, there will be more
valence states near EF that are spin-polarized, by using
first-order perturbation theory that the electron states
are largely unchanged by doping except EF is moved.
Therefore |M| will increase after hole doping. This in-
triguing observation is indeed confirmed by our calcula-
tion results on V2−

Ti . Compared to V3−
Ti , V

2−
Ti has a less

negative charge (thus is doped with hole), and the first-
principles calculations in Table I show that V2−

Ti indeed
has a larger magnetization, consistent with the above ar-
gument. Similarly, it is easy to understand that for anion
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vacancies VO, doping with electrons will likely increase
the magnetization.

We now investigate another key issue concerning
whether magnetism induced by vacancies is localized or
delocalized, so that more microscopic insight responsible
for the magnetism can be obtained. For this purpose, we
study the real-space spin density ∆ρ(r) = ρ↑(r) − ρ↓(r),
which is depicted in Fig.3(a)-(d). The contours in Fig.3
are on a XZ plane that cuts through the vacancy; a
XZ plane is parallel to an ac plane in tetragonal bulk
BaTiO3. A plane cutting through the vacancy is cho-
sen so we can examine the spin density ∆ρ(r) near the
vacancy.

For V0
O1, two important conclusions can be obtained

from Fig. 3(a). First, the spin density is distributed
mainly on the Ti atoms, and exhibits a shape of t2g or-
bital, showing that magnetization is contributed by the
unbalanced spin-up and spin-down occupations on the
Ti t2g orbitals. This can be explained by the fact that

V0
O1 has two excessive electrons compared to V2+

O1, and
these additional electrons must be placed on the low-
energy conduction states that are mainly Ti 3d orbitals,
thereby leading to the shape of the spin-polarized den-
sity in Fig 3(a). Second, and rather remarkably, the spin
density in Fig.3(a) is spreading over the entire supercell.
In other words, our calculations show that ∆ρ(r) is not
localized near the vacancy. The delocalized nature of the
spin density reveals an important conclusion, that is, the
V0

O-induced ferromagnetism in BaTiO3 is due to itiner-
ant electrons.

Interesting differences arise when we examine cation
vacancies (V3−

Ti , V2−
Ti , and V0

Ba). For these cation va-
cancies, Fig.3(b)-(d) reveal: (i) The spin polarization
occurs on the O atoms, unlike anion vacancies where
∆ρ(r) is on the Ti sites. (ii) The shape of ∆ρ(r) at
the O sites manifests that it is mainly the O 2p orbitals
that are spin-polarized (see, e.g., Fig.3b). This can be
easily understood if we begin with the nominal charge
state such as V4−

Ti (or V2−
Ba ), in which the valence orbitals

of all atoms (including the O 2p orbitals near vacancy)
are close-shelled as described in Sec.IIIA. Now with the
charge state V3−

Ti (or V0
Ba), less electrons exist in the

system compared to V4−
Ti (or V2−

Ba , respectively), thereby
creating holes near the top of valence bands which mainly
comprise of the 2p states of the O atoms. This explains
why the spin density in Fig.3(b)-(d) is mainly at O sites
with 2p-like shape. It also highlights the conceptual im-
portance of the nominal charge state in terms of un-
derstanding the magnetic behaviors of vacancy-induced
magnetism. (iii) Similar to anion vacancies, ∆ρ(r) of
cation vacancies also spreads out in the supercell.

Our results in Fig.3 shed new light on the vacancy-
induced magnetism. According to our calculations, the
spin density ∆ρ(r) is widespread in real space. This is
in sharp difference from the previous knowledge49,55 re-
ported in the literature. Previously the spin density in-
duced by an oxygen vacancy in PbTiO3 was determined,
and ∆ρ(r) was found to be very localized, which is dis-

tributed within the nearest neighbor of the vacancy.49,55

These previous studies showed that vacancy-induced
magnetism originates from highly localized magnetic mo-
ments. In contrast, our calculations show that the spin
density induced by VO in BaTiO3 is delocalized, and
spreads as far as the fifth neighbors of the vacancy
(Fig.3a), which demonstrates a different origin of mag-
netism, namely the magnetism stems from itinerant elec-
trons. One possible reason for this discrepancy is the
size of supercell: a 2 × 2 × 2 supercell was used49,55 for
PbTiO3. We find that a 3 × 3 × 3 supercell is needed
in order to obtain the correct spreading of ∆ρ(r). We
have performed calculations using a 2 × 2 × 2 supercell,
and found that ∆ρ(r) is rather localized, similar to that
obtained in Ref.55.
Combining the results in Fig.2 and Fig.3, we thus see

that the magnetism of oxygen vacancies originates from
the spin polarization of the itinerant electrons at Ti t2g
orbitals. The itinerant theory of magnetism also applies
to the cation vacancies in BaTiO3, but we need to think
in term of the delocalized holes. More specifically, fer-
romagnetism of V3−

Ti , V
2−
Ti , and V0

Ba is attributed to the
spin polarization of itinerant holes at O 2p orbitals.

C. Temperature range for magnetism

The temperature range that ferromagnetism can sus-
tain is important in terms of potential technological ap-
plications. For instance, ferromagnetism existing at room
temperature or even higher is desirable for magnetic and
spintronics devices, so that the energy-costing process
of cooling is not needed. Different vacancy species gen-
erate very different local interactions, which leads to a
new balance of various interactions around the defect. It
is thus interesting to investigate which vacancy-induced
magnetic moment may sustain high temperatures. For
this purpose, ideally one would prefer to perform finite-
temperature DFT calculations, which is computationally
prohibitive for large supercells. However, considering
that the temperature range of magnetism is an impor-
tant quantity, even a less accurate evaluation will be very
useful. Here, we decide to use a tractable and effective
approach to determine the temperature range that mag-
netism can survive. Since magnetism induced by vacan-
cies in BaTiO3 has an itinerant origin, the main effect
of temperature is to change the population of electron
states. We thus vary the smearing width σ in the cal-
culations of spin-polarized band structure and magnetic
moment, to mimic the effect of temperature. The ob-
tained magnetic moments are shown in Fig.4 as a func-
tion of smearing width σ for V0

O1, V
3−
Ti , and V0

Ba.
One general observation, which is applicable to all

three vacancies, can be made by examining the three
|M| ∼ σ lineshapes in Fig.4(a)-(c). That is, the mag-
netic moment saturates at low σ, then starts to decline,
and eventually vanishes at high σ. This general behav-
ior is no accident, and can be intuitively explained us-
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ing a simple two-level system that is to be occupied by
one electron. The two levels are separated by an en-
ergy difference ∆ due to spin polarization. According
to the Fermi-Dirac distribution, when thermal excitation
energy (kBT ) is much smaller than the energy separation
∆ (i.e., kBT << ∆), only one level is occupied, leading to
spin polarization and a nonzero magnetic moment. This
explains the saturated magnetization at low σ (i.e., the
low-temperature limit) in Fig.4. On the other hand, in
the high-temperatures limit which satisfies kBT >> ∆,
thermal excitation will make both levels occupied, re-
sulting in a diminished magnetic moment and a spin non-
polarized system. It explains why |M| disappears at high
σ in Fig.4.

There are, however, important differences among the
three curves in Fig.4. In Fig.4(a) for V0

O1, we see that |M|
vanishes when σ is above 10 meV; this critical σ value
is to be denoted as σc. In other words, above σc=10
meV (which corresponds to a temperature of ∼120K),
the magnetic moment of V0

O1 becomes virtually null.
Now compare the critical σc value of V0

O1 (Fig.4a) with

that of V3−
Ti (Fig.4b) and of V0

Ba (Fig.4c), and we find
that σc drastically differs for different vacancies. More
specifically, ferromagnetism of V3−

Ti can exist at consid-
erably larger σ, up to σc=113 meV, indicating that FM
of Ti vacancies sustains at a much higher temperature
(∼1300 K). The magnetism caused by Ti vacancies is thus
promising for room-temperature magnetic and spintronic
applications. For V0

Ba, Fig.4(c) shows that its magnetism
can survive up to ∼370 K. Our study thus predicts that
the temperature range of magnetism depends critically
on which vacancy species is created.

Based on our theoretical result that V3−
Ti vacancies gen-

erate a much larger magnetic moment (1µB) than V0
O

(0.25µB), we suggest that preparing BaTiO3 in oxygen-
rich environment (so that V3−

Ti vacancies may occur) may
produce an even stronger ferromagnetism. Moreover, the
ferromagnetism of V3−

Ti may exist at and above the room
temperature, which is attractive for spintronic and mul-
tiferroic devices.

We further numerically find that the lineshapes of the
three |M|-vs-σ curves in Fig.4 can be universally de-

scribed by an analytic formula |M| = |M|0
1+e(σ−σ0)/d , where

|M|0 is the saturated magnetic moment at low tempera-
ture, σ0 is the characteristic transition point where |M|
decreases to half of the saturated |M|0 value, and d is the
width. A larger σ0 indicates a higher temperature which
magnetism can sustain. Analytic fitting of the above for-
mula to the direct calculation results produces |M|0, σ0,
and d to be respectively 0.25µB, 7.46 meV, and 0.84 meV
for V0

O1; 1.0µB, 83.7 meV, and 9.68 meV for V3−
Ti ; and

1.0µB, 23.1 meV, and 2.03 meV for V0
Ba. The saturated

|M|0 values agree well with the direct first-principles re-
sults in Table I. The σ0 value of V3−

Ti is large, consistent
with the fact that its magnetism can sustain at high tem-
perature.

IV. SUMMARY

Magnetism caused by native vacancies in ferroelectric
BaTiO3 is a topic of fundamental interest, and was inves-
tigated here using first-principles density functional cal-
culations. We have examined various properties, includ-
ing which vacancy species may give rise to magnetism,
the influence of charge state on induced magnetic mo-
ment and on the energetics of magnetic instability, the
microscopic origin responsible for the emergence of mag-
netism, as well as the temperature range that magnetism
may sustain. The present study not only provides a
rather comprehensive understanding on vacancy-induced
magnetism in ferroelectrics, it also sheds new light on
several key issues that are previously unsettled. Fur-
thermore, this study yields some useful guide on how to
control the magnetism by selectively controlling which
vacancy to appear under a certain growth condition (see
Appendix). Our specific findings are summarized in the
following.
(i) Ferromagnetism in BaTiO3 can be induced by na-

tive vacancies V0
Ba, Vq

Ti (q = 3−, 2−, 1−, 0), and V0
O.

Our calculations show that these vacancies all possess a
significant nonzero ferromagnetic moment. The existence
of ferromagnetism is confirmed by unconstrained DFT
calculations as well as by constrained-moment calcula-
tions. This result reveals that, even under oxygen-rich
condition in which VO vacancies are unlikely to form,
it is still possible that FM may exist in BaTiO3, and
this FM will be caused by V0

Ba or by Vq
Ti. In fact, ac-

cording to our calculations, the magnetic moment and
magnetic instability are predicted to be very strong for
Vq

Ti vacancies when q is 3−, 2−, 1−, and 0. Furthermore,
antiferromagnetism is found not stable in BaTiO3.
(ii) The charge state of vacancy, which has been over-

looked in the existing studies on vacancy-induced mag-
netism, is found pivotal in terms of determining the sta-
bility of the FM phase and in determining the magnetic
moment of vacancy. We showed that V2+

O and V1+
O are

non-magnetic, whereas V0
O is FM. Also, the magnetic mo-

ments of V0
Ti and V3−

Ti , two different charge states of the
same vacancy species, are found to differ drastically; |M|
is 3.5µB for the former, but is much less (1.0µB) for the
latter. These results point to a conclusion that we must
consider different charge states when studying vacancy-
induced magnetism. Also interestingly, we found that the
nominal charge states is non-magnetic, and this general
rule is shown to be correct for all three vacancy species.
Moreover, our study demonstrates that the naive ap-
proach of judging vacancy-induced magnetism by count-
ing the number of electrons is unjustified.
(iii) We have investigated the origin of magnetism in

BaTiO3 from both the energy space and the real space.
The origin is shown to be different for cation-vacancies
induced FM and for anion-vacancies induced FM. Ferro-
magnetism induced by V0

O vacancies originates from the
spin polarization of itinerant electrons in the conduction
states. The spin density is predominately located at Ti
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t2g orbitals. Interestingly, the valence states are nearly
spin non-polarized for V0

O vacancies.

On the other hand, magnetism induced by V3−
Ti and

V0
Ba is caused by the spin polarization of itinerant holes,

and the spin density is mainly located at O 2p orbitals.
Based on the finding that FM of cation vacancies is
caused by itinerant holes, we further suggest that hole
doping can effectively increase the magnetic moment of
cation vacancies. This is indeed confirmed by our calcu-
lations when we contrast V2−

Ti with V3−
Ti . Compared to

V3−
Ti with |M|=1.0µB, V

2−
Ti has more hole in the system,

and its magnetic moment increases to |M|=1.52µB.
Moreover, for both cation and anion vacancies, we

found that the spin densities of vacancy-induced mag-
netism are spread, which is in difference from the previ-
ous studies where ∆ρ was localized near the vacancy.
(iv) The temperature range of ferromagnetism is shown

to differ drastically for different vacancy species. FM
of V0

O exists only at relatively low temperatures. But

magnetism of V3−
Ti can survive at very high tempera-

tures (∼1300K). FM of V3−
Ti is thus promising for room-

temperature magnetic and spintronic applications. We
further showed that the |M|-vs-σ lineshapes of all three
vacancy species in Fig.4 follow a universal analytic for-
mula.

V. APPENDIX

In this Appendix we investigate under what condition
vacancies V0

O1, V
0
O2, V

3−
Ti , V

2−
Ti , V

1−
Ti , V

0
Ti, or V0

Ba (i.e.,
those vacancies which cause FM in Table I) may occur
in BaTiO3. This knowledge may also be useful to exper-
imentalists on how one could control the magnetism by
selectively controlling which vacancy species to appear
in BaTiO3 solid, using the chemical potentials of atomic
reservoirs and the chemical potential of electron reser-
voir. Quantitatively, the concentration of vacancies Vq

X
is determined by the formation energy, which is defined
as45,46

∆H [Vq
X] = E(Vq

X) +
[

µX + E0
X

]

+ q
[

µe + ε0VBM +∆V
]

− E(ABO3) ,
(1)

where E(Vq
X) is the total energy per supercell of the de-

fective solid with vacancies Vq
X, E(ABO3) the total en-

ergy of a perfect solid, E0
X the total energy per atom of an

elemental solid of species X , ε0VBM the single-particle or-
bital energy of the valence band maximum (VBM) of the
perfect crystal, ∆V the difference in the average potential
between a perfect solid and the defective solid with Vq

X
vacancies. µX is the chemical potential of atomic reser-
voir of species X . According to the convention of defect
physics,45,46 E0

X of the elemental solid is used here as
the zero energy reference to define the chemical potential
µX . µe is the chemical potential of the electron reser-
voir with respect to the VBM of the defective solid. In
Eq.(1), the vacancy formation energy ∆H is controlled

by chemical potentials µX and µe, which can be varied in
experiments. The rational of Eq.(1) and how each term
is calculated using DFT were explained in Ref.50.

It is known45 that chemical potential µX must satisfy
thermodynamic constraints in order to avoid the forma-
tion of (unwanted) secondary phases [such as BaO and
TiO2 compounds or elemental solids] during growth. For
BaTiO3, the details of these thermodynamic constraints
were described in Ref.65. Here we recalculate these con-
straints using Quantum Espresso. The obtained con-
straints are -7.39 eV ≤ µBa + µO ≤ -5.70 eV; -12.13 eV
≤ µTi+2µO ≤ -10.44 eV; µBa ≤ 0; µTi ≤ 0; and µO ≤ 0.
These results are close to those in Ref.65; the latter were
obtained using a mixed-basis DFT code. For instance,
for a given µO, the energy width ∆ within which µTi can
vary is ∆ = 1.69 eV in the present calculation, in good
agreement with ∆ = 1.62 eV in Ref.65.

In experiments, the chemical potential (µO) of the oxy-
gen reservoir is often used to control the growth.44 Here
we simulate this experimental situation by allowing µO

to vary, and µBa and µTi are then determined by the
constraints accordingly using the middle point of each
thermodynamical range, namely µBa + µO = −6.545 eV
and µTi + 2µO = −11.285 eV. From the thermodynamic
constraints, we find that µO can vary within the range
µO ∈ [−5.7, 0] eV. We thus choose to consider two repre-
sentative values of µO: µO=0 (which corresponds to the
O-rich condition) and µO = −4 eV (which is near the
O-poor condition). At these two values of µO, the com-
puted formation energies of different vacancies are shown
in Fig.5.

Concentration N [Vq
X] of vacancies Vq

X in solid de-
pends on the formation energy ∆H [Vq

X] according to

N [Vq
X] = N0e

−∆H[Vq
X]/kBT , where N0 is the number of

atomic sites per unit volume. By measuring carrier con-
centration, the typical experimental value of VO concen-
tration was reported to be 8×1018 cm−3 in BaTiO3,

22,23

while higher concentrations can reach40,75 4.53 × 1021

cm−3. Using the typical experimental value of VO con-
centration, we estimate that the formation energy of this
vacancy is about 1 eV when sample is annealed at 1000 K.
This estimation suggests that vacancies are easy to form
when the vacancy formation energy is less than 1.5 eV.
When formation energy is between 1.5 to 4 eV, vacancies
are still likely to occur but with a decreased concentra-
tion. On the other hand, if formation energy is above 4
eV, vacancies are unlikely to form.

Fig.5 reveals the following: (i) Under the O-poor condi-
tion, and when µe is above 2 eV, V

0
O1 is the lowest-energy

charge state with a low formation energy of 1.33 eV [see
Fig.5(a)], and is thus easy to occur. As shown in Table I,
V0

O1 vacancies give rise to FM. (ii) Under the O-rich con-
dition, and when µe is below 1eV, the formation energies
of V4−

Ti , V
3−
Ti , and V2−

Ti are around 1.5eV and are quite
close to each other [see Fig.5(e)], and these vacancies are
thus likely to occur. Since V3−

Ti and V2−
Ti are ferromag-

netic with strong FM instability (Table I), Fig.5(e) thus
demonstrates that magnetism caused by Ti vacancies is
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certainly possible in BaTiO3. (iii) Under the O-rich con-
dition and when µe is less than 0.5eV in Fig.5(f), the
formation energy of V0

Ba is comparable to those of V1−
Ba

and V2−
Ba , and is around 2.8eV. Therefore V0

Ba is also pos-
sible in BaTiO3, and will cause ferromagnetism. We thus

conclude, based on quantitative calculations, that those
vacancy species which are FM (namely, V0

O1, V
3−
Ti , V

2−
Ti ,

and V0
Ba) are likely to occur when the chemical potentials

µO and µe are properly chosen.
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TABLE I: Energy difference ∆E = EGS − ENM per supercell
(the third column) and the magnitude |M| of optimal mag-
netic moment per supercell (the fourth column, in units of
µB), for different vacancy species and different charge states
in BaTiO3.

Vacancy charge q ∆E (meV) |M| (µB)

Vq

O1 0 -0.5 0.25

1+ 0.0 0.00

2+ 0.0 0.00

Vq

O2 0 -0.5 0.25

1+ 0.0 0.00

2+ 0.0 0.00

Vq

Ti 0 -20.5 3.50

1- -10.4 1.70

2- -17.2 1.52

3- -6.9 1.00

4- 0.0 0.00

Vq

Ba 0 -2.1 1.00

1- 0.0 0.00

2- 0.0 0.00
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strained magnetic-moment calculations, for (a) V0
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FIG. 2: (Color online) Spin-resolved density of states (DOS)
near the Fermi energy EF for the following vacancies: (a)
V0

O1, (b) V
3−
Ti , (c) V

2−
Ti , and (d) V0

Ba. Black and red lines are
spin-up and spin-down components, respectively; the spin-
down component is plotted as negative values. EF (the dotted
line) is chosen to be the zero reference for energy.
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