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The weathervane modes of the classical Heisenberg antiferromagnet on the kagomé lattice constitute possibly
the earliest and certainly the most celebrated example of a flat band of zero-energy excitations. Such modes
arise from the underconstraint that has since become a defining criterion of strong geometrical frustration. We
investigate the fate of this flat band when dipolar interactions are added. These change the nearest-neighbour
model fundamentally as they remove the Heisenberg spin-rotational symmetry while also introducing a long-
range component to the interaction. We explain how the modes continue to remain approximately dispersionless,
while being lifted to finite energy as well as being squeezed: they change their ellipticity described by the ratio of
the amplitudes of the canonically conjugate variables comprising them. This phenomenon provides interesting
connections between concepts such as constraint counting and self-screening underpinning the field of frustrated
magnetism. Moreover, this property is found to be remarkably stable to a wide range of additional interactions.

I. INTRODUCTION

One of the hallmarks of geometrical frustration in classi-
cal spin models is a large ground-state degeneracy. For dis-
crete Ising spins, this leads to a non-vanishing ‘ground-state
entropy’ such as Pauling’s entropy in spin ice1; for a review
see Ref. [2]. For continuous spins, the ground states form
a manifold of extensive dimensionality3,4. Continuous rear-
rangements of spins effecting moves between these degen-
erate ground-state configurations correspond to zero-energy
modes of the system. If such zero-energy modes are local, i.e.
involve only a finite number of spins, they are often referred to
as weathervane modes5–7. Their locality straightforwardly im-
plies their finite density and hence their number, resulting in
the existence of a flat zero-energy band in momentum space.
A typical setting for the appearance of such modes in clas-
sical spin models is provided by the locally underconstrained
nature of their spin interactions, whereby a mismatch between
the number of degrees of freedom and the number of ground
state constraints imposed by the Hamiltonian is extensive3,4.
As such, the existence of these local modes is not protected by
any symmetries and can be easily destroyed by perturbations
– e.g. next-nearest neighbour interactions – which typically
increase the number of constraints, rendering the formerly flat
zero-energy bands dispersive8. When such additional interac-
tions also break continuous symmetries of the Hamiltonian,
even the gapless nature of the excitation spectrum is no longer
guaranteed and an interesting phenomenon can arise: the for-
merly zero-energy bands can be lifted up to a finite energy
while remaining flat. One example of such behaviour has been
recently observed in the kagomé Heisenberg antiferromagnet
(KHAFM) with an additional out-of-plane Dzyaloshinskii-
Moriya (DM) interaction9 (albeit in this case another magnon
band remained gapless due to the remaining U(1) symmetry
of the Hamiltonian).

Many recent discussions have centred on flat bands in
fermionic systems due to the fact that, if partially occupied,
they provide a fertile ground for a variety of unconventional
orders (for reviews, see e.g. Refs. [10–12]). More exotic

flavours and settings—e.g. lattices for which all bands are
flat13, lattices with ‘higher-spin’ Weyl fermions14, or the cur-
rently very fashionable Floquet systems15—have also been
considered over the years. Even when not hosting any ex-
otic topological orders, such bands can nevertheless be re-
sponsible for unusual thermodynamic, dynamic and transport
properties. Interesting phenomena need not be restricted to
fermionic flat bands; their bosonic counterparts can be re-
sponsible for a variety of interesting phenomena such as mag-
netisation plateaux in frustrated magnets at high magnetic
fields16–19.

In this paper we report a simple example of a low-symmetry
system hosting a flat magnon band in the absence of any exter-
nal field: a large-spin KHAFM with additional dipolar spin–
spin interaction. The dipolar interaction breaks the SU(2)
symmetry of the Heisenberg Hamiltonian down to Z2 × Z2,
the largest subgroup consistent with the point group symmetry
of the kagomé lattice, and hence (unsurprisingly) completely
gaps the magnon spectrum. What is surprising is that the low-
est excitation band stays perfectly flat in the case of truncated
nearest-neighbour dipolar interactions and remains flat to a
very good approximation for the complete long-range case.
The energy of the flat band is proportional to

√
γ, where γ is

the strength of the dipolar term. While in the case of constraint
counting for the nearest-neighbour KHAFM, the flatness sim-
ply follows from the fact that the modes are pinned to zero
energy, its origin here is considerably less transparent.

Our central result is that the survival of flatness rests on two
ingredients. The first is that the canonical structure of the flat
modes comprises a pair of conjugate variables, both of which
have a flat momentum dependence, so that they can combine
into a flat band at a finite frequency. This double flatness is
a very peculiar feature of the kagomé magnet which, to the
best of our knowledge, has not yet been explicitly identified.
As the magnitude of the dipolar term is increased, the elliptic-
ity of the mode changes from zero for the Heisenberg weath-
ervane mode to a finite value, reminiscent to the physics of
squeezing in quantum optics, but with a concomitant change
in frequency for the modes here.
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For the case of truncated dipolar interactions with their
range limited to the nearest neighbours, we present an ex-
act analytical calculation illuminating the microscopic nature
of the modes comprising the flat band. The survival of the
flatness for the full long-range dipolar interaction requires the
second ingredient: both conjugate variables encode a mode
with vanishing net spin moment. This eliminates the long-
range (inverse cube) tails of the dipolar interaction with the
leading corrections now dominated by shorter range, higher
order terms in the multipole expansion. This is analogous to
the phenomenon of self-screening first noticed for Ising spins
in the context of dipolar spin ice20 and later explained in terms
of a projective equivalence21, with a simple picture provided
by a dumbbell model for the Ising spins22; our model provides
an example of such behaviour for continuous spins.

Furthermore, we show that the presence of a flat spin wave
mode is a rather generic feature of a large spin kagomé an-
tiferromagnet. This effect is found to survive the addition
of other interaction terms such as the Dzyaloshinskii–Moriya
or anisotropic terms (consistent with the symmetries of the
kagomé lattice) within an extended range of parameters.

We note that finite frequency flat bands have been ex-
perimentally observed in other frustrated spin systems with
dipolar interactions, such as gadolinium gallium garnet23; the
physics described here need not be limited to the kagomé lat-
tice.

II. 2D KAGOMÉ HEISENBERG ANTIFERROMAGNET

In this section, we briefly review some results for the clas-
sical KHAFM. The Heisenberg Hamiltonian can be written as

HKHAFM = J
∑
〈i,j〉

Si · Sj =
J

2

∑
M

SM
2 + const (1)

where the second sum is performed over all triangles of the
kagomé lattice and SM is the combined spin of the three sites
forming a given triangle. The energy is minimised by a state
with all SM = 0, implying that any 120◦ arrangement of spins
around every triangle corresponds to a classical ground state.

The ground state manifold has extensive dimensionality.
One of the key results of the early spin-wave analyses of this
model is that a co-planar subset of this manifold is selected by
the order-by-disorder mechanism5,6,8,24. The two most promi-
nent states, the q = 0 and

√
3 ×
√

3 states, are shown in Fig-
ure 1. In linear spin-wave theory, the spectra of all coplanar
states are identical5, a feature not present in the full nonlinear
problem25–27.

The
√

3 ×
√

3 state, shown in Figure 1(b), serves as an
archetypical example of a state supporting an exact local zero
energy mode – a.k.a. weathervane mode – which corresponds
to rotations of e.g. the A- and B-spins located around a sin-
gle hexagon of the lattice around the direction of the C-spins.
Nevertheless, all co-planar ground states posses such soft
modes in the harmonic approximation, and hence are char-
acterised by a zero-energy magnon band.
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FIG. 1. (Colour online) Ground states of the KHAFM: (a) the q =
0 state; (b) the

√
3 ×
√
3 state. A, B and C here label three spin

directions in a 120◦ configuration: SA + SB + SC = 0.

III. ADDING DIPOLAR INTERACTIONS

We now extend the KHAFM model (1) by adding magnetic
dipolar interactions:

HKH+D = J
∑
〈i,j〉

Si · Sj +
1

2

∑
i,j
α,β

γαβij S
α
i S

β
j (2)

where the lattice summation in the second term is not re-
stricted to pairs of nearest neighbours and

γαβij = γa3

(
δαβ
|rij |3

− 3
rαijr

β
ij

|rij |5

)
. (3)

Here a is the lattice constant, rij ≡ rj − ri and γ = g2µ2
B/a

3

(in Gaussian units).
Remarkably, in the presence of a relatively small Heisen-

berg term, this dipolar term is “compatible” with the nearest-
neighbour exchange: the ground state is still one the of 120◦
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states. More specifically, the ground state, which shown here
in Figure 2, is one of the q = 0 states (see Figure 1(a)). The
spins at each site align in the direction parallel to the opposite
side of the triangle this spin belongs to, with the three spins
around each triangle adding to 0. This ground state is doubly
degenerate, with respect to a global reversal of all spins.
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FIG. 2. (Colour online) One of the two classical ground states of the
KHAFM with the additional dipolar interactions between spins.

Note that the 120
◦

state is not a ground state of the long-
range dipolar Hamiltonian alone28. However, it is easy to ver-
ify its local extremality. Let us first consider the case of dipo-
lar interactions whose range is restricted only to the nearest
neighbours. The Hamiltonian is

HKH+NND =
∑
〈i,j〉

{
(J + γ)Si · Sj

− 3γ (Si · r̂ij) (Sj · r̂ij)
}
, (4)

where r̂ij is the unit vector directed from site i to site j. In
order to analyse the ground state of this Hamiltonian, let us
focus on just two of its terms, specifically those involving in-
teractions between spin S0 and two of its neighbours, S1 and
S2, shown in Figure 2. These terms can be rewritten as

H01 +H02

=
{

(J + γ)S0 · S1 − 3γ (S0 · r̂01) (S1 · r̂01)
}

+
{

(J + γ)S0 · S2 − 3γ (S0 · r̂20) (S2 · r̂20)
}

= −h̃0 · S0, (5)

where

h̃0 = −(J + γ) (S1 + S2)

+ 3γ [r̂01 (S1 · r̂01) + r̂20 (S2 · r̂20)]

= r̂21 (J + 5γ/2)S. (6)

In deriving the last line we used the fact that in the state shown
in Figure 2, S1+S2 = −S0 = −Sr̂21 and S1·r̂01 = S2·r̂20 =
S/2 as well as r̂20 + r̂01 = r̂21. In other words, spin S0 is

aligned with the effective magnetic field due to its neighbours
(the effective field is actually h0 = 2h̃0 since another h̃0 re-
sults from S0’s two other neighbours).

Next, consider the following two observations. Firstly, ac-
counting for longer-range dipolar interactions does not lead to
tilting h0 away from the horizontal, even though can poten-
tially reverse its direction (thus making this equilibrium state
unstable). In order to see this, consider a pair of spins situated
on the same horizontal line at sites which are symmetric with
respect to the vertical line passing through the location of S0

(see Figure 2). Using the fact that this state is the q = 0 state
shown in Figure 1(a), we know that either both of the spins
are of type C (i.e., the same as S0) or one of them is of type A
while the other one is of type B. Denoting these sites as k and
l, we note that either Sk + Sl = 2S0 (if both Sk and Sl are of
type C) or else Sk +Sl = −S0. Meantime Sk · r̂0k = Sl · r̂l0
while r̂l0 + r̂0k ∝ r̂lk. In other words, the contribution of the
pair of spins at sites k and l into the effective field acting on
S0 is still collinear with the direction of S0, but its sign de-
pends on the location of the pair. As a result, the net effective
field due to all spins interacting with S0 via the untruncated
dipolar coupling need not be positive. In fact, that is exactly
what happens, and the state shown in Figure 2 is not a ground
state of the long-range dipolar Hamiltonian alone28. However,
a small nearest-neighbour Heisenberg term J & 0.1γ (which
is already accounted for in Eq. (6)) will align h0 with S0 and
stabilise this ground state28.

Appendix A presents a different way of writing the Hamil-
tonian for the nearest neighbour Heisenberg and dipolar inter-
actions which is useful in analysing the stability of the afore-
mentioned ground state in the presence of some other interac-
tions, such as the Dzyaloshinskii–Moriya interaction.

The stability analysis presented here is also a useful depart-
ing point for understanding the nature of the flat spin-wave
band in this system. In particular, it allows for an identifica-
tion of a local mode in the case of nearest-neighbour dipolar
interactions. Specifically, we note that according to Eq. (6),
the direction of the “restoring field” h0 acting on S0 due to
the two neighbouring spins, S1 and S2 remains unchanged if
these two spins tilt away from their equilibrium positions by
the same angle in opposite directions. This is because S1+S2

remains parallel to r̂21 while S2 · r̂20 = S1 · r̂01 . Therefore,
spin S0 experiences no net torque and maintains its orienta-
tion. Moreover, if all six spins around a given hexagon (e.g.
S1, S2, S3 . . . in Fig. 2) rotate by the same amounts in al-
ternating directions, none of the surrounding spins (i.e. S0,
S4 . . . in Fig. 2) would experience any torque as a result of
such a vibrational mode – i.e., the mode will remain local.

In the next section we provide a semiclassical treatment of
such a mode to show that it is indeed an eigenmode of the
Hamiltonian (4) and evaluate its frequency.

IV. THE WEATHERVANE MODE

Having identified the nature of the local mode, we now pro-
ceed with the semiclassical equations of motions for the af-
fected spins. To that end, we shall focus on spin S2. Provided
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that all terms in the Hamiltonian containing S2 can be com-
bined together so that H2 = −h2 · S2, the EOM for this spin
is given by

~
dS2

dt
= S2 × h2, (7)

which is simply the Landau–Lifshitz equation. Here h2 is the
effective field due to the interaction of S2 with four neigh-
bouring spins; we can readily use Eq. (6) to write

h2 = −(J + γ) (S0 + S1 + S3 + S4)

+ 3γ [r̂20 (S0 · r̂20) + r̂21 (S1 · r̂21)

+r̂23 (S3 · r̂23) + r̂24 (S4 · r̂24)] . (8)

Using the fact that spins S0 and S4 keep their ground state
orientation, we can simplify this equation to read

h2 = − (J + 5γ/2)Sr̂01 − (J + γ) (S1 + S3)

+ 3γ [r̂21 (S1 · r̂21) + r̂23 (S3 · r̂23)] . (9)

Let us choose local right-handed coordinate systems so that
the z-axis at each site points along the equilibrium direction
of its spin while all x-axes point out of the plane (towards the
reader). Recall that in the putative local weathervane mode,
spins S1 and S3 tilt away from their equilibrium positions by
the same amount. Thus the respective components of S1 and
S3 are equal to one another, Sα1 = Sα3 (which, of course, does
not imply that S1 = S3 since the local axes are different at
these sites!). We can then write the effective field acting on
S2 as

h2 =

(
−2 (J+γ)Sx1 ,

(
J− 7γ

2

)
Sy1 ,

(
J +

5

2
γ

)
(Sz1 + S)

)
and the resulting linearised EOMs become

~
dSx2
dt
≈ S

(
(5γ + 2J)Sy2 −

(
J − 7

2
γ

)
Sy1

)
(10a)

~
dSy2
dt
≈ S (−2 (J + γ)Sx1 − (2J + 5γ)Sx2 ) , (10b)

~
dSz2
dt

= Sx2h
y − Sy2hx = O(Sx2, Sy2) ≈ 0, (10c)

where we have used the fact that Szi = S+O(Sx2, Sy2) ≈ S.
We can further simplify these equations if we recall that the
neighbouring spins participating in the putative weathervane
mode tilt in opposite directions, and therefore Sx1 = −Sx2 ,
Sy1 = −Sy2 . The linearised EOMs finally read

~
S

dSx2
dt

= 3
(
J +

γ

2

)
Sy2 ,

~
S

dSy2
dt

= −3γSx2 . (11)

From here, the the energy of this mode is

~ω = 3S

√
γ
(
J +

γ

2

)
. (12)

For γ � J , ω ∝ √γ. The tip of each of the six participating
spins traces an ellipse around its equilibrium position, with
the eccentricity parameter given by

ε =

√
2J − γ
2J + γ

, (13)

as shown in Fig. 3.
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FIG. 3. (Colour online) In the presence of nearest-neighbour dipolar
interactions, the weathervane mode of KHAFM (top) remains per-
fectly local, but the spin precession becomes elliptic with eccenticity
ε(γ) given by Eq. (13).

V. SPIN-WAVE APPROACH

The findings of the previous section can be confirmed in
spin-wave theory and extended to long-range dipolar interac-
tions. Quantum fluctuations around the classical ground state
are naturally obtained by the linearised Holstein–Primakoff
transformation

Sxi (k) =

√
S

2

[
c†i (k) + ci(−k)

]
(14)

Syi (k) = i

√
S

2

[
c†i (k)− ci(−k)

]
Szi (k) =

√
NSδk,0 e

−ik·ri − 1√
N

∑
k′

c†i (k
′)ci(k

′ − k),

with boson operators
[
ci(k), c†j(k

′)
]

= δi,jδk,k′ . As before,
the components of the spin vector are obtained in each spin’s
local coordinate frame. Truncating the Hamiltonian beyond
the quadratic terms and diagonalizing the resulting quadratic
form by the means of a standard Bogolyubov transformation,
we arrive at the Hamiltonian

H = H(0) +
∑
k

∑
i

ωi(k) (15)

+
∑
k

∑
i

ωi(k)
[
a†i (k)ai(k) + a†i (−k)ai(−k)

]
,
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FIG. 4. (Colour online) (a) Spin-wave spectrum of a kagomé an-
tiferromagnet with the nearest neighbour Heiseberg (J = 1) and
γ = 0.1J long-range dipolar interactions. The dipolar interactions
gap the spectrum, but the lowest band remains nearly dispersionless.
(b) The gap scales as

√
γ both for long-range (LR) and truncated

nearest-neighbour (NN) dipolar interactions.

where ai(k) and a†i (k) are Bogolyubov-transformed boson
operators ωi(k) are real eigenvalues, indicating a stable
ground-state spin configuration.

We have diagonalised the spin-wave Hamiltonian for the
case of nearest-neighbour dipolar interactions to confirm the
expression (12) for the energy of the flat band. For the case of
long-range dipolar interactions, we have have performed the
diagonalisation numerically in the reciprocal space, with the
interaction matrix computed using the Ewald summation29.

The surprising finding is that including the long-range
terms affects the flat of the band rather insignificantly.
Fig. 4(a) shows the full spin-wave spectrum for the case of
long-range dipolar interactions with γ = 0.1J . While the size
of the gap is reduced by the inclusion of these terms (as one
would naı̈vely expect since these terms “soften” the ground
state minimum), the scaling of the gap with γ remains the
same, ∆ ∝ √γ – see Fig. 4(b). Moreover, the band remains
essentially flat! For γ . 0.1J the ratio of the band width to the
band energy is found to be approximately constant, ∼ 0.04.
For larger γ, the ratio is no longer constant but remains of that
order. While we understand both the flatness of the band and
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FIG. 5. (Colour online) Overlap of the flat-band eigenstate φ0 at
γ = 0 with the eigenstate φ(γ) for γ 6= 0. For small γ both nearest-
neighbour (NN) and long-range (LR) dipolar interaction lead to the
same functional form (16).

the scaling of its energy analytically for the nearest-neighbour
model – see Eq. (12) – their insensitivity to the long-range
terms may seem puzzling.

In order to understand this, it is instructive to take another
look at the microscopic picture of the weathervane mode de-
veloped in Section IV for the nearest-neighbour case. Two ob-
servations are in order. Firstly, the same logic that we used to
argue that spin S0 in Fig. 2 was unaffected if two of its neigh-
bours, S1 and S2, tilted away from their respective equilib-
rium positions by opposite angles also tells us that S0 remains
unaffected by the weathervane mode even in the presence of
longer-range terms. Each pair of equidistant spins (out of the
six spins participating in the weathervane mode) generates no
torque on S0 since the two spins tilt in opposite directions. As
for the spins further away from the hexagon hosting this mode,
we notice that the six oscillating spins still always add to zero.
This implies that the spin dipole moment associated with the
weathervane mode is zero and hence the leading term in the
multipole expansion describing the interaction of other spins
with the weathervane mode is at best quadrupolar and hence
rapidly decays with distance. Therefore it is natural to expect
that the weathervane mode remains essentially local which, in
turn, explains the observed flatness of the band. The main ef-
fect of the longer-range terms is to renormalise couplings in
the EOMs such as Eq. (11) while preserving their structure.

We also consider the overlap between the eigenstates φ0
and φ(γ) corresponding to the weathervane modes with no
dipolar interactions (γ = 0) and a finite dipolar term re-
spectively. Fig. 5 shows such overlaps for the cases of both
nearest-neighbour and long-range dipolar interactions. In both
cases we observe a continuous decrease of the overlap with in-
creasing γ, with both curves being well approximated by the
functional form

〈φ0|φ(γ)〉 =
1√

1 + aγ/ (J + bγ/2)
, (16)

where in the long-range case a ≈ 0.75 and b ≈ 0 are renor-
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malisation factors of the dipolar interactions in the x and
y components of the flat-band eigenstates. For the nearest-
neighbour dipolar interactions both parameters a and b are
equal to 1 and the equation above can be explicitly derived
from the equations of motion Eq. (11).

VI. CONJUGATE VARIABLE REPRESENTATION AND
MAXWELLIAN COUNTING

In this section, we establish a connection between our find-
ings and the standard lore on excitations in frustrated magnets,
in particular with the ideas of constraint counting used to as-
sess the dimensionality of the zero-energy mode subspace.

In the absence of dipolar interactions, the origin of the
flat band at zero energy is understood by noting that, for n-
component spins (represented by unit vectors), the number
of degrees of freedom per unit cell of three spins is Dn =
3(n − 1). At the same time, the number of constraints im-
posed by the Hamiltonian is Kn = 2n per unit cell, as each
unit cell accounts for two lattice triangles, and the net spin of
each of these triangles is constrained to be zero (n constraints
on spin components for each triangle).

For Heisenberg spins (n = 3), these are balanced, D3 =
K3, while for for XY spins (n = 2), there exist ground states
satisfying one more constraint than the number of degrees of
freedom they use: D2−K2 = −1. For the subset of coplanar
ground states, an unconstrained degree of freedom therefore
remains, as there are three out-of-plane degrees of freedom
for the two remaining constraints on the total spin of the two
triangles in the unit cell.

The spin wave spectrum consists of three bands (corre-
sponding to the number of spins per unit cell); the canoni-
cal spin wave Hamiltonian can be written in terms of pairs of
conjugate variables, pη(k), qη(k) for each of the three modes
η = 1 . . . 3 at wavevector k:

H =
∑
η,k

αη(k)p2η(k) + βη(k)q2η(k) . (17)

The spin-wave frequencies are thus computed similarly to har-
monic oscillator modes

ωη(k) =
√
αη(k)βη(k) . (18)

The underconstraint identified above translates into the van-
ishing of one band of coefficients (out of six), say of all

α1(k) ≡ 0 . (19)

From this perspective, the possibility of lifting the mode to
a flat finite frequency band looks outlandish – for a vanishing
frequency, Eq. 19 imposes no constraints on the behaviour of
β1(k) in order to satisfy ω1(k) =

√
α1(k)β1(k) ≡ 0. How-

ever, for ω1(k) =
√
α1(k)β1(k) ≡ Ω > 0, one requires the

momentum dependence of β1(k) = Ω2/α1(k) to be the in-
verse of that of α1(k).

The way this is resolved is that both α1(k) and β1(k) are
constant functions of k, related to the hexagonal motifs of the

weathervane modes: they correspond to the two (in- and out-
of-plane) components of the spin wave. The spin wave mode
corresponds to an excitation of these components with the rel-
ative phase shifted by π/2. This describes elliptical precession
of spins with eccentricity as discussed above.

This ‘doubled’ flat band structure of the kagomé Heisen-
berg excitations has, to our knowledge, not yet been identified
even for the much-studied pure nearest-neighbour Heisenberg
model. It is a remarkable fact that it remains stable to the addi-
tion of the dipolar interactions and manifests itself in the band
flatness at a finite frequency Ω > 0.
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FIG. 6. (Colour online) Top: spectra of conjugate variable coeffi-
cients α (left) and β (right) for nearest-neighbour dipolar interactions
γ = 0.2J . Bottom: full spin-wave spectrum constructed from α and
β as ω =

√
αβ.

VII. EXTENSIONS TO OTHER SYSTEMS

A. Dzyaloshinskii–Moriya interactions

Having established the existence of weathervane modes
and corresponding flat magnon bands for the KHAFM with
dipolar interactions, a natural question is whether this phe-
nomenon is confined to this specific model. In this section
we show that a number of extensions and modifications of
our model preserve the flatness of the magnon band. The
first, most straightforward generalisation of our model in-
volves additional Dzyaloshinskii–Moriya (DM) interactions
δHDM =

∑
〈i,j〉Dij · (Si × Sj), which should be generically

present in kagomé systems9,30–37 due to the lack of inversion
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symmetry with respect to the mid-points of its bonds. These
interactions are known to exist in materials with 2D kagomé
planes such as the herbertsmithite38 and jarosite39,40 com-
pounds. For a strictly 2D kagomé system (or if the kagomé
plane is also a mirror plane), vectors Dij must be strictly per-
pendicular to the plane. Moreover, if the inversion symme-
try with respect to the sites of the lattice is not broken, the
DM coupling parameter must be uniform, Dij = −Dx̂, with
the convention that all pairs 〈i, j〉 are ordered in an anticlock-
wise manner around all lattice triangles.41 Therefore, as long
asD > 0 (using the aforementioned sign convention), the DM
interactions are not frustrating: by themselves, they stabilise
a 120◦ state with positive spin vorticity – and the two ground
states of Hamiltonian (2) are already of this kind. This can be
seen explicitly using the alternative expression for the Hamil-
tonian consisting of both Heisenberg and nearest-neighbour
dipole–dipole interactions derived in Appendix A. With the
addition of the DM term, the combined Hamiltonian becomes

HKH+NND+DM =
∑
M

{
J + γ

2
S2
M

− γSM ·
∑
i∈M

êi (Si · êi) + γ

[∑
i∈M

Si · êi

]2

−

(
D +

√
3

2
γ

) ∑
〈i	j〉∈M

(Si × Sj)· x̂

 . (20)

Here the notation 〈i 	 j〉 indicates anticlockwise ordering of
spins around a triangle. The inclusion of the DM term simply
makes the coefficient in front of the last term bigger, and the
magnitude of that term was already saturated by the ground
state shown in Fig. 2. Moreover, this equation shows that as
long as the antiferromagnetic Heisenberg coupling J is strong
enough to stabilise 120◦ ground states, the spin configuration
of Fig. 2 remains the ground state even for moderately neg-
ative DM coupling −

√
3γ/2 ≤ D < 0 which, without the

dipolar term, would stabilise the 120◦ state of the opposite
spin vorticity. (The only frustrating term in Eq. (20) is the
second one, and it remains zero in all 120◦ configurations).

A straightforward modification of the linearised EOMs (11)
for the same weathervane mode now reads

~
S

dSx2
dt

= 3
(
J +

γ

2
+
√

3D
)
Sy2 ,

~
S

dSy2
dt

= −
(

3γ + 2
√

3D
)
Sx2 . (21)

The resulting frequency is

~ω = 3S

√√√√(γ +
2
√

3

3
D

)(
J +

γ

2
+
√

3D
)
, (22)

which, in the absence of dipolar interactions γ = 0, reduces to
the frequency of the flat mode found in Ref. [9]. Note, how-
ever, that while the addition of DM interactions (with all Dij

parallel to one another) reduces the symmetry of the Heisen-
berg Hamiltonian from SU(2) to U(1), the Goldstone theorem

still guarantees the existence of a gapless mode, and a linearly-
dispersive (at small k) mode was indeed found in in Ref. [9].
The weathervane mode, while flat, is not the lowest energy ex-
citation in this case. This situation is changed dramatically in
the presence of dipolar interactions, which further reduce the
symmetry to Z2, thus the completely gapping the spin waves.
While for small γ � D formerly gapless dispersive mode
remains below that of the flat band, for a sufficiently strong
dipolar term the flat-band can become again the lowest band
in the spectrum (See Figure 7).

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4

Γ Y X Γ

ω
(k

)/
S

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4

Γ Y X Γ

ω
(k

)/
S

FIG. 7. (Colour online) Full spin-wave spectrum for J = 1,D = 0.2
and γ = 0.01 (top), γ = 0.1 (bottom).

Note that irrespective of a particular choice of parameters,
the flat band is always touched by another band. At least in the
case of short-range dipolar interactions, this is not accidental:
such band touching must occur as a consequence of a mode
counting argument of Ref. [42]. It remains less clear why this
phenomenon should persist for the case of untruncated dipolar
interactions, but our numerics appears to strongly support this
claim.

B. Dipolar-like interactions with arbitrary sign

Further generalisations of the model include considering
the dipolar-type term with the negative coupling constant
γ < 0. We remind the reader that the coupling constant of the
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“genuine” dipole–dipole interaction is fixed: γdp = g2µ2
B/a

3.
However, a term of this type need not arise from interactions
between magnetic dipoles. As was shown by Moriya32 and
further elaborated by Yildirim et al.33,34, the superexchange
mechanism in the presence of spin-orbit interactions leads to
a spin–spin interaction of the general form

Hij = JijSi · Sj + Dij · (Si × Sj) +
∑
α,β

Sαi Γαβij S
β
j (23)

where the first two terms describe the familiar Heisenberg and
Dzyaloshinskii–Moriya interactions while the last term is the
anisotropic exchange term characterised by a symmetric trace-
less tensor Γαβ . Note that the dipolar coupling in Eq. (3) is
exactly of this type, but whenever this term is generated by
superexchange rather than actual dipole–dipole interactions,
the sign of γ may vary. Moreover, if we insist on the full set
of symmetries of a kagomé plane, we can argue that such a
dipolar-like interaction is just one of the two couplings con-
sistent with these symmetries. Specifically, note that a real
symmetric traceless tensor Γαβ has five independent compo-
nents. For the purpose of this argument let us choose an or-
thogonal set of axes for a particular bond as follows: let the
z- axis align with the bond, the y-axis lie in the kagomé plane
and the x-axis be perpendicular to it (in accordance with the
choice of the x-axis direction made earlier43). The symmetries
of the kagomé plane include (y, z) and (x, y) mirror planes,
with the former coinciding with the kagomé plane itself and
the latter being perpendicular to the bond at its midpoint. As
a result, the Hamiltonian should be invariant under x → −x
and z → −z transformations (with the spin components trans-
forming accordingly). Therefore Γxy = Γxz = Γyz = 0,
leaving us with just two independent parameters. Choosing γ,
the dipolar-like coupling, to be one of them, the other param-
eter is 3δ = Γyy − Γxx, the difference between in-plane and
out-of-plane couplings for spin components orthogonal to the
bond.

Therefore, the most general bilinear spin-spin interaction
consistent with the symmetries of the kagomé lattice can be
written as

Hij = (J + γ + δ)Si · Sj + Dij · (Si × Sj)

− 3γ (Si · r̂ij) (Sj · r̂ij)− 3δSxi S
x
j , (24)

where Dij is a vector in the x̂ (i.e., out-of-plane) direction
with the aforementioned sign convention. Given the superex-
change origin of these terms, the signs of coupling constants
γ and δ can now be arbitrary, and we concern ourselves only
with the nearest-neighbour interactions since superexchange
is exponentially suppressed with distance.

Let us first consider the case of γ < 0 and δ = 0. While
it may not immediately obvious what the ground state(s) of
Hamiltonian (4) or, equivalently (A2) with γ < 0 might be –
after all, the individual terms in Eq. (A2) are now minimised
by different spin configurations – it turns out that the energy is
minimised by the all-in/all-out 120◦ states where all Si ‖ êi.
In other words, the two ground states are obtained from the
ground states in the positive γ case by rotating all spins by

π/2. In fact, the Hamiltonian with the negative “dipolar” cou-
pling γ < 0 is less frustrated than the identical Hamiltonian
with γ > 0 due to the dominant nature of the third term in
Eq. (A2); the ground state energy for γ < 0 is 1.5|γ| lower
than that for γ > 0 of the same magnitude. As a result, even
a weak ferromagnetic Heisenberg coupling J < 0 does not
immediately destabilise this state: As long as |J | < |γ|/2, the
ground state remains the all-in/all-out 120◦ state. For strong
ferromagnetic coupling |J | > |γ|/2 the energy is minimised
when all three spins are parallel to one another and perpendic-
ular to the kagomé plane.

An additional DM term with D > 0 can only further sta-
bilise the all-in/all-out 120◦ state as it would counteract the
frustrating effect of the last term in Eq. (A2), which by itself
would favour the state with the opposite spin vorticity.

Without the DM term, the linearised EOMs for the weath-
ervane mode become

~
S

dSx2
dt

= 3

(
J +

3|γ|
2

)
Sy2 ,

~
S

dSy2
dt

= −9|γ|Sx2 , (25)

and the frequency of such a mode is now given by

~ω = 9S

√
|γ|
(
J

3
+
|γ|
2

)
. (26)

For small |γ| � J it is still proportional to the square root of
the coupling constant |γ|, but it is higher than that given by
Eq (12) for γ > 0 of the same magnitude. This is not surpris-
ing, since we already saw that the system is less frustrated for
γ < 0 and has deeper energy minima.

Modifications of Eqs. (25) and (26) for the case of addi-
tional DM interactions are straightforward since the contribu-
tions of the DM terms into the effective magnetic field acting
on a given spin are invariant under the rotations of all spins
by the same angle in the plane of the lattice and hence they
contribute to the EOMs in exactly the same way they do for
the γ > 0 case (see Eqs. (21,22)):

~
S

dSx2
dt

= 3

(
J +

3|γ|
2

+
√

3D

)
Sy2 ,

~
S

dSy2
dt

= −
(

9|γ|+ 2
√

3D
)
Sx2 . (27)

The frequency of such mode becomes

~ω = 3S

√√√√(3|γ|+ 2
√

3

3
D

)(
J +

3|γ|
2

+
√

3D

)
. (28)

C. XXZ anisotropy

Finally, we turn our attention to the case of δ 6= 0 (see
Eq. (24)). Working out the full phase diagram of this model
is beyond the scope of our paper. While strong out-of-plane
coupling can easily cant the spins, it has been found that in
the absence of dipolar-like terms (γ = 0), the ground states of
(24) for reasonably small positive values of δ ∈ (0, J/2) and
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arbitrarily small DM interactions with D > 0 are 120◦ states
with positive spin vorticity44. Moreover, such ground states
are stabilised for any value of δ (positive or negative) by a
sufficiently strong DM term. As we have argued, the presence
of short-range dipolar-like terms (γ 6= 0) would then merely
break the remaining global O(2) symmetry down to Z2. The
upshot is that as long as the ground states of our system are
either the ones described in Section III, or the all-in/all-out
states described in this section, the above analysis applies.

Therefore, for γ > 0, the linearised EOMs for the weather-
vane mode become

~
S

dSx2
dt

= 3
(
J +

γ

2
+ δ +

√
3D
)
Sy2 ,

~
S

dSy2
dt

= −
(

3γ + 6δ + 2
√

3D
)
Sx2 . (29)

The resulting frequency is

~ω = 3S

√√√√(γ + 2δ +
2
√

3

3
D

)(
J +

γ

2
+ δ +

√
3D
)
.

(30)
For γ < 0, Eqs. (27) and (28) generalise to

~
S

dSx2
dt

= 3

(
J +

3|γ|
2

+ δ +
√

3D

)
Sy2 ,

~
S

dSy2
dt

= −
(

9|γ|+ 6δ + 2
√

3D
)
Sx2 . (31)

The frequency of the weathervane mode becomes

~ω = 3S

√√√√(3|γ|+ 2δ +
2
√

3

3
D

)(
J +

3|γ|
2

+ δ +
√

3D

)
.

(32)
We conclude that the flat magnon band is a very robust fea-

ture of the classical kagomé antiferromagnet. Its nature is
largely independent of the details of the interactions, as long
as their net effect is to stabilise one of the 120◦ planar ground
states with positive spin vorticity.

D. The fate of the Goldstone mode

It is interesting to note that in the absence of dipolar-
like terms in the Hamiltonian given by Eq. (24), either
Dzyaloshinskii–Moriya (D 6= 0) or XXZ anisotropy (δ 6= 0)
are sufficient to lift the flat band to a finite energy9, as can
be seen from Eqs. (30) and (32). Nevertheless, both of these
terms keep the full spin wave spectrum gapless: they only
break the SU(2) symmetry of the Heisenberg Hamiltonian
down to U(1), and the Goldstone theorem still guarantees the
existence of a gapless mode with ωq→0 → 0. A dipolar-like
term in Eq. (24) is the only term that breaks the symmetry of
the Hamiltonian down to Z2 and thus opens a gap in the spin
wave spectrum. A straightforward analysis of uniform devia-
tions of all spins from their equilibrium positions for the case

of γ > 0 yields the following equations of motion:

~
S

dSx

dt
= 12γSy,

~
S

dSy

dt
= −

(
6J + 9γ + 6δ + 2

√
3D
)
Sx. (33)

The frequency of this mode becomes

~ω = 6S

√√√√γ

(
2J + 3γ + 2δ +

2
√

3

3
D

)
. (34)

A similar calculation for γ < 0 yields

~
S

dSx

dt
= 12 |γ|Sy,

~
S

dSy

dt
= −

(
6J + 3 |γ|+ 6δ + 2

√
3D
)
Sx, (35)

and consequently

~ω = 6S

√√√√|γ|(2J + |γ|+ 2δ +
2
√

3

3
D

)
. (36)

Therefore, for small dipolar interactions the gap in the spin
wave spectrum is always proportional to

√
|γ|, but it need not

correspond to the flat band, which may be shifted to higher
energy by DM interactions or XXZ anisotropy.

Curiously, in the absence of DM interactions or XXZ
anisotropy, the uniform mode softens at J = −|γ|/2 on the
ferromagnetic side (J < 0), i.e. precisely at the point where
the nature of the ground state changes from the 120◦ arrange-
ment of spins (|J | < |γ|/2) to the fully-polarised out-of-plane
state (|J | > |γ|/2). This may appear puzzling since the tran-
sition between the two ground states as a function of J/K
is a typical first-order, level-crossing transition not requiring
any mode softening. However, it is easy to check that exactly
at J = γ/2 < 0 the energy of a uniformly canted 120◦ ar-
rangement of spins becomes independent on the canting angle
(which is consistent with the notion of a transition from the
uncanted to the maximally-canted, i.e. ferromagnetic state).
It is this degeneracy of the ground state with respect the cant-
ing angle that is reflected in the vanishing frequency of the
uniform mode. The fate of this emergent degeneracy upon in-
clusion of fluctuations may be a worthwhile topic for further
study.

VIII. DISCUSSION AND OUTLOOK

In summary, we have uncovered a remarkable stability of
the dispersionlessness of the band of weathervane modes of
the classical kagomé Heisenberg antiferromagnet. In particu-
lar, we have identified the dipolar interaction as a particularly
impressive case in point, given that it removes the continuous
Heisenberg symmetry with its concomitant gaplessness of the
mode spectrum, moving the flat band upwards along with the
rest of the spectrum, while generating only a weak dispersion
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despite its long-range nature. The latter feature we were able
to connect to a Heisenberg version of the self-screening ef-
fect found in the frustrated pyrochlore Ising system known as
dipolar spin ice2.

More broadly, the mechanism we have identified for the
persistence of the dispersionlessness applies in a broad range
of settings, including the (previously observed) cases of XXZ
and DM anisotropies, the latter of which we have discussed
in a more general setting here. In the two former cases, a
combination of experimental information of the size of the
gap, and the location of the flat band (at energies above the
gap) may be used to glean information about the relative size
of perturbations to the ideal Heisenberg hamiltonian.

Overall, we have found that the flat band of weathervane
modes is remarkably robust in classical kagomé magnets.
There are a number of further settings in which one can study
their properties, and in particular scope for their manipulation.
One natural item here is the role of an applied magnetic field,
given that its application connects to the well-known situation
that at saturation, flat band physics enters perhaps in its most
natural way as the hopping problem of flipped spin excitations
on top of the ‘ferromagnetic’ background, leading to features
such as a discontinuous jump in the magnetisation16–19.

While a number of distinct setups yield dispersionless
bands, the consideration of lattices such as the kagomé case
discussed here in detail exhibiting strong geometrical frustra-
tion has long been a natural route to induce such physics.

In this respect rare-earth geometrically frustrated magnets
are among the most obvious candidates to address the flat-
band effects in the spin-waves excitation spectra. The ex-
istence of the dispersionless modes at finite energy sharply
manifest itself in inelastic neutron scattering as a finite energy,
almost k-independent resonance45–47. A recent experimen-
tal study of the stalwart frustrated gadolinium gallium gar-
net Gd3Ga5O12 was aimed to precisely address experimen-
tal manifestation of a dispersionless band in inelastic neutron
scattering23. In this compound, magnetic ions are arranged in
a 3D hyperkagomé structure and flat-band emerges as a low-
est spin-wave band above the saturated ferromagnetic ground
state in the strong magnetic field. As this field varies it ef-
fectively plays a role of a chemical potential controlling the
population of excitations in a band. Importantly, there the
presence of dipolar interaction does not preserve the disper-
sionlessness to the same degree as in the 2D kagomé case, on
account of the interplay of the noncoplanarity of the triangles
on the hyperkagomé lattice and the ’spin–orbit’ coupling of
the dipolar interaction.

Regarding potential experimental realisation of the 2D
physics, recent studies have identified a rare-earth kagomé
compound Mg2Gd3Sb3O14

48. The 120◦ ground state is found
to be stabilised by weak dipolar interactions and according to
our studies the spin-wave spectrum of the model Hamiltonian
used for Mg2Gd3Sb3O14 in Ref. [48] should contain a gapped
flat-band mode, subject of course to possible interference of
other, yet to be identified, weak terms in the Hamiltonian.
Hence the presence of the flat band could be identified already
at zero magnetic field in the inelastic neutron scattering exper-
iments and in the behaviour of a variety of low-temperature

thermodynamic quantities.

On top of this, there exists a rising number of systems
which realise the kagomé lattice structure and where dipo-
lar interactions play an important or dominant role, such as
dipolar nano-arrays49,50, thin films of frustrated materials51–54

or dipoles in optical lattices55–57. Our analysis demonstrates
effects of self-screening of dipolar interactions in such sys-
tems and the interesting mechanism of lifting the formerly
zero-energy flat band by squeezing the corresponding lo-
calised modes. The investigation of many-body effects in
such (nearly) flat bands and their manifestation in experimen-
tal probes is an interesting direction for future research.

More broadly, dispersionless bands in the quasiparticle
spectrum provide a unique setup in which the kinetic energy
of the corresponding modes is entirely quenched and all the
dynamics is due to disorder, interaction or quantum statistics.
Recent interest in flat-bands has addressed many-body insta-
bilities, thermodynamic effects, exotic topological phases and
novel states that could be realised there10–12. Here, our study
suggests that flat bands may be far more stable than one might
have feared.
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Appendix A: Dipolar Hamiltonian on one lattice triangle

In this appendix we derive an alternative expression for
the Hamiltonian consisting of both Heisenberg and nearest-
neighbour dipole–dipole interactions on one lattice triangle.
For concreteness, let us focus on the shaded triangle hosting
spins S0, S1 and S2 in Fig. 2. We begin by introducing unit
vectors êi pointing from the centre of a given triangle to each
of its corners. It is easy to see that r̂ij = (êj − êi) /

√
3.
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Straightforward but somewhat tedious algebra then yields

1

2

∑
i,j∈M

(Si · r̂ij) (Sj · r̂ij)

= −1

3

[∑
i∈M

Si · êi

]2
+

1

3
SM ·

∑
i∈M

êi (Si · êi)

+
1

6

∑
i,j∈M

(Si × Sj)·(êi × êj)

= −1

3

[∑
i∈M

Si · êi

]2
+

1

3
SM ·

∑
i∈M

êi (Si · êi)

+
1

2
√

3

∑
〈i	j〉∈M

(Si × Sj)· x̂, (A1)

where notation 〈i 	 j〉 in the last sum indicates anticlock-
wise ordering of spins in each pair around the triangle; x̂ is
the unit vector directed out of plane, consistent with the our
choice of local coordinate frames throughout this paper. The
coefficient of 1/2 on the left-hand side of this equation is to
prevent double counting of pairs of spins.

Therefore the Hamiltonian (4) for one lattice triangle can

be written, up to a constant, as

HM =
J + γ

2
S2
M − γSM ·

∑
i∈M

êi (Si · êi)

+ γ

[∑
i∈M

Si · êi

]2
− γ
√

3

2

∑
〈i	j〉∈M

(Si × Sj)· x̂. (A2)

The reason for writing the Hamiltonian in such a form is that it
allows for an easy incorporation of additional Dzyaloshiskii–
Moriya terms, since the last term of Eq. (A2) is of exactly that
form. The one term whose role is not transparent is the second
one. However, as long as we are dealing with the states with
SM = 0 (and we know this to be true e.g., for the ground
state(s) of this Hamiltonian for J, γ ≥ 0), the second term
vanishes. The rest of the terms are not frustrated in the sense
that the ground state minimises each of them individually for
J, γ ≥ 0. This statement may not be obvious in reference to
the last term, so it might be useful to rewrite it using

√
3

2

∑
〈i	j〉∈M

(Si × Sj)· x̂ =
9

4
S2 vM · x̂, (A3)

where vM = 2/(3
√

3S2)
∑
〈i	j〉∈M Si × Sj is the vector

vorticity58 of a three-spin configuration normalised so that
|v|max = 1. The vorticity is maximised by the coplanar 120◦

arrangements of spins5, and vxM = 1 for the ground states con-
sidered here.
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50 G. Möller and R. Moessner, Phys. Rev. Lett. 96, 237202 (2006).
51 D. Leusink, F. Coneri, M. Hoek, S. Turner, H. Idrissi, G. Van Ten-

deloo, and H. Hilgenkamp, APL Materials 2, 032101 (2014).
52 M. S. Bhuiyan, M. Paranthaman, S. Sathyamurthy, A. Goyal, and

K. Salama, Journal of Materials Research 20, 904 (2005).
53 M. D. LeBlanc, M. L. Plumer, J. P. Whitehead, and B. W. South-

ern, Phys. Rev. B 88, 094406 (2013).
54 I. Tomeno, H. N. Fuke, H. Iwasaki, M. Sahashi, and Y. Tsunoda,

J. Appl. Phys. 86, 3853 (1999).
55 G. Pupillo, A. Micheli, H. P. Büchler, and P. Zoller, in Cold
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