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Oxygen K-edge X-ray absorption spectra of liquid water are computed based on the configurations
from advanced ab initio molecular dynamics simulations, as well as an electron excitation theory
from the GW method. One one hand, the molecular structures of liquid water are accurately
predicted by including both van der Waals interactions and hybrid functional (PBE0). On the
other hand, the dynamic screening effects on electron excitation are approximately described by the
recently developed enhanced static Coulomb hole and screened exchange approximation by Kang
and Hybertsen [Phys. Rev. B 82, 195108 (2010)]. The resulting spectra of liquid water are in better
quantitative agreement with the experimental spectra due to the softened hydrogen bonds and the
slightly broadened spectra originating from the better screening model.

PACS numbers: 61.25.Em, 61.05.cj, 71.15.Pd, 82.30.Rs, 31.15.es

I. INTRODUCTION

Water is arguably one of the most important materi-
als on Earth and needs to be thoroughly understood.1

However, the understanding of liquid water stands by
itself as a challenge in many aspects. Unlike other liq-
uids, water shows a lot of anomalies such as the density
maximum at 4◦C, the isobaric heat capacity minimum at
35◦C, and many more.2,3 Understanding the microscopic
structures and dynamics of liquid water, in particular
its hydrogen bond (HB) network, is the key to under-
stand these anomalies.4–7 Recently, the high-resolution
oxygen K-edge core-level spectroscopy, such as X-ray ab-
sorption spectra (XAS) and X-ray Raman scattering, has
emerged as a powerful experimental technique to probe
the electronic structure and infer the molecular struc-
ture of water and ice, as well as aqueous solutions.6,8–22

Excited from the oxygen 1s core level, the electron exci-
tation probes the unoccupied electronic states, which are
anti-bonding along the covalent OH bonds and particu-
larly sensitive to the HBs. Therefore, the XAS technique
serves as a local probe for the HB structures of liquid
water and ice.

The experimental XAS of water have three distinct
features as a function of increasing excitation energies:
a pre-edge starts from the absorption threshold at 533
to 536 eV with a peak centered at 535 eV, a main-edge
spanning from 537 to 539 eV and a post-edge from 539
eV and beyond.11,18,20–22 Experimentally, the pre-edge
feature is present in both liquid water and ice but is more
intense in the former. The relative intensities between
main-edge and post-edge of liquid water and crystalline
ice Ih are substantially different.6,8–11,20–24 As one of the
most qualitative differences, the intensity of main-edge is
higher than that of the post-edge in the XAS of liquid

water, while the opposite trend is true for the spectra in
the ice.

The unambiguous assignments of the XAS features
to the underlying HB structures are prerequisites to
the physical interpretation of the experimental spectra,
which can be achieved by first-principles methods includ-
ing both the modeling of molecular structure of liquid
water and the electron-hole excitation process. With
the snapshots of represented molecular configurations
from an equilibrated molecular dynamics trajectory, the
XAS can be computed with the knowledge of electronic
structures of the excited core-hole. In this regard, var-
ious approximations17,25,26 for excited electronic states
have been proposed within the framework of density
functional theory (DFT).27,28 In the seminal work of
Prendergast et al.17, the proposed excited electron and
core-hole approximation yielded XAS in close agreement
with experimental measurements. More rigorously, the
XAS of liquid water can be computed by solving the
Bethe-Salpeter equation (BSE) describing the electron-
hole interaction.15,29,30 The BSE approach involves the
calculations of self-energy operator and quasiparticles,
which are in general computationally expensive for liq-
uid water. An approximate way of solving the BSE with
less computational resources was introduced by Chen et
al.9 based on a model electron screening function in the
static Coulomb hole and screened exchange (COHSEX)
approximation31, which was evaluated using the maxi-
mally localized Wannier functions as basis,32 reducing
the computational cost significantly. In the above work,
the molecular origins of the spectra features as well as
the intensity difference between the main- and post-edge
in water and ice has been validated9.

Despite these recent developments, two uncertainties
still remain in the theoretical XAS of liquid water ob-
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tained by the approximate solutions of BSE. The first
uncertainty comes from the drawback in modeling the liq-
uid water structure by employing the generalized gradi-
ent approximation (GGA) in the framework of DFT.33–43

It is known that GGA predicts an over-structured liq-
uid water.40–43 Thus, a significantly elevated tempera-
ture is often adopted to generate a softer HB structure
closer to the experimental measurement.41–43 The lack of
physics in accurately describing the water structure is due
to the neglected van der Waals (vdW) interactions and
the spurious self-interaction error44 in GGA functional.
Specifically, by including the vdW interactions, the wa-
ter population in the interstitial region between the first
and second coordination shells of water molecules is in-
creased to better match experiment.43 Furthermore, by
mitigating the self-interaction error through the hybrid
functional, the directional HB strength between water
molecules are weakened towards the experiment; as a re-
sult, the protons are less easily to be donated to neigh-
boring water molecules.43 However, the effects of this im-
proved water structure on the theoretical XAS have not
been elucidated. Secondly, in the series of computational
work adopting the static COHSEX approximation for the
electron-hole excitation of liquid water, a homogeneous
electronic screening model was first adopted9 and then
extended by using the Hybertsen-Louie ansatz45 to ac-
count for the inhomogeneous screening effects from the
molecular environment.10 However, some discrepancies
still exist and it is not yet clear that to which extent
the dynamic screening effect will affect the quasiparticle
wavefunctions (QWs) as well as the computed XAS. For
example, it was observed that the width of the theoreti-
cal XAS by static COHSEX is slightly narrower than the
experimental data.10

In an effort to address the above issues, we adopted a
systematic way to study the XAS of liquid water at am-
bient conditions. Specifically, we used more advanced
ab initio modelings of molecular structures and elec-
tronic excitations. We generated liquid water trajecto-
ries from the ab initio molecular dynamics (AIMD)46

simulations by employing a hierarchy of XC function-
als of PBE,47 PBE with the vdW interactions in the
form of Tkatchenko and Scheffler (PBE+vdW),48 and
hybrid functional PBE049,50 with the vdW interactions
(PBE0+vdW). By utilizing the enhanced static COH-
SEX method to treat the excitations51, we find that
the XAS computed from the snapshot generated by the
PBE0+vdW functional agree well with the experiment
among the three XC functionals studied. The vdW inter-
actions soften the water structures by increasing the pop-
ulation of water molecules in the interstitial region, while
the hybrid functional mitigates the self-interaction er-
ror and weakens the HB strength towards experiment.43

Both structural corrections and improved excitation the-
ory are crucial in giving rise to an overall improvement
of the three edges of XAS. In particular, the post-edge
feature in the high-energy region of XAS is in slightly
better agreement with experiment by a better screening

modeling as the enhanced static COHSEX. In addition,
we also compared a set of XAS computed from different
excitation theories to the experiment in order to show
the importance of self-consistently diagonalized QWs in
capturing the qualitative features of XAS.

II. METHODS

We performed AIMD simulations to generate liquid
water trajectories using a modified version of the Quan-
tum ESPRESSO package.52 We simulated 128 water
molecules in a periodic cubic cell with a cell length of
15.68 Å using the Car-Parrinello molecular dynamics
(CPMD)46 within the canonical (NVT) ensemble. We
employed the norm-conserving pseudopotentials in the
form of Troullier-Martins53 and set the kinetic energy
cutoff of the electronic wavefunctions as 71 Ry. We used a
hierarchy of XC functionals, including PBE, PBE+vdW,
and PBE0+vdW as mentioned. The hybrid functional
PBE0 with a mixing of 25% exact exchange was evalu-
ated in a linear-scaling manner by taking advantages of
maximally localized Wannier functions.32 The ionic tem-
peratures were controlled through the Nosé-Hoover chain
thermostats with a chain length of 4 for each ion.54–56

All AIMD simulations were performed at 330 K, where
an increase of 30 K has been found to mimic the NQE
in structural quantities such as the oxygen-oxygen radial
distribution function in DFT based simulations of liquid
water.57 A time step of 4.0 a.u. and a fictitious electron
mass of 300 a.u. were chosen.

We calculated the X-ray absorption cross section using
the Fermi’s golden rule:

σ(ω) = 4π2α0~ω
∑
f

|Mif |2δ(ωif − ω), (1)

where α0 is the fine structure constant and ~ω is the
absorbed photon energy matching the energy difference
~ωif = Ef − Ei. Ef and Ei are the eigenvalues of the
final and initial states, respectively. Mif are the transi-
tion matrix elements between the initial state |φi〉 and
final state |φf 〉 that can be evaluated within the electric-
dipole approximation as Mif ∼ 〈φi|x |φf 〉, averaging
over the three Cartesian directions. We take the 1s
atomic core wavefunction from DFT calculations as the
initial state |φi〉. For the final state |φf 〉, we apply a
self-consistently diagonalization procedure within the en-
hanced static COHSEX approach51 and the details are
as follows.

The final state |φf 〉 is obtained by utilizing the en-
hanced COHSEX approach, which has been implemented
within the framework of CPMD46 scheme. Specifi-
cally, the COHSEX method has been implemented in
the CPMD module within the Quantum ESPRESSO
package.52 For each set of input wave functions |φf 〉, we
fix the ion positions and damp the wave functions of a
system in a self-consistent way as explained below. Note
that the formulas we describe here are only suitable for
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the excitation theory we adopt and are independent of
the other CPMD simulations we performed with vdW
and PBE0 functionals.

First, the Lagrangian from the CP approach is

L =
µ

2

∑
i

〈ψ̇i|ψ̇i〉+
1

2

∑
I

MIṘ
2
I − Etot(R, {ψ}) (2)

+ λij(〈ψi|ψj〉 − δij),

where ν is a fictitious mass of electrons and ψi is the or-
bital of state i. MI is the mass for atom I that is located
at RI . Etot(R, {ψ}) is the total energy calculated from
first-principles methods. The last part is the orthogonal-
ity constrain imposed on orbitals with the Lagrangian
multiplier to be λij . Note that the initial ion positions
are fixed and only wave functions are generated. There-
fore, we need to damp the wave functions towards the
ground state, which is realized via the equations of mo-
tions of electrons in plane-wave basis set

µψ̈i = −H (R, {ψ})ψi +
∑
j

λijψj , (3)

respectively. Here H (R, {ψ}) is the Hamiltonian matrix
of the system. Furthermore, the Hamiltonian part can
be evaluated in real space as

Hψ(r) = [−1

2
∇2(r) + Vext(r,R) + VH(r)]ψ(r) (4)

+

∫
dr′Σ(r, r′, E)ψ(r′), (5)

where Vext(r,R) is the external potential and VH(r) is
the Hartree potential. In particular, Σ(r, r′, E) is the
self-energy operator that is non-local in real space and
depends on the self-energy E. In the static COHSEX
approximation, the self-energy operator can be approxi-
mated as

Σstatic
COHSEX(r, r′) = Σstatic

COH (r, r′) + Σstatic
SEX (r, r′). (6)

The first part is

Σstatic
COH (r, r′) =

1

2
δ(r− r′)Wp(r, r′;E = 0) (7)

=
1

2
δ(r− r′)(W − v), (8)

where Wp is the Coulomb hole, W is the screened
Coulomb interaction, and v is the bare Coulomb inter-
action. The Hybertsen-Louie ansatz45 proposed that W
generally follows the local charge density and has a form
of

W (r, r′;E = 0) =
1

2
(W [r− r′; ρ(r′)] +W [r′ − r; ρ(r)]),

(9)

where W can be written as

W [r′ − r; ρ(r)] =
1

2π3

∫
ε−1[q; ρ(r)]v(q)eiq·(r−r

′)dq.

(10)

Here, we use the Bechstedt model58 for the dielectric
function

ε[q, ρ(r)] = 1 +
[
(ε0 − 1)−1 (11)

+ α(q/qTF)2 + q4/(
4

3
k2F q

2
TF)
]−1

,

where qTF is the Thomas-Fermi wave vector, kF is the
Fermi wave vector, ε0 is taken from experiment, and α is
fixed by matching the Bechstedt model to the q2 depen-
dence of the Penn model.59 Next, we can transform W
to

W [r′ − r; ρ(r)] =
v(r− r′)

ε0
− 1

a(x1 − x2)|r′ − r|
(12)

×
(ei√x1|r′−r|

x1
− ei

√
x2|r′−r|

x2

)
.

Here x1,2 = (−b ±
√
b2 − 4ac)/2a, a = ( 4

3k
2
F q

2
TF)−1, b =

α/q2TF, and c = ε0/(ε0 − 1). The second part is

Σstatic
SEX (r′, r) = −

occ∑
i

ψi(r)ψ∗i (r′)W (r, r′;E = 0). (13)

Numerically it has been shown that most of the error
by using the static COHSEX approximation, when com-
pared to the GW, comes from the short-wavelength part
of the assumed adiabatic accumulation of the Coulomb
hole Wp, namely, the COH part; while the SEX term
in the static COHSEX approximation yields relatively
close values to the GW calculations.51 Therefore, the en-
hanced static COHSEX was proposed to introduce a uni-
versal function f to approximately include the dynamics
screening in the original static model into the COHSEX
formula. Specifically, the enhanced static COH term can
be evaluated as

Σnew
COH(r, r′) =

δ(r− r′)

2

∫
Wp(q;E = 0)f(q/kf )e−iq·rdq,

(14)

where q is a plane wave and kf is the Fermi vector. The
scaling functions is

f(x) =
1 + a1x+ a2x

2 + a3x
3 + a4x

4 + a5x
5 + a6x

6

1 + b1x+ b2x2 + b3x3 + b4x4 + b5x5 + b6x6
,

(15)

where a1 = 1.9085, a2 = −0.542572, a3 = −2.45811,
a4 = 3.08067, a5 = −1.806, a6 = 0.410031, b1 = 2.01317,
b2 = −1.55088, b3 = 1.58466, b4 = 0.368325, b5 =
−1.68927, and b6 = 0.599225.

In the above, we described the procedures to compute
XAS based on an excited water molecule in a snapshot.
We then excited every water molecule in the 128-molecule
supercell in order to sample the different local environ-
ment of disordered liquid water structure. In our cases,
we found converged XAS after randomly exciting 64 wa-
ter molecules in the snapshot. We note that in a previous
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study, 10 individual and uncorrelated snapshots of 32 wa-
ter molecules were chosen and only small differences were
observed between these snapshots.17 Therefore, we con-
sider one snapshot of a large cell is sufficient to yield
meaningful results and take a representative snapshot
from each AIMD trajectory reflecting the equilibrated
structure of liquid water to compute XAS.

Due to the different local environments in liquid water
of each excited oxygen atom, we adopted the core-hole
energy shift of each excitation by following Ref. 60, which
is a standard approach to compute the core level shifts.
We used Gaussian broadening of 0.4 eV for all spectra,
which has been used in previous calculated XAS of liquid
water.9,10 The computed XAS were aligned to the onset
of the pre-edge (535 eV) and then normalized to the same
area of experimental data ranging from 533 to 546 eV.

To analyze the real-space locations of QWs in terms
of the three edges in XAS of liquid water, we also define
the one dimensional density of QW as

ρi(r) =

∫ ∫
|ψi(r, θ, φ)2|dθdφ, (16)

along the radial direction and the origin is taken to be the
position of the excited oxygen with a core-hole. In the
equation, i represents the index of conduction band with
excitation energy εi. In order to present the different
localizations of the QWs, the index i is chosen so that
εi ∈ [534.5, 535.5]eV for QWs representing pre-edge of
XAS, εi ∈ [537, 539]eV for QWs representing pre-edge of
XAS, and εi ∈ [540, 542]eV for QWs representing pre-
edge of XAS.

III. RESULTS AND DISCUSSION

A. HB structure probed by pre-, main- and
post-edge of XAS

The QWs can be strongly perturbed by the local liq-
uid water structures. The pre-edge, main-edge, and post-
edge of XAS are found to have distinguishable molecu-
lar signatures that relate to different spatial regions of
the HB network;8,9,18 the pre-edge has the 4a1 character
while the main-edge and post-edge have the b2 character,
all of which originate from the molecular excitations in
the gas phase.8 In order to quantitatively study the spa-
tial regions in terms of different XAS edges, we present
the density distributions of QW as a function of oxygen-
oxygen distance in Fig. 1. The oxygen-oxygen radial dis-
tribution function (gOO(r)) and an excited oxygen with
QW distributed within the HB network (insets) are also
shown for comparison. Overall, Figs. 1(a), (b), and (c)
show that the density distributions of QW become more
delocalized from the pre-edge, main-edge, to post-edge.

The density distribution of QW of pre-edge illustrated
in Fig. 1(a) has the highest peak at 1.7 Å and is mostly
localized within 2.75 Å, the later of which is the first peak
position of gOO(r). The inset in Fig. 1(a) shows that the
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FIG. 1: Density distributions of QW (green dashed line) of
(a) pre-edge, (b) main-edge, and (c) post-edge as a function
of oxygen-oxygen distance computed from the snapshot of the
PBE0+vdW trajectory using the enhanced static COHSEX
method. The gOO(r) (red line) from the PBE0+vdW trajec-
tory is shown for comparison in (a), (b), and (c). The insets
show the representative QWs of the three edges around the
excited water molecule. Water molecules reside within the
second coordination shell of the excited oxygen are shown.
Red, white, and yellow spheres represent oxygen, hydrogen,
and oxygen atom with a core hole, respectively. The QWs
with opposite signs are depicted with blue and green.

QW of pre-edge resembles the first excited state of water
molecule in the gas phase with 4a1 symmetry. In this re-
gard, our result is consistent with a previous assignment9

of the pre-edge to a bound exciton state, where the elec-
tron orbital was found to be mostly localized within the
first coordination shell. Therefore, the pre-edge features
can be largely affected by the short-range structures, such
as broken HBs and covalent bond strength, around the
excited oxygens. With the weakened HBs described by
hybrid DFT functional (PBE0) and vdW interactions,
the short-range HB network, therefore, the computed
pre-edge of XAS is expected to be improved in both en-
ergies and intensities.

As shown in Fig. 1(b), the density distribution of QW
of the main-edge is more delocalized than that of the
pre-edge. The inset shows that the QW of main-edge
can be found not only on the excited molecule itself but
also on its first and second shell neighbors. In addition,
a clear b2 character can be identified for a typical QW
of main-edge. The above is consistent with the fact that
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FIG. 2: Computed XAS and gOO(r) from three levels of exchange-correlation functionals used in the AIMD simulations, namely,
PBE, PBE+vdW, and PBE0+vdW. A representative snapshot consisting of 128 water molecules from each equilibrated AIMD
trajectory was used for spectra calculation. The enhanced static COHSEX method is adopted as the excitation theory. The
experimental (Exp.) data of XAS21 and gOO(r)61 are also shown for comparison.

main-edge was found to originate from the second excited
state of water molecule in the gas phase. By comparing
the localization of the main-edge density of QW to that
of the pre-edge, it can be seen that the former one is more
localized between the first and second coordination shells
of liquid water structure. In this regard, it is expected
that the main-edge feature of XAS will be sensitive to
the intermediate-range order of liquid water structure,
i.e. water molecules in the interstitial region.

In contrast to the density distributions of QW of the
pre-edge and main-edge, the QW of post-edge shown in
Fig. 1(c) is the most delocalized one but still preserves
b2 character. The strong delocalization can be clearly
seen by the increased density of QW as a function of the
distance away from the excited water molecule. Hence,
the water molecules in long-range order are critical in de-
termining the post-edge features. Using small simulation
cell containing 32 water molecules fails to yield post-edge
intensity of XAS in close agreement with experimental
data.9 The delocalization feature is consistent with the
fact that the post-edge is a resonant exciton state.

B. XAS calculated from PBE, PBE+vdW, and
PBE0+vdW AIMD trajectories

Among the three levels of XC functionals investigated,
the XAS computed from the snapshot obtained with PBE
show the least agreement with the experimental spectra
in Fig. 2(a). Four major discrepancies can be identified.

First, the intensity of the computed pre-edge is under-
estimated compared to experiment. Second, the theo-
retical main-edge is centered around 538.5 eV, showing
a large blue-shift (around 1 eV) compared to the exper-
imental value at 537.5 eV. Third, a significantly over-
estimated post-edge intensity leads to the fact that the
main-edge and post-edge have almost the same inten-
sities, which contradicts the experimental fact that the
main-edge is more prominent than the post-edge in liq-
uid water. Fourth, the width of the computed XAS is
slightly narrower than the experimental XAS, especially
in the high-energy region. Experimentally, the XAS of
crystalline ice Ih with an intact HB network show a more
prominent peak of post-edge than that of the main-edge.
Therefore, the discrepancies imply that the HB network
of liquid water from the PBE AIMD trajectory is over-
structured. Indeed, the gOO(r) computed from the PBE
AIMD trajectory significantly deviates from experimen-
tal measurement61 as shown in Fig. 2(d). Specifically,
the first and second peaks of gOO(r) from simulations
are significantly overestimated and the first minimum is
largely underestimated. Consistently, the average num-
ber of HBs per water molecule is found to be 3.76 in
the PBE trajectory according to the popular HB defi-
nition proposed by Luzar and Chandler,62 which is the
highest among all the functionals studied herein. All
the above indicate that the HB network of liquid wa-
ter is over-structured from the PBE AIMD trajectory.
Not surprisingly, the theoretical XAS predicted by an
over-structured HB network from the PBE AIMD trajec-
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tory yield ice-like spectra with relatively more prominent
post-edge feature.

As shown in Fig. 2(b), the XAS computed from the
PBE+vdW trajectory are largely improved towards the
experimental spectra compared to that obtained from
the PBE trajectory. The improvement can be seen by
a higher pre-edge intensity, a shift of main-edge towards
lower energy, and a lower post-edge intensity. The bet-
ter agreement is attributed to the improved description
of the HB network by including the vdW interactions
in the AIMD simulation. An explicit account of vdW
forces strengthens the attractive interactions among wa-
ter molecules, which significantly increase the popula-
tion of water molecules in the interstitial region. The in-
creased population of water molecules brings the gOO(r)
in closer agreement with experiment within the first and
second coordination shells. Moreover, the increased pop-
ulation of water molecules in the interstitial region weak-
ens the HBs among the water molecules in the first coor-
dination shell, resulting in a reduced first peak in the
gOO(r). The average number of HBs per molecule is
found to be 3.56, which is about 5% smaller than that of
PBE. Hence, an excited oxygen atom experiences a more
disordered environment by surrounding water molecules.
First of all, the pre-edge intensity is increased due to the
breaking of more HBs. In order to verify this, we se-
lected two excited water molecules, one with broken HBs
and the other one with four intact HBs, and plotted their
density distributions of QW in Fig. 3(a). The QW of pre-
edge from the excited molecule with broken HBs is more
localized with enhanced p character due to the more dis-
ordered short-range molecular environment. Therefore,
larger amplitudes of transition matrices Mij are obtained
according to the Fermi’s golden rule as shown in Eq. (1).
As a result, the pre-edge intensity is increased with more
broken HBs. Secondly, the main-edge intensity is also en-
hanced by increased population of water molecules in the
interstitial region due to vdW interactions. In order to
further explain how the water molecules in the intersti-
tial region affect the main-edge features, we also selected
two representative excited water molecules and calcu-
lated their density distributions of QW; one of the excited
water molecules has four intact HBs and the other one
has extra neighboring water molecules within the intersti-
tial region in addition to the four intact HBs. Fig. 3(b)
suggests that the density of the main-edge QW of the
excited molecule with extra neighboring water molecules
within the interstitial region is more localized than the
other by the disordered molecular environment in the
intermediate range. Similar to the discussion of the am-
plitudes of transition matrices and the QW localization
associated with the pre-edge feature, we conclude that
the increased population of water molecules within the
interstitial region leads to larger amplitudes of transi-
tion matrices in the main-edge. The above discussion
explains the improved main-edge features, namely, the
increased intensity and shift of the peak position (cen-
tering at 538.2 eV) towards experiments (centering at
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intact HBs
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intact HBs

(a) (b)

FIG. 3: Density distributions of QW computed from differ-
ent excited water molecules within a snapshot of 128 water
molecules for the (a) pre-edge and (b) main-edge regions of
XAS. The QWs are chosen based on different H-bonding envi-
ronments and different electronic states. In panel (a), density
distributions of QW are shown for two water molecules with
an intact HBs (green dashed line) and broken HBs (purple
solid line), respectively. Note the the intact HBs refer to two
accepting and two donating HBs, and prominent peaks are
observed for water molecules with broken HBs as shown in
(a). In panel (b), density distributions of QW are shown
for two water molecules with intact HBs. In particular, the
presence of an extra non-bonded neighboring water molecules
within the interstitial region (orange solid line) results in more
prominent peaks as shown in (b).

537.5 eV). The post-edge feature, whose QW is orthogo-
nal to that of main-edge, is therefore predicted to have a
lower spectra intensity.

The theoretical XAS are further improved towards
the experimental measurements by using the molecular
configurations generated from the PBE0+vdW AIMD
trajectory, as shown in Fig. 2(c). By mixing a frac-
tion of exact exchange in the hybrid functional, PBE0
mitigates the self-interaction error and lowers the ten-
dency of hydrogens to be donated to neighboring water
molecules. Under the influence of exact exchange, the co-
valent bonds of water molecules are strengthened, result-
ing in a shorter OH bond with the weakened directional
HBs. Consequently, the average number of HBs is re-
duced to 3.48 in the PBE0+vdW AIMD trajectory, which
is lower than the ones from the PBE and PBE+vdW
AIMD trajectories. As a result, the water structure is
further softened with a larger fraction of broken HBs,
in consistence with the lower of the first peak of gOO(r)
as illustrated in Fig. 2(f). Moreover, the width of the
first peak in gOO(r) is broadened, and the position is
slightly increased towards the experimental direction, in
consistence with the weakened directional HB strength.
The revised HB network in liquid water essentially affects
the computed XAS in the following three aspects. First,
the mitigated self-interaction error included in the hybrid
functional revises the short-range order of the HB net-
work in such a way that the excited water molecules expe-
rience a more disordered molecular environment compris-
ing its first coordination shell, which is sensitively probed
by the XAS technique in the pre-edge region. Based on



7

534 536 538 540 542 544 546

Energy (eV)

0

2

4

6

8

10

12
In

te
n

si
ty

 (
A

rb
. 

U
n

it
)

Exp. 
COHSEX(s)
COHSEX(es)

FIG. 4: Comparison of XAS computed between static
COHSEX (COHSEX(s)), enhanced static COHSEX (COH-
SEX(es)), and the experimental data.21 A representative
snapshot from the PBE0+vdW AIMD trajectory containing
128 water molecules was used for all spectra calculations. Self-
consistent calculations were carried out to update the input
wave functions.

the same argument in the previous paragraph, the QW
of pre-edge with broken HBs is more localized with en-
hanced p character, resulting in the more prominent pre-
edge intensity with more broken HBs. Therefore, the
intensity of pre-edge from the PBE0+vdW trajectory is
slightly increased towards the experimental spectra, re-
flecting the softer liquid structure at short range. Second,
as a direct consequence of the weakened directional HB
strength, more non-bonded water molecules flow into the
interstitial region as shown by the increased first mini-
mum towards the experimental measure in Fig. 2(f). As
a result, the intermediate-range order of HB network is
revised as well, in which the excited water molecule is
placed in a more disordered molecular environment be-
yond the first coordination shell. Similar to the previ-
ous discussion of the effect of vdW interactions on main-
edge, the main-edge features of XAS, which are sensitive
to the intermediate-range order of the HB network, are
modified with increased intensity ranging from 537 to
538 eV. In addition, the peak position of main-edge is
shifted to 537.9 eV, which is closer to the experimen-
tal peak at 537.5 eV. The changes of the main-edge fea-
tures provide better agreement with experimental spec-
tra. Third, the post-edge becomes more delocalized with
a decreased intensity shifting towards higher energies.
The peak position of the post-edge is 540.8 eV, which is
slightly smaller than the experimental value of 541.0 eV.
The more prominent feature of the main-edge than that
of the post-edge is best captured from the PBE0+vdW
trajectory. In particular, the width of XAS is broadened
in the high-energy region (544 to 546 eV), matching bet-
ter with experiments.

C. Enhanced Static COHSEX and
Self-Consistently Diagonalized QWs

Besides the accurate description of water structures
by including the vdW interactions and hybrid functional
(PBE0), a proper treatment of excitations is also criti-
cal in obtaining accurate XAS. The approximation of the
electron self-energy has been widely used in the electron
excitation problems, but is computationally very expen-
sive in simulating XAS of liquid water. In order to re-
duce the computational cost, excitation theories based
on the COHSEX method with electron screening models
were used.9,10 Compared to the GW methods, the static
COHSEX method suffers from the wavelength dependent
error from the COH part, which is more significant at
short wavelength but negligible at long wavelength.51 As
a result, the high-energy region of XAS is affected but
can be improved by using the enhanced static COHSEX
method.51

Fig. 4 shows the XAS of liquid water computed by
using both static COHSEX and enhanced static COH-
SEX methods, and the water structure is chosen from
the PBE0+vdW trajectory. By using the enhanced static
COHSEX method, the XAS of liquid water are improved
towards experiment when compared to the spectra calcu-
lated from the static COHSEX. For example, the inten-
sity of the post-edge region (> 541 eV) increases while
intensities of the pre-edge and main-edge decrease, as ob-
tained from the enhanced static COHSEX. This is due
to the broadening effect introduced by considering the
dynamic screening in the enhanced static COHSEX ap-
proach. The above broadening effect is more significant
on the short-wavelength part, as can be seen by the cor-
rections on the XAS in relatively high excitation energy
region. By normalizing the XAS of both experiment and
theory to the same area, the increase of the high-energy
spectra also leads to the decrease of the pre-edge and
main-edge intensities.

In order to emphasize the importance of self-
consistently diagonalized QWs, we further compare XAS
as obtained from three different excitation treatments.
First, the full core-hole (FCH) approximation, where
both the energy levels and wavefunctions are from unoc-
cupied Kohn-Sham eigenstates. Second, a perturbative
treatment based on the G0W0 approximation, in which
the quasiparticle energies are from the excitation theory
but the QWs are still approximated by the Kohn-Sham
eigen functions. Third, the current enhanced static COH-
SEX approach in which both the excitation energies and
the QWs are generated by the self-consistently diagonal-
ized self-energy operator. The resulting spectra yielded
from the above three different approaches are reported in
Fig. 5. The G0W0 approximation has been widely used
in calculating the band structures of water,63 aqueous
solutions,64 and many other organic systems.65–70 How-
ever, calculations of the XAS significantly depend on the
QWs as they are explicitly involved in the evaluation
of the transition matrix elements Mij in Eq. (1). Not
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FIG. 5: Comparison of XAS computed from three different
excitation schemes and the experiment.21 A representative
snapshot from the PBE0+vdW AIMD trajectory containing
128 water molecules was used for all spectra calculations.
The first excitation scheme by GGA-level DFT (blue dashed)
with the FCH approximation is a one-step calculation with-
out changing the input wave functions. Second, the G0W0

(orange) scheme was also performed with one-step diagonal-
izaiton. Third, the enhanced static COHSEX (COHSEX(es))
(red solid line) was adopted and a self-consistent calculation
was carried out to update the input wave functions.

surprisingly, the use of the wavefunctions from the FCH
approximation in DFT and G0W0 approach leads to very
similar predicted XAS. As a result, XAS from both FCH
and G0W0 approach yield a narrowed spectra width with
spectra features significantly deviating from experiments
as shown in Fig. 5. In sharp contrast, XAS from self-
consistently diagonalized self-energy operator within the
enhanced static COHSEX approach are in much better
agreement with the experimental spectra.

IV. SUMMARY

We carry out a systematic modeling of the liquid water
XAS by advanced ab initio approaches. We find that the
computed XAS agree better with the experiment spec-
tra based on the liquid structure generated from AIMD
by including the vdW interactions and hybrid functional

(PBE0). The predicted XAS are further improved by the
enhanced static COHSEX method that includes the ap-
proximate dynamic screening. Specifically, the features
of the three edges (pre-edge, main-edge, and post-edge)
of liquid water are improved. First, the short-range order
in liquid water is improved by inclusion of the vdW in-
teractions and PBE0 functional. The vdW interactions
increase the population of water molecules within the
interstitial region and therefore weaken the short-range
HBs. Under the influence of exact exchange by PBE0,
the covalent OH bonds are shorter, which further weak-
ens the directional HB strength. As a result, the pre-
edge intensity is increased by the presence of more bro-
ken HBs in liquid water. An accurate description of the
intermediate-range order of water, especially the water
molecules in the interstitial region, is crucial to yield the
main-edge intensity and peak position close to experi-
ment. The inclusion of both vdW interactions and hybrid
functional increases the population of water molecules
in the interstitial region, resulting in main-edge features
that agree well with the experimental spectra. Lastly,
the overall spectra are improved by considering the dy-
namic screening effects in the enhanced static COHSEX.
In conclusion, the PBE0+vdW AIMD trajectory with the
enhanced static COHSEX yields better theoretical XAS.
QWs from the diagonalization of the GW self-energy in-
stead of the DFT wavefunctions are crucial in obtaining
spectra that quantitatively agree with experiments.
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