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Density functional theory in principle predicts correct ground-state properties for all materials.
However, the rock-salt structure of MnO has been obtained only by high-level random phase approx-
imation and diffusion Monte Carlo (DMC). Here we propose and test for MnO, FeO, CoO, and NiO
that a semilocal density functional can solve this problem by properly including both self-interaction
and van der Waals corrections. The importance of the latter was previously unanticipated. The
MnO structural energy difference from SCAN+rVV10+U (with U from linear response) agrees well
with that from DMC.
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Density functional theory (DFT) has been the
workhorse for computational materials design. It is a for-
mally exact ground-state theory, and in principle predicts
the correct ground-state properties even for strongly-
correlated materials, with the transition-metal (TM)
monoxides MnO, FeO, CoO, and NiO as the most fa-
mous exemplars. Yet, DFT with the widely-used local or
semilocal approximations to the exchange-correlation en-
ergy has been greatly challenged by these materials, not
only for the band gap (however see Refs. 1–3) but also
for ground-state properties such as the crystal structure
for MnO and CoO. Considering the vast number of TM
elements in the periodic table, as well as their critical
roles in functional materials related to Li-ion batteries,
water splitting, oxygen evolution catalysis, etc., solving
the polymorphism stability problem in a physically sound
manner is of significant importance from both theoreti-
cal and technical points of views. In this work, we will
identify the physics that solves this problem for the TM
monoxides.

Below the Néel temperature, these four TM oxides
are insulators with a slightly distorted rocksalt (RS)
lattice [4] and the AF2 antiferromagnetic configuration
(defined as in Ref. 5). The widely used Perdew-Burke-
Ernzerhof (PBE) [6] generalized gradient approximation
(GGA) underestimates their fundamental band gaps,
with zero gaps for FeO and CoO. Gap underestima-
tion in the Kohn-Sham scheme is to be expected [1].
Of greater concern is the fact that PBE wrongly pre-
dicts the zincblende (ZB) phase as the ground state
for MnO and CoO [5, 7, 8]. Self-interaction correction
(SIC) [9, 10], approximated by DFT+U [11–13] with an
appropriate on-site Hubbard U to the d-orbit, or via
the more computationally-demanding hybrid functional
[14, 15] with a fraction of exact exchange, improves the
band gap [1, 2, 5, 16–21], but cannot fully recover the
polymorphism energetics [5, 22]. Peng and Lany [22]
first tackled this problem for MnO by the high-level adia-
batic connection fluctuation-dissipation theorem random
phase approximation to the correlation energy (RPA)

[23–25]. The correct energy difference between RS- and
ZB-MnO, ∆EZB/RS = EZB − ERS = 131meV/formula
unit (f.u.), was obtained after reducing the p-d coupling
in the input DFT orbitals by an external potential [22],
as confirmed later by diffusion Monte Carlo (DMC) [26].

Although RPA does not provide a practical solution
due to its heavy computation cost and dependence on
input orbitals, the success of RPA is suggestive. Un-
like PBE, RPA includes both non-local SIC and van der
Waals correction (vdWC): the total energy from RPA
is in analogy to the quasi-particle band structure from
G0W0 [27–29], one of the state-of-the-art approaches for
SIC, and vdW interaction is seamlessly included in RPA
[30]. Hence, a semilocal functional, such as PBE, with
proper SIC and vdWC, may improve the polymorphism
energetics for TM oxides. This would facilitate material
design based on heterostructural alloys [31] as in the re-
cent tetrahedral Mn1−xZnxO alloy (x ∼ 0.5) for water
splitting [32], where the accurate ∆EZB/RS of MnO was
critical during the computational design.

We numerically test this proposal with four represen-
tative DFT flavors: the standard PBE-GGA [6], the
strongly constrained and appropriately normed (SCAN)
meta-GGA [33], the rev-vdW-DF2 (revDF2) vdW func-
tional for solids [34], and the Heyd-Scuseria-Ernzerhof
range-separated hybrid functional (HSE06) [15]. SIC is
applied to PBE, SCAN and revDF2 via DFT+U [12],
vdWC to PBE and HSE06 via the Tkatchenko-Scheffler
(TS) method [35, 36], and vdWC to SCAN via the rVV10
non-local correlation [37] (a revised form of VV10 [38]).
By choosing a relatively diverse group of SIC and vdWC
methods and semilocal exchange-correlation functionals,
we aim to demonstrate the generality and robustness of
our proposal, which should still hold in the future with
new (and improved) semilocal functionals and schemes
for SIC [39, 40] and vdW.

All calculations were performed with the projector
augmented wave method [41] as implemented in the
VASP code (version 5.4.1) [42–44], with the vdW-DF
[45] and rVV10 implementations [46, 47]. The energy
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cutoff for the plane-wave basis is 520 eV, and converged
Γ-centered Monkhorst-Pack k-meshes [48] are used for
the Brillouin zone sampling. We take the magnetic con-
figurations for the RS and ZB phases as defined in Ref. 5,
and all structures are fully relaxed.

FIG. 1. The total density of states (filled shapes) and the Mn-
d-projected density of states (blue curve) of δ-MnO2 from (a)
PBE, (b) PBE+U, (c) SCAN, (d) SCAN+U, and (e) HSE06,
with the same U value of 3 eV for both PBE and SCAN.
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The proper amounts of SIC and vdWC are different
for different DFT flavors. The vdW interaction can be
roughly separated into an intermediate-range part and a
long-range part. The former can be included in a semilo-
cal functional within the exchange energy [46], being
overestimated by LDA, barely included by the rev-B86b
GGA [49] in revDF2, slightly included by PBE GGA,
and about right in SCAN as well as the M06L [50] meta-
GGAs. Accordingly, we add a large vdWC to PBE, a
small vdWC to SCAN, and none to revDF2 which al-
ready includes vdW via the vdW-DF2 correlation func-
tional [51]. A similar amount of vdWC is added to HSE06
as to PBE, as implied by a similar damping parameter
of the TS method for each [36]. SCAN outperforms PBE
thanks to a better description for the non-bonding over-
lapped electron density. Such a region is characterized

by α ≫ 1, where α = τ−τW

τ0 with τ the kinetic energy
density of the valence electrons, and τW and τ0 the von
Weizsäcker and uniform electron gas kinetic energy den-
sities [33, 52]. For more discussion, we refer to Ref. 46.

Figure 1 for hexagonal δ-MnO2 illustrates the effects
on the one-electron density of states (DOS) of the sim-

plified SICs DFT+U and HSE06: a larger and more real-
istic band gap (in a generalized Kohn-Sham scheme [1]),
and a shift of the states near the conduction band min-
imum from t2 (dxy, dyz, dxz) to eg (dx2

−y2 , dz2) char-
acter. SCAN by itself achieves some improvement over
PBE in the band gap (as in main-group solids [53]). In
Fig. 1, we apply the same U = 3 eV for both SCAN and
PBE. Comparing the DOS at the bottom of the conduc-
tion band from SCAN+U and PBE+U to that from the
more-sophisticated HSE06, one can see that SCAN needs
a smaller SIC correction than PBE.

TABLE I. First-principles Hubbard U parameters, in eV,
for the RS- and ZB-MnO, FeO, CoO, and NiO from the
self-consistent linear-response approach [54–57], for the PBE
GGA and SCAN meta-GGA. The average values listed are
used in the rest of this study.

MnO FeO CoO NiO

RS ZB RS ZB RS ZB RS ZB

PBE 3.00 3.45 2.82 2.96 3.45 3.43 3.35 3.42

avg. 3.2 2.9 3.4 3.4

SCAN 2.52 2.98 2.21 2.57 2.86 2.93 2.66 2.57

avg. 2.8 2.4 2.9 2.6

The U parameter can be determined by using the
linear-response approach [13] with self consistency [54,
55]. The actual procedure in Ref. 56 was followed, with a
64- or 72-atom supercell. The first-principles U parame-
ters are listed in Table I for both RS- and ZB-MnO, FeO,
CoO and NiO. We see that the U parameters for SCAN
are generally about 0.5 eV smaller than those for PBE,
consistent with the previous discussion. The average U

between the RS and ZB results are used in the following
calculations, and the same U parameters are assumed for
PBE and revDF2.

In Fig. 2 we present the phase stability of the RS phase
with respect to the ZB phase, ∆EZB/RS , for MnO, FeO,
CoO, and NiO, from PBE, HSE06, revDF2, and SCAN,
with SIC and vdWC included as mentioned before. The
experimental AF2 magnetic configuration is used for all
four oxides in the RS phase, and AF1 for MnO and FeO,
AF3 for CoO, and AF5 for NiO in the ZB phase are used
(as defined in Ref. 5). These are also ground-state mag-
netic configurations from PBE and SCAN with both SIC
and vdWC. Generally we find that the synergy between
SIC and vdWC is critical.

MnO is the only compound among the four TMmonox-
ides here for which the DMC result [26] provides a
reliable reference. The plain PBE severely underesti-
mates the stability of the RS phase with ∆EZB/RS =
−244meV/f.u., U reduces the structural energy differ-
ence to −17meV/f.u., and TS-vdW reduces the differ-
ence to −151meV/f.u. The correct RS ground state is
recovered only when both corrections are added, with
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FIG. 2. The phase stability of the experimental ground-
state rocksalt (RS) phase with respect to the zincblende (ZB)
phase, ∆EZB/RS = EZB − ERS in meV/f.u., from four
DFT methods with self-interaction correction (via DFT+U
for PBE, revDF2, and SCAN), with the vdW correction (via
TS-vdW for PBE and HSE06, via rVV10 for SCAN), or with
both. The DMC result [26] for MnO is indicated by a dashed
line.
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a positive ∆EZB/RS of 88meV/f.u. The HSE06 re-
sult is very similar to the PBE+U value, and the
HSE06+vdW result is very similar to PBE+U+vdW.
The plain revDF2 is better than PBE, close to but
slightly worse than PBE+vdW. Similarly, revDF2+U re-
covers the RS ground state, but with a slightly worse
∆EZB/RS than PBE+vdW+U. We attribute this to
more vdW correction from TS-vdW than from revDF2,
considering the fact that revDF2 slightly underestimates
for molecular systems although it performs well for
solids [34]. Since SCAN already includes the important
intermediate-range part of vdW, we see that SCAN+U
already recovers the correct ground state, and is actu-
ally better than PBE+vdW+U. Adding further the long-
range vdWC from rVV10, the SCAN+vdW+U result
with ∆EZB/RS = 135meV/f.u. falls within the error bar
of the DMC result, 132± 6.5meV/f.u.

The numerical test for MnO confirms our proposal, in-
spired by the RPA method, of a semilocal functional with
both vdWC and SIC as a computationally efficient solu-
tion to the polymorphism energetics of the TM monox-
ides. In particular, SCAN+rVV10+U (SCAN+vdW+U)
with a properly determined U may reach the accuracy of
higher-level theory. Using the SCAN+vdW+U results as
references, we see the same story in CoO, as indicated by

the similar patterns between Fig. 2(a) and (c). For FeO,
PBE with either individual correction predicts the cor-
rect RS ground state, as also indicated by the plain HSE
or revDF2 calculations. However the synergistic effect of
the two corrections is noticeable. Another point worth
noting for FeO is that the improvement of ∆EZB/RS due
to the TS-vdW (123–135meV/f.u.) is much larger than
that from the DFT+U (38–49meV/f.u.), but the rea-
son behind this needs more detailed analysis. NiO is the
only oxide of the four for which the plain PBE works
well, but adding the two corrections improves the result
significantly, and the PBE+vdW+U result is comparable
to the SCAN+vdW+U one. We found that the correc-
tions do not make significant changes to the SCAN result
in NiO, which indicates a good error cancellation of the
corrections between the RS and ZB phases.
The significant effect of vdW correction in these mainly

ionically-bonded solids, with the textbook cubic lattices,
is unexpected. How does this happen? The vdWC from
an ion-ion pairwise model method, like TS-vdW em-
ployed here, is

EvdW = −
1

2

∑

A,B

fdamp(RAB)C6ABR
−6
AB, (1)

where the summation runs over all possible pairs of ions
with a distance of RAB, and fdamp is the damping func-
tion. In this context, the biggest difference between the
RS and ZB phases is that the RS structure has a larger
coordination number (6 instead of 4) and a higher den-
sity (by about 20%). This results in a more negative
vdW correction to the total energy for the RS phase than
for the ZB one. In meta-GGAs, the intermediate-range

FIG. 3. The (a) electron density and (b) dimensionless α value
along the nearest neighboring Mn–Mn pair, O–O pair, and
Mn–O bond in the RS- and ZB-MnO from SCAN+rVV10+U.
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TABLE II. The calculated total energy with respect to the RS phase (∆E in meV/f.u.), equilibrium volume (Ω0 in Å3/f.u.),
bulk modulus (B0 in GPa), and fundamental band gap (Eg in eV) for MnO, FeO, CoO, and NiO in both RS and ZB structures,
using PBE+TS+U and SCAN+rVV10+U. The experimental data are collected in Refs. 17 and 18.

PBE+TS+U SCAN+rVV10+U Experiment

Compound ∆E Ω0 B0 Eg ∆E Ω0 B0 Eg Ω0 B0 Eg

MnO RS 0 21.58 156 1.8 0 21.71 164 2.3 21.96 151 – 162 3.8 – 4.2

ZB 88 26.47 102 0.8 138 26.43 120 1.1

FeO RS 0 20.25 150 1.2 0 20.28 163 1.4 20.35 150 – 180 2.4

ZB 142 24.34 107 0.3 157 23.15 84 0.8

CoO RS 0 19.06 184 2.3 0 19.08 186 2.9 19.25 180 3.6

ZB 51 23.53 137 1.4 92 23.45 146 1.7

NiO RS 0 17.76 205 2.5 0 17.94 220 3.5 18.14 166 – 208 3.7 – 4.3

ZB 768 20.55 56 0.9 782 21.16 85 1.5

vdW interaction mainly arises from electron density with
α ≫ 1 [33, 52]. In Fig. 3, we compare the electron den-
sity as well as the α value along the nearest neighboring
(NN) Mn–Mn pair, O–O pair, and Mn–O bond in the
RS- and ZB-MnO from SCAN+rVV10+U. Fig. 3 clearly
shows that the electron density and α are significant be-
tween the ions, suggesting important vdW effects in both
structures.

From the electronic structure point of view, the more
negative vdW contribution for the RS phase is related
to its higher ionicity than the ZB phase, partially be-
cause of the weaker p-d coupling in the former. Under
the Oh symmetry in the ideal RS structure, O-p con-
sists of a t1 triple-degenerated state, TM-d consists of a
t2 triple-degenerated state and an eg double-degenerated
state due to the crystal field splitting, and the p-d cou-
pling is symmetry forbidden. By contrast, under the Td

symmetry in the ideal ZB structure, O-p consists of a
t2 state, TM-d consists still of t2 and eg states, and p-
d coupling is allowed between the t2 states. Although
the symmetry is lowered due to the magnetic configu-
ration and lattice distortion, the chemical trend is kept.
The higher iconicity in the RS phase brings in the more
atom-like d states, explaining the higher α value between
the Mn-Mn nearest-neighbors.

We summarize in Table II the relative energy of the ZB
phase, equilibrium volume Ω0 and bulk modulus B0 from
the Murnaghan equation of state [58] fitting, and the fun-
damental band gap Eg for MnO, FeO, CoO, and NiO in
RS and ZB phase, with the two final corrected semilocal-
level functionals PBE+TS+U and SCAN+rVV10+U.
Experimental data for the RS phase are collected from
Refs. 17 and 18 for comparison. The lattice volumes
from both methods agree very well with the experimen-
tal values, thanks to the cancellation between the +U
and +vdW corrections: DFT+U depresses the p-d cou-
pling, and hence expands the lattice, while the attractive
vdWC always compresses the lattice. The bulk mod-
uli from both methods are also in excellent agreement

with the experimental values for the RS phase, with the
SCAN+rVV10+U results systematically larger than the
PBE+TS+U ones slightly. The band gaps are all non-
zero, but smaller than experiment. Figures like Fig. 2,
but for the volume and gap, are presented in the Sup-
plementary Material [59]. Generally, the SCAN-based
method is superior to the PBE-based one for both ener-
getics and band gaps. Besides, SCAN is better than both
PBE and LDA for localized noded orbital densities [60],
relevant to the SIC of Refs. 9, 10, and 40.

In summary, we have proposed a solution, at the com-
putational cost of a semilocal functional, to the polymor-
phism energetics of transition metal monoxides. This
solution is inspired by the success of RPA for the cor-
rect ground state of MnO, which we attribute to the
coexistence of self-interaction correction and van der
Waals interactions in RPA. When such corrections are
added to a semilocal functional, the correct ground-
state properties are found for MnO, FeO, CoO and NiO.
Unless both corrections are made together, the wrong
structure is predicted for MnO and CoO. In particu-
lar, SCAN+rVV10+U, with U determined in a first-
principles way, is a promising approach to reach the accu-
racy of DMC, as shown here for MnO and as anticipated
for the other three monoxides. This should be especially
helpful for the study and design of functional materi-
als where phase transition or stability is critical, such
as Li-ion battery cathode materials and heterostructural
semiconductor alloys, and also for future methodology
development.
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