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High-temperature, high-dose, neutron irradiation of W results in the formation of Re-rich clusters at concen-
trations one order of magnitude lower than the thermodynamic solubility limit. These clusters may eventually
transform into brittle W-Re intermetallic phases, which can lead to high levels of hardening and thermal conduc-
tivity losses. Standard theories of radiation enhanced diffusion and precipitation cannot explain the formation of
these precipitates and so understanding the mechanism by which nonequilibrium clusters form under irradiation
is crucial to predict materials degradation and devise mitigation strategies. Here we carry out a thermodynamic
study of W-Re alloys and conduct kinetic Monte Carlo simulations of Re cluster formation in irradiated W-
2Re alloys using a generalized Hamiltonian for crystals containing point defects parameterized entirely with
electronic structure calculations. Our model incorporates recently-gained mechanistic information of mixed-
interstitial solute transport, which is seen to control cluster nucleation and growth by forming quasi-spherical
nuclei after an average incubation time of 13.5(±8.5) s at 1800 K. These nuclei are seen to grow by attracting
more mixed interstitials bringing solute atoms, which in turns attracts vacancies leading to recombination and
solute agglomeration. Owing to the arrival of both Re and W atoms from the mixed dumbbells, the clusters
are not fully dense in Re, which amounts to no more than 50% of the atomic concentration of the cluster near
the center. Our simulations are in qualitative agreement with recent atom probe examinations of ion irradiated
W-2Re systems at 773 K.
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I. INTRODUCTION9

Tungsten is being considered as a candidate structural mate-10

rial in magnetic fusion energy devices due to its high strength11

and excellent high temperature properties [1–4]. Upon fast12

neutron irradiation in the 600-1000◦C temperature range, W13

transmutes into Re by the way of beta decay reactions at a14

rate that depends on the neutron spectrum and the position15

in the reactor. For the DEMO (DEMOnstration fusion power16

plant) reactor concept, calculations show that the transmuta-17

tion rate is 2000 and 7000 atomic parts per million (appm)18

per displacement per atom (dpa) in the divertor and the equa-19

torial plane of the first wall, respectively (in each case, dam-20

age accumulates at rates of 3.4 and 4.4 dpa/year) [5, 6]. The21

irradiated microstructure initially evolves by accumulating a22

high density of prismatic dislocation loops and vacancy clus-23

ters, approximately up to 0.15 dpa [7–10]. Subsequently, a24

void lattice emerges and fully develops at fluences of around25

1 dpa. After a critical dose that ranges between 5 dpa for fast26

(>1 MeV) neutron irradiation [9] and 2.2 dpa in modified tar-27

get rabbits in the HFIR [10, 11], W and W-Re alloys develop a28

high density of nanometric precipitates with acicular shape at29

Re concentrations well below the solubility limit [9, 10]. The30

structure of these precipitates is consistent with σ (W7Re6)31

and χ (WRe3) intermetallic phases, which under equilibrium32

conditions only occur at temperatures and Re concentrations33

substantially higher than those found in neutron irradiation34

studies [12]. A principal signature of the formation of these35

intermetallic structures in body-centered cubic (bcc) W is the36

sharp increase in hardness and embrittlement [8–10]. Quali-37

tatively similar observations have been recently made in W-38

2Re and W-1Re-1Os alloys subjected to heavy ion irradiation39

[13, 14], clearly establishing a link between primary damage40

production and Re precipitation. Figure 1 shows the phase di-41

agram of W-Re from modern analysis [15–17], clearly show-42

ing the solubility limit of Re in W, as well as the region of43

existence of the σ and χ phases.44
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FIG. 1. Re-W phase diagram. The shaded region corresponds to
the temperature range explored in the kMC simulations, while the
crosses mark the 2% Re concentration point (adapted from ref. [16]).
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Precipitation of nonequlibrium phases in irradiated materi-47

als is commonplace. The standard theory of irradiation dam-48

age includes radiation enhanced diffusion (RED) and radia-49

tion induced precipitation (RIP) as mechanisms that can drive50

the system out of equilibrium due to the onset of point de-51

fect cluster fluxes towards defect sinks [18–20]. Within this52
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picture, Re precipitation in W or W-Re alloys under irradia-53

tion would then, in principle, be unsurprising were it not for54

the fact that Re clustering is seen to occur at concentrations55

still below the solubility limit even after RED has taken place.56

Recent work using energy models based on the cluster ex-57

pansion formalism for the W-Re system, and fitted to density58

functional theory (DFT) calculations, have revealed a direct59

relationship between excess vacancy concentrations and the60

formation of Re solute-rich clusters [21]. These calculations61

are substantiated by recent neutron irradiation experiments of62

pure W at 900◦C up to 1.6 dpa in the HFR in Petten [22].63

Post-irradiation examination of the irradiated specimens re-64

veals the formation of a fine distribution of voids with aver-65

age 5 nm size surrounded by Re-rich clouds. However, the66

relative concentration of Re around the voids is still on the or-67

der of 12-18% (from a nominal overall concentration of 1.4%68

from transmutation), well below the precipitation limit of Re69

in W at 900◦C. However, in the ion beam irradiation experi-70

ments of W-2Re alloys by Xu et al. at 300 and 500◦C, Re-rich71

clusters with bcc structure are seen to form with concentra-72

tions between 12 and 30% Re with no indication of vacancies73

forming part of the clusters [13, 14]. Another piece of evi-74

dence against a strong association between vacancies and Re75

atoms comes from irradiation tests of W-Re alloys performed76

at EBR-II in the 1970s and 80s [23–27]. In these studies, the77

presence of Re was seen to suppress swelling, which would78

seem to suggest a decoupling between vacancy clusters and79

Re atoms. Clearly, equilibrium thermodynamics involving va-80

cancies alone may not suffice to explain the precipitation ten-81

dencies in irradiated W-Re alloys.82

All this is suggestive of alternative solute transport mech-83

anisms that may be unique to W-Re systems. Indeed, sev-84

eral recent studies using electronic structure calculations have85

independently reported a peculiar association between self-86

interstitial atoms (SIA) and Re solutes that results in very high87

solute transport efficacy [28–30]. This mechanism consists88

of a series of mixed dumbbell rotations and translations such89

that the mixed nature of the dumbbell is preserved and solutes90

can be transported over long distances without the need for91

vacancy exchanges. Furthermore, this mechanism effectively92

transforms one-dimensional SIA diffusion into a 3D mixed-93

dumbbell transport process at activation energies considerably94

lower than that of vacancy diffusion. The objective of this95

paper is to study the kinetics of Re-cluster nucleation and in-96

cipient growth in irradiated W accounting for both vacancy97

and mixed-interstitial solute transport. To this effect, we de-98

velop a lattice kinetic Monte Carlo (kMC) model of alloy evo-99

lution parameterized solely using first principles calculations.100

We start in Section II by describing the essential elements of101

our kinetic model as well as the parameterization effort based102

on DFT calculations. In Section III we provide our main re-103

sults, including semi-grand canonical Monte Carlo calcula-104

tions of ternary W-Re-vacancy and W-Re-SIA systems, and105

kMC simulations and analysis of the Re-precipitate nucleation106

and growth. We finish with a discussion of the results and the107

conclusions in Section IV.108

II. THEORY AND METHODS109

A. Energy model110

The energy model employed in this work is a cluster ex-111

pansion Hamiltonian based on pair interactions truncated to112

the 2nd-nearest neighbor (2nn) shell:113

H = ∑
i

∑
α,β

n(i)
α-β ε

(i)
α-β (1)

where (i) specifies the type of nearest-neighbor interaction114

(first or second), α and β refer to a pair of lattice sites, sepa-115

rated by a distance specified by the index i, nα-β denotes the116

number of occurrences (bonds) of each α-β pair, and εα-β is117

bond energy. In a previous work, we have shown how this118

Hamiltonian can be reduced to a generalized Ising Hamilto-119

nian involving solvent and solute atoms (A and B), vacancies120

(V), and pure and mixed interstitials (AA, BB, and AB) [31].121

The Hamiltonian is then expressed as a sum of polynomial122

terms of various degrees involving spin variables σα and σβ123

in the manner of the Ising model:124

H = ∑
n,m

∑
α,β

Cnmσ
n
α σ

m
β

(2)

where n and m are exponents reflecting the order of each term,125

and Cnm are the set of coupling constants. One of the advan-126

tages of using this notation is that the values assigned to the127

spin variables conserve the number of atoms N of the system.128

We refer the reader to ref. [31] for more details about this no-129

tation. In this paper we focus on the parameterization exercise130

for irradiated W-Re alloys1.131

B. Semi-Grand Canonical Monte Carlo for AB systems132

The thermodynamic phase diagram of the W-Re system can133

be studied using semi-grand canonical Monte Carlo (SGMC)134

calculations as a function of temperature and solute concen-135

tration [32–37]. We seek to minimize the thermodynamic po-136

tential of the semi-grand canonical ensemble, characterized137

by a constant temperature T , a constant number of particles138

N, and a constant chemical potential µ 2. In each SGMC step,139

a transition involving an atom selected at random is executed140

and the new state is accepted with a probability:141

pi j = exp
(
−

∆Hi j−NB∆µ

kBT

)
(3)

where ∆Hi j is the energy difference between the initial and fi-142

nal states, i and j, NB = NX is the number of solute atoms (X :143

1 With A: W atoms; B: Re atoms; V: vacancies, AA: W-W dumbbell (or
self-interstitial atom); BB: Re-Re dumbbell; AB: mixed W-Re dumbbell.

2 For a brief discussion on the differences between the semi-grand canonical
and the grand canonical ensembles, see ref. [38].
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solute concentration), ∆µ is the change in chemical potential144

per atom after the transition, and kB is Boltzmann’s constant.145

In this work, each transition is defined by changing the chem-146

ical nature of one atom chosen at random (A→B or B→A).147

In terms of the change in spin variable (in the notation of the148

generalized Ising Hamiltonian, cf. eq. (2)), this always results149

in a change of δσ = ±2, such that eq. (3) can be simplified150

to:151

pi j = exp
(
−

∆Hi j±2∆µ

kBT

)
(4)

In the calculations, the chemical potential difference ∆µ152

and the temperature T are input variables, while the solute153

composition X and the equilibrium configurations are ob-154

tained when convergence is reached.155

C. Metropolis Monte Carlo calculations of ABV system156

configurations157

During irradiation, the introduction of large amounts of158

defects has the potential to impact the thermodynamics of159

the system. It is therefore of interest to calculate phase di-160

agrams with fixed defect concentrations using equilibrium161

(Metropolis) Monte Carlo. Defect concentrations are not ther-162

modynamically equilibrated under irradiation –the number of163

vacancies or interstitials is not controlled by the chemical164

potential–, and so the AB system must be considered in con-165

junction with a fixed defect concentration. Take the case of166

vacancies for example, to properly obtain converged nonequi-167

librium configurations of ABV systems, we employ a flip and168

swap approach: (i) initially a system consisting of A atoms169

and a random distribution of vacancies is considered; (ii) a170

lattice point is selected at random; (iii) if that lattice point cor-171

responds to an atom, a SGMC step is carried out, resulting in172

a change in the relative concentrations of A and B; if it, on the173

contrary, corresponds to a vacant site, then a canonical Monte174

Carlo step is carried out, leaving X unchanged, and the va-175

cancy exchanges its position with a randomly-selected atom.176

This trial swap is then accepted according to the Boltzmann177

distribution:178

pi j = exp
(
−

∆Hi j

kBT

)
(5)

In this fashion, equilibrated AB alloys containing a fixed va-179

cancy concentration are obtained, from which one can deter-180

mine the changes relative to the thermodynamic equilibrium181

configurations. Although interstitials are much higher in en-182

ergy than vacancies (so that only very small concentrations183

need be explored), the procedure for the ABI system is iden-184

tical to that of the ABV system.185

D. Kinetic Monte Carlo simulations of ABVI systems186

The kinetic evolution of W-Re alloys under irradiation is187

studied using standard lattice kMC. The system is evolved by188

events involving atomic jumps and time is advanced accord-189

ing to the residence-time algorithm [39]. Jump rates are cal-190

culated as:191

ri j = ν exp
(
−

∆Ei j

kBT

)
(6)

where ν is an attempt frequency and ∆Ei j is the activation192

energy to jump from state i to state j.193

1. Vacancy migration model194

Several models have been proposed to describe the activa-195

tion energy based on different interpretations of the atomic196

migration process (see, e.g. [31] and [40] for recent reviews).197

In this work, the activation energy of vacancy jump is cal-198

culated by the saddle-point energy model (or cut-bond model)199

[41–44], according to which ∆Ei j is given by the energy differ-200

ence of the configuration when the jumping atom is at saddle201

point and the initial configuration:202

∆Ei j = ∑
p

ε
sp
α-p−∑

q
ε
(i)
α-q− ∑

r 6=α

ε
(i)
V-r +∑∆Enon-broken

i j (7)

where α is the jumping atom, V is the vacancy, and εsp are203

the bond energies between the atom at the saddle point and204

the neighboring atoms. The first term on the r.h.s. of eq. (7)205

reflects the energy of the jumping atom at the saddle point. In206

this work, we consider interactions up to 2nn distances for this207

term3. The second and third terms on the r.h.s. of the equation208

are the energies of the jumping atom and the vacancy at the209

initial state i. Finally, the fourth term gives the energy differ-210

ence between state i and j for the non-broken bonds due to211

local solute concentration changes. The dependence of bond212

coefficients on local solute concentration will be discussed in213

Section II E.214

2. Interstitial defect migration model215

Here we consider self-interstitial atoms of the AA type,216

and mixed-interstitials AB. Due to their rarity, BB interstitials217

are omitted in our calculations. In bcc metals, AA SIAs are218

known to migrate athermally in one dimension along 〈111〉219

directions with migration energy Em, with sporadic rotations220

to other 〈111〉 orientations characterized by an activation en-221

ergy Er. These processes, however, are treated separately in222

the kMC simulations. In contrast to vacancy migration, ac-223

tivation energies of interstitial jumps are calculated using the224

direct final-initial system energy model [45–48]:225

∆Ei j =

{
Em +∆Hi j, if ∆Hi j > 0
Em, if ∆Hi j < 0

(8)

3 In the saddle-point configuration for vacancy migration, there are six 1nn
bonds and six 2nn bonds, compared with eight and six for a lattice point
configuration.
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where ∆Hi j is the same as in eq. (5). In addition, we include226

a bias due to the well-known phenomenon of correlation, by227

which a forward jump is slightly more likely to occur than a228

backward jump. This is reflected in a correlation factor f com-229

puted as the ratio of forward to backward jumps [49], which230

in our simulations is temperature dependent.231

For their part, as pointed out in Section I, recent DFT232

studies have revealed a new migration mechanism for mixed233

dumbbells in W alloys. This mechanism involves an non-234

dissociative sequence of rotations and translations such that235

the solute atom is always part of the mixed dumbbell (in con-236

trast with the intersticialcy or ’knock-on’ mechanism com-237

monly associated with SIAs) [28–30, 50]. This effectively238

makes AB interstitials move in three dimensions with 2nn239

jumps along 〈100〉 directions. Calculations for the W-Re sys-240

tem have shown that the migration energy in this case is very241

low, on the order of one tenth of an eV. As we shall see, this242

plays a big role in governing the kinetic evolution of irradiated243

W-Re alloys.244

3. Spontaneous events: recombination and absorption245

Any recombination event occurs spontaneously (no sam-246

pling involved) when the distance between an interstitial de-247

fect and a vacancy is within the 3rd nearest neighbor distance.248

Another reaction considered to be instantaneous is the transi-249

tion of a SIA into an AB dumbbell when it encounters a solute250

atom: AA+B→AB+A. This is because the binding energy be-251

tween a SIA and a Re solute atom has been calculated to be252

−0.8 eV (negative binding energies represent attraction). The253

distance for this transformation is set to be equal to the 1nn254

separation.255

Defect absorption represents another type of spontaneous256

event. Absorption can occur at sinks, such as a plane located257

in a stationary position within the simulation box [51], or a258

free surface [31]. Sinks can potentially act also as defect emit-259

ters, as in the case of grain boundaries, dislocations, and free260

surfaces in real microstructures. Details about the implemen-261

tation of these processes can be found in ref. [31].262

4. Frenkel pair generation263

In this work, defects are generated as Frenkel pairs at a pre-264

scribed rate set by the damage rate. To insert a defect pair,265

two atomic sites are chosen at random, one is replaced by a266

vacancy and the other with an interstitial formed by an A atom267

and the lattice atom.268

E. Parameters269

There are five distinct atomic species used in this work:270

W atoms (A), Re atoms (B), vacancies (V), SIAs (AA), and271

mixed-interstitials (AB). As mentioned above, our energy272

model consists of pairwise interactions up to the 2nn shell. Af-273

ter discounting interstitial-vacancy bonds, this amounts to 26274

different types of bonds (13 for each nearest neighbor shell),275

all of which must be obtained using first-principles calcula-276

tions. Moreover, as discussed by Martinez et al. [43] and Sen-277

ninger et al. [44], several of these bond energies are sensitive278

to the local solute concentration and must be computed on the279

fly in each Monte Carlo step. Following Warczok et al. [52],280

we reduce the number of unknowns from 26 to 13 by parti-281

tioning bond energies according the following relation:282

ε
(2) = ε

(1)
(

r2nn

r1nn

)−6

(9)

which is used unless both bond energies can be explicitly283

calculated. For the bcc lattice, this results in ε
(2)
α-β/ε

(1)
α-β =284

0.421875 for regular bond coefficients, and ε
sp(2)
α-β /ε

sp(1)
α-β =285

0.194052 for saddle-point bond coefficients.286

The local solute concentration is always computed up to the287

2nn shell. Next we describe the parameterization procedure288

for each set of bond energies.289

1. W-Re parameters290

The W-Re bond coefficients are εA-A, εB-B, and εA-B. They291

determine the thermodynamic equilibrium phase diagram of292

the alloy. εA-A and εB-B are obtained from the cohesive ener-293

gies:294

EA
coh =−

z1

2
ε
(1)
A-A−

z2

2
ε
(2)
A-A

EB
coh =−

z1

2
ε
(1)
B-B−

z2

2
ε
(2)
B-B

(10)

where z1 and z2 are coordination numbers for the 1nn and 2nn295

shells, respectively. The cohesive energies calculated using296

DFT are given in Table I. 4
297298

The coefficient for the A-B bond is obtained from the en-299

thalpy of mixing of W-Re, ∆Hmix, which can be written within300

the Bragg-Williams approximation [56–58] as:301

∆Hmix =
z1

2

[
(1−X)ε

(1)
A-A +Xε

(1)
B-B +2x(1− x)Ω(1)

s

]
+

z2

2

[
(1−X)ε

(2)
A-A +Xε

(2)
B-B +2X(1−X)Ω

(2)
s

] (11)

where X is the global solute concentration, and Ωs is the heat
of solution, defined as:

Ω
(1)
s = ε

(1)
A-B−

1
2

(
ε
(1)
A-A + ε

(1)
B-B

)
(12)

Ω
(2)
s = ε

(2)
A-B−

1
2

(
ε
(2)
A-A + ε

(2)
B-B

)
(13)

Combining eqs. (10) and (11), ∆Emix can be expressed as:302

X(1−X)Ω∗s = ∆Hmix +(1−X)EA
coh +XEB

coh (14)

4 With xc-energy correction from Ref. [55]
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TABLE I. Energetics of W-Re systems calculated with DFT. All the
values from refs. [53] and [54] listed in this table were also confirmed
by our own calculations.

Quantity Value Source

EA
coh 8.3276 This work

EB
coh 7.4070 This work

Ω∗s −0.1571−0.2311X Ref. [30]
EV

f 3.1690 This work

E(a)
b −0.2096 This work

E(b)
b −0.1520 This work

E(c)
b −0.3079 This work

E(d)
b −0.2992 This work

EV-V
b,1nn −0.0146 This work(4)

EV-V
b,2nn 0.3028 This work(4)

EAA
f 10.16 Ref. [50]

EAB
f 9.49 Ref. [50]

EAA-B
b,1nn −0.52 Ref. [50]

EAB-B
b,1nn −0.53 Ref. [53]

EAA-AA
b,1nn −2.12 Ref. [54]

EAA-AB
b,1nn −2.12 Assumed (5)

EAB-AB
b,1nn −3.2 Ref. [30]

EV→A
m (A) 1.623 This work

EV→B
m (A) 1.651 This work

EV→A(1)
m (Fig. 3(c)) 1.7151 This work

EV→A(2)
m (Fig. 3(c)) 1.6378 This work

EV→B(3)
m (Fig. 3(c)) 1.577 This work

EV→A
m (V) 1.623 This work

EV→B
m (V) 1.651 This work

where Ω∗s = z1Ω
(1)
s + z2Ω

(2)
s . To obtain the dependence of the

heat of solution on the solute concentration, we fit the l.h.s.
of eq. (14) to the data points for the mixing enthalpies as a
function of X calculated in our previous work [30]. The best
fit, shown in Figure 2, is achieved when Ω∗s is expressed a
linear function of the concentration:

Ω
∗
s = w0 +w1X

with w0 = −0.1571 and w1 = −0.2311. The negative values303

of w0 and w1 suggest a moderate tendency towards ordering,304

which becomes larger as the solute concentration increases.305

Combining eqs. (9), (10), (12), and (14), one can obtain the306

values of Ω
(1)
s , Ω

(2)
s , ε

(1)
A-B, and ε

(2)
A-B. A non-constant Ω∗s effec-307

tively implies that εA-B is also a function of the concentration.308

Moreover, to reflect local composition variations in the W-Re309

alloys, we make the assumption that the dependence of ε
(1)
A-B310

and ε
(2)
A-B on X can be transferred to the local environment of311

each atom, such that both bond energy coefficients are func-312

tions of the local composition, which we term x, and must be313

computed on the fly for each solute atom in the system.314315
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FIG. 2. Enthalpy of mixing as a function of solute concentration
from ref. [30] and 3rd-degree polynomial fit.

2. Vacancy parameters316

The vacancy bond coefficients are εA-V, εB-V, and εV-V.317

εA-V can be readily obtained from the value of the vacancy318

formation energy:319

EV
f = EA

coh− z1ε
(1)
A-V− z2ε

(2)
A-V (15)

where EV
f is the vacancy formation energy in pure W (given320

in Table I). εB-V can be obtained from the binding energies of321

V-Re configurations, which for a structure involving m solute322

atoms and n vacancies is defined as:323

EBmVn
b = EBmVn

f −mEB
f −nEV

f (16)

where the E f are the respective formation energies of each
structure. In this work, binding energies for the four vacancy-
solute configurations shown in Figure 3 have been calculated
(cf. Table I). One can now rewrite eq. (16) as a function of
the B-V bond coefficients ε

(1)
B-V and ε

(2)
B-V for each one of the

configurations in the figure:

E(a)
b = ε

(1)
B-V + ε

(1)
A-A− ε

(1)
A-B− ε

(1)
A-V (17a)

E(b)
b = ε

(2)
B-V + ε

(2)
A-A− ε

(2)
A-B− ε

(2)
A-V (17b)

E(c)
b =2ε

(1)
B-V + ε

(2)
B-B +2ε

(1)
A-A + ε

(2)
A-A−2ε

(1)
A-V−2ε

(1)
A-B

−2ε
(2)
A-B +14∆ε

(1)
A-B +10∆ε

(2)
A-B

(17c)

E(d)
b = 2ε

(2)
B-V +2ε

(2)
A-A−2ε

(2)
A-B−2ε

(2)
A-V (17d)

where ∆ε
(m)
A-B is the change in ε

(m)
A-B due to the local solute con-324

centration change resulting from the vacancy jump.325

To define the dependence on x of ε
(1)
B-V, we must consider326

two factors. First, our DFT calculations show that ε
(1)
A-V >327

ε
(1)
B-V. Second, the values of ε

(1)
B-V is seen to increase with lo-328

cal concentration. Both of these conditions are satisfied by329

assuming a dependence such as ε
(1)
B-V(x) = ε

(1)
A-V−ax−1, where330
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a is a fitting constant. As well, ε
(2)
B-V is seen to independently331

increase with concentration, such that ε
(2)
B-V(x) = bx+c, where332

b and c are fitting parameters.333

3
1

2

(a) (b) (c) (d)

1

FIG. 3. Configurations of V-Re clusters used to extract bond en-
ergy coefficients εA-V and εB-V. Blue spheres represent vacancies,
red spheres represents Re atoms. All other lattice sites are occupied
by A atoms, which are omitted for clarity. Green spheres indicate
the various equivalent sites for atoms to exchange positions with the
vacancy

334

335

εV-V can be readily calculated by considering the binding
energy of a di-vacancy:

EV-V
b,1nn = ε

(1)
A-A + ε

(1)
V-V−2ε

(1)
A-V (18)

EV-V
b,2nn = ε

(2)
A-A + ε

(2)
V-V−2ε

(2)
A-V (19)

It is interesting to note that, in accordance with several other336

studies [53, 59–62], EV-V
b,2nn takes a positive value (cf. Table337

I), indicating repulsion between vacancies that are at 2nn dis-338

tances of each other.339

3. Interstitial defect parameters340

The interstitial bond coefficients include εAA-A, εAB-A,
εAA-B, εAB-B, εAA-AA, εAA-AB, and εAB-AB. εAA-A and εAB-A
are calculated directly from the formation energies of SIAs
and mixed dumbbells:

EAA
f =−4ε

(1)
A-A−3ε

(2)
A-A +8ε

(1)
AA-A +6ε

(2)
AA-A (20)

EAB
f =−4ε

(1)
A-A−3ε

(2)
A-A +8ε

(1)
AB-A +6ε

(2)
AB-A (21)

The other bond coefficients are obtained from various binding
energies:

EAA-B
b,1nn = ε

(1)
AA-B + ε

(1)
A-A− ε

(1)
AA-A− ε

(1)
A-B (22)

EAB-B
b,1nn = ε

(1)
AB-B + ε

(1)
A-A− ε

(1)
AB-A− ε

(1)
A-B (23)

EAA-AA
b,1nn = ε

(1)
AA-AA + ε

(1)
A-A−2ε

(1)
AA-A (24)

EAA-AB
b,1nn = ε

(1)
AA-AB + ε

(1)
A-A− ε

(1)
AA-A− ε

(1)
AB-A (25)

EAB-AB
b,1nn = ε

(1)
AB-AB + ε

(1)
A-A−2ε

(1)
AB-A (26)

These formation and binding energies are all taken from the341

literature5.342

5 The only exception being the binding energy between an AA and an AB
interstitial, which is assumed to be equal to the binding energy between

All the bond energy coefficients, the equation used for their343

calculation, and the source of the numbers are compiled in344

Table II.345

4. Migration parameters346

The attempt frequency (ν in eq. (6)) used for vacancy jumps347

in this work is set to be equal to Debye frequency of W, or348

6.5× 1012 Hz [63], while for interstitials we use a value of349

1.5×1012 Hz [49].350

From eq. (7), there are six different saddle-point bond coef-351

ficients: ε
sp(m)
A-A , ε

sp(m)
A-B , ε

sp(m)
A-V , ε

sp(m)
B-A , ε

sp(m)
B-B , and ε

sp(m)
B-V , where352

m= 1nn, 2nn. In this notation, ε
sp(m)
α-β represents the energy of353

the bond between the atom at the saddle point α and its closest354

lattice neighbor β . This means ε
sp(m)
α-β 6= ε

sp(m)
β -α .355

The saddle-point bond coefficients connected to a lattice356

atom A (W atom), ε
sp(m)
α-A , can be calculated as:357

zsp
1 ε

sp(1)
α-A + zsp

2 ε
sp(2)
α-A = Em +∑

n,q
ε
(n)
X-q + ∑

n,r 6=X
ε
(n)
V -r (27)

where zsp
1 and zsp

2 are the numbers of 1st- and 2nd nearest358

neighbor of an atom at the saddle point, which are both equal359

to 6 for the bcc lattice, and Em is the migration energy. The360

term ∆Enon-broken
i j in eq. (7) is zero here since no solute con-361

centration change is involved in an A-atom jump. ε
sp(2)
α-A is362

obtained from ε
sp(1)
α-A using eq. (9). Vacancy bonds are calcu-363

lated in a similar manner.364

To calculate the saddle-point bond coefficients pertaining to365

B (Re) atoms, ε
sp(m)
α-B , one must consider local solute concen-366

tration changes. To this end, we resort to the configurations367

shown in Fig. 3(c). The A-B saddle-point coefficients ε
sp(m)
A-B368

are obtained from A-atom jumps, labeled ‘1’ and ‘2’ in Fig.369

3(c), into the vacant site. The B-B saddle-point coefficient370

ε
sp(1)
B-B is computed assuming a B-atom (labeled ‘3’ in the fig-371

ure) jump into the vacancy. Equation (9) is then used to obtain372

the 2nn coefficients. All the necessary DFT calculations to373

calculate the saddle-point bond coefficients were performed374

as part of the present work, and are given in Table (III).375376

The migration energies of SIA and mixed-interstitials, the377

activation energy for SIA rotation, as well as the correlation378

factors at different temperatures are taken from the literature,379

and listed in Table (IV).380381

5. DFT calculations382

Density functional theory calculations were carried out us-383

ing the projector augmented wave (PAW) method [64, 65] as384

implemented in the Vienna ab-initio simulation package [66–385

69]. Since interstitial configurations involve short interatomic386

two AA.
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TABLE II. Bond energy coefficients with the equation used for their calculation, and the literature source. x is the local solute concentration

ε
(1)
A-A −1.5815 cohesive energy, eq. (9) This work

ε
(2)
A-A −0.6672 cohesive energy, eq. (9) This work

ε
(1)
B-B −1.4067 cohesive energy, eq. (9) This work

ε
(2)
B-B −0.5935 cohesive energy, eq. (9) This work

ε
(1)
A-B −1.5090−0.0219x mixing energy Ref. [30]

ε
(2)
A-B −0.6366−0.0092x eq. (9) Ref. [30]

ε
(1)
A-V −0.4898 formation energy, eq. (9) This work

ε
(2)
A-V −0.2067 formation energy, eq. (9) This work

ε
(1)
B-V −0.4898−0.009432/x formation energy fitted to ε

(1)
B−V = a+b/x This work

ε
(2)
B-V −0.3311+0.036x formation energy fitted to ε

(1)
B−V = a+bx This work

ε
(1)
V-V 0.5873 1nn binding energy This work

ε
(2)
V-V 0.5566 2nn binding energy This work

ε
(1)
AA-A 0.1740 formation energy, eq. (9) Ref. [50]

ε
(2)
AA-A 0.0734 formation energy, eq. (9) Ref. [50]

ε
(1)
AB-A 0.1104 formation energy, eq. (9) Ref. [50]

ε
(2)
AB-A 0.0466 formation energy, eq. (9) Ref. [50]

ε
(1)
AA-B −0.2750 binding energy Ref. [50]

ε
(2)
AA-B −0.1160 eq. (9) Ref. [50]

ε
(1)
AB-B −0.3486 binding energy Ref. [53]

ε
(2)
AB-B −0.1470 eq. (9) Ref. [53]

ε
(1)
AA-AA −0.1905 binding energy Ref. [54]

ε
(2)
AA-AA −0.0804 eq. (9) Ref. [54]

ε
(1)
AA-AB −0.2505 binding energy Assumed (5)

ε
(2)
AA-AB −0.1057 eq. (9) Assumed (5)

ε
(1)
AB-AB −1.3977 binding energy Ref. [30]

ε
(2)
AB-AB −0.5897 eq. (9) Ref. [30]

TABLE III. Saddle-point bond energy coefficients for vacancy jumps
(in eV).

ε
sp(1)
A-A −2.5975 ε

sp(2)
A-A −0.5041

ε
sp(1)
A-B −2.6451 ε

sp(2)
A-B −0.5532

ε
sp(1)
A-V 0.5465 ε

sp(2)
A-V 0.1060

ε
sp(1)
B-A −2.5188 ε

sp(2)
B-A −0.4888

ε
sp(1)
B-B −2.5417 ε

sp(2)
B-B −0.4943

ε
sp(1)
B-V 0.2902 ε

sp(2)
B-V 0.0563

TABLE IV. Self-interstitial migration parameters. The jump distance
for SIA migration is δ = a0

√
3/2.

EAA
m 0.003 Ref. [28]

EAA
r 0.43 Ref. [28]

EAB
m 0.12 Ref. [30]
f 2.93−0.00055T Ref. [49]

distances “hard” PAW setups that include semi-core electron387

states were employed with a plane wave energy cutoff of 300388

eV.389

Exchange and correlation effects were described using the390

generalized gradient approximation [70] while the occupa-391

tion of electronic states was performed using the first order392

Methfessel-Paxton scheme with a smearing width of 0.2 eV.393

The Brillouin zone was sampled using 5×5×5~k-point grids.394

(A detailed discussion of the effect of different computational395

parameters on the results can be found in Ref. [50]). All struc-396

tures were optimized allowing full relaxation of both ionic397

positions and cell shape with forces converged to below 10398

meV/Å. Migration barriers were computed using 4×4×4 su-399

percells and the climbing image-nudged elastic band method400

with three images [71].401

III. RESULTS402

A. Structural phase diagrams403

Although our energy model includes thermodynamic infor-404

mation reflective of the phase stability of W-Re alloys, the405

model consists of a rigid lattice with bcc structure and is thus406

suitable only for a given, well-defined, concentration range.407

Our DFT calculations yield bond energies that are consistent408

with a stable binary alloy from zero to approximately 40%409
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at. Re [30]. This is confirmed by way of SGMC simulations410

performed as a function of composition and temperature in411

64× 64× 64 computational cells. Figure 4 shows the set of412

stable compositions obtained as a function of the chemical po-413

tential for several temperatures. The figure shows a clear jump414

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.0 0.1 0.2 0.3 0.4 0.5

X

∆µ

100 K

200 K

300 K

450 K

600 K

900 K

1200 K

1500 K

1800 K

2100 K

FIG. 4. Solute composition X as a function of chemical potential ∆µ

at different temperatures.
415

416

in the Re concentration at a temperature of approximately 100417

K. This is indicative of a phase transformation, which results418

in phase-separated structures at temperatures at or below ap-419

proximately 200 K in the 0.0 < X < 0.5 concentration range.420

In Appendix A we discuss this phase separated system in more421

detail, characterized by precipitation of B2 clusters in the bcc422

lattice. For now, to characterize the configurations obtained,423

we calculate the short-range order (SRO) of the configurations424

obtained according to the Warren-Cowley parameter [72]:425

η = N−1
B

NB

∑
i

(
1− xi(A)

1−X

)
(28)

which gives the SRO parameter η of Re atoms w.r.t. matrix W426

atoms, with xi(A) being the fraction of A atoms surrounding427

each solute atom i. The sum extends to all B atoms in the428

system.429

According to this definition, η > 0 implies phase separa-430

tion, η = 0 represents an ideal solid solution, and η < 0 in-431

dicates ordering. However, the SRO parameter of a random432

solution has a range of ±0.003 regardless of solute compo-433

sition due to the random occurrence of dimers, trimers, and434

other small clusters. This band of natural order is marked with435

dashed lines in Figure 5, which shows the equilibrium SRO as436

a function of X for several temperatures. As the figure shows,437

the SRO parameter is near zero for dilute systems, and grad-438

ually becomes negative as the concentration increases. Based439

on the figure we conclude that equilibrium W-Re systems with440

up to ≈ 40 at.% solute content are consistent with random441

solid solutions with a weak tendency to ordering at higher442

concentrations and lower temperatures. The corresponding T -443

X phase diagram is provided in Figure 6.444445446

The equilibrium structures of the ordered compounds ob-447

served primarily at lower temperatures and higher concentra-448

−0.14

−0.12

−0.10

−0.08

−0.06

−0.04

−0.02

0.00

0.02

0.0 0.1 0.2 0.3 0.4 0.5 0.6

 

X

100 K
200 K
300 K
450 K
600 K
900 K

1200 K
1500 K
1800 K
2100 K

FIG. 5. Short range order parameter η as a function of global solute
composition X at different temperatures. The dashed line indicate
the SRO interval caused by normal concentration fluctuations during
the generation of atomistic samples.
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Phase separation

FIG. 6. Structural phase diagram showing regions of changing SRO.
The dashed lines are the limits of applicability of the rigid bcc lattice
model. The system displays slightly negative SRO throughout the
entire temperature-concentration space, indicating a preference to be
in a solid solution state. The gray band at low temperatures signifies
the region of coexistence of the bcc and B2 phases (see Appendix
A).

tions are analyzed in Appendix A. At high temperatures and449

lower Re concentrations, the system behaves a random solid450

solution for all practical purposes.451

1. Effect of vacancies on phase diagram452

It is well known that non-equilibrium concentrations of de-453

fects can alter the thermodynamic behavior of an alloy. For454

the W-Re system, Wrobel et al. have studied the ternary W-455

Re-vacancy system and found that Re clustering occurs in the456

presence of non-thermodynamic vacancy concentrations [21].457
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Although these are unrealistic homogeneous defect concen-458

trations, we can justify their study to hint at what could hap-459

pen in highly heterogeneous situations, such as near defect460

sinks in irradiated materials. Clusters appear as semi-ordered461

structures of alternating solute and vacancy planes –a neces-462

sity given the short-range repulsion between Re atoms on the463

one hand, and vacancies on the other (cf. Table I). Next, we464

carry out a similar study involving various vacancy concentra-465

tions, temperatures, and solute concentrations to obtain struc-466

tural phase diagrams such as that shown in Fig. 6. Each con-467

figuration is optimized by combining SGMC steps with en-468

ergy minimization steps following the process described in469

Sec. II C. Figure 7 shows the diagrams for vacancy concen-470

trations of Cv = 0.01, 0.1, 0.2, 0.5 at.% using 64× 64× 64471

primitive cells.472473

As a representative example, Figure 8a shows the equili-474

brated configuration at 600 K, 1.8 at.% Re (which occurs for475

∆µ = 0.26), and Cv = 0.5 at%. The figure shows several Re-476

vacancy clusters with an ordered structure, consistent with the477

study by Wrobel et al. [21]. Due to their ordered structure,478

these solute-vacancy clusters form only at Re concentrations479

that are commensurate with the vacancy concentration in the480

system, i.e. at values of X . 0.04 in most cases.481482

2. Effect of interstitial defects on the phase diagram483

Although vacancy concentrations such as those considered484

in this section are several orders of magnitude larger than the485

vacancy concentration in thermal equilibrium, one can expect486

such numbers under far-from-equilibrium conditions such as487

under high-dose or high-dose rate irradiation. The case is488

much more difficult to make for SIAs due to their much higher489

formation energy (3.2 vs. 10.2 eV, to take two representative490

numbers [50]). However, given the inclination of single in-491

terstitials to convert into mixed dumbbells in the presence of492

solute, it is of interest to repeat the same exercise of look-493

ing at the clustering propensity of Re in such cases. The494

results are shown in Figure 9 for a defect concentration of495

0.1 at.%. The diagram reveals a stronger clustering tendency496

when interstitials are present compared to vacancies. Such an497

effect originates from both more attractive binding energies498

between mixed-interstitials and solute atoms, and between499

mixed-interstitials with themselves. A snapshot of the equi-500

librated atomistic configuration is shown in Fig. 8b, where501

the precipitates are seen to form platelet-like structures with502

a mixed dumbbell core surrounded by substitutional solute503

atoms.504505

B. Kinetic evolution of irradiated W-Re alloys506

There are a number of factors that call for performing kMC507

simulations in W-Re systems.508

1. First, equilibrium Monte Carlo calculations such as509

those performed in Section III A do not provide in-510

formation about the precipitate nucleation and growth511

mechanisms, as well as the timescales involved.512
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(a) Cv = 0.01 at.%
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(c) Cv = 0.2 at.%
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FIG. 7. Structural phase diagrams for four different vacancy con-
centrations. The diagrams clearly show the emergence of regions of
solute segregation, characterized by positive SRO and a shifting of
the transition phase boundary, η = 0, towards the right (higher con-
centrations).

2. Second, there is clear experimental evidence of513

Re-cluster formation in the absence of vacancies.514

Hasegawa et al. [9, 73] and Hu et al. [10] have both re-515

ported the formation of W-Re intermetallic precipitates516

after high-dose, fast neutron irradiation. Moreover, re-517

cent irradiation experiments have revealed the forma-518

tion of Re-rich clusters with bcc structure, i.e. prior to519
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(a) W-1.8at%Re alloy, 0.5 at%
vacancy concentration.

(b) W-1.4at%Re alloy, 0.1 at%
mixed-interstitials.

FIG. 8. Equilibrated configurations for W-Re alloys containing dif-
ferent defect concentrations at 600 K. Red spheres represent Re
atoms, colored blue or green ones represent the defect in each case.
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FIG. 9. Structural phase diagram for 0.1 at.% mixed-dumbbell con-
centration. The diagram shows the emergence of regions of solute
segregation, characterized by η > 0, up to X = 0.1%.

their conversion into σ and/or χ precipitates. For exam-520

ple, Klimenkov et al. note that Re-rich particles not as-521

sociated with cavities formed in neutron-irradiated sin-522

gle crystal W [22]. As well, using atom-probe tomog-523

raphy Xu et al. have performed detailed analyses of Re-524

rich atmospheres in bcc W without detecting significant525

numbers of vacancies [14].526

3. New understanding regarding interstitial-mediated so-527

lute transport in W-Re alloys [29, 30], together with the528

results in Section III A 2, call for renewed simulation529

efforts incorporating these new mechanisms –in partic-530

ular, the three-dimensional and associative nature of Re531

transport via mixed-dumbbell diffusion.532

These considerations motivate the following study of the533

Re precipitation kinetics under irradiation conditions. First,534

however, we proceed to calculate diffusion coefficients and535

transport coefficients for defect species and solute atoms.536

1. Calculation of diffusion coefficients537

Tracer diffusion coefficients (i.e., in the absence of a con-538

centration gradient) for vacancies, interstitials, and solute539

species in three dimensions are assumed to follow an Arrhe-540

nius temperature dependence:541

D(T ) = ν f δ
2 exp

(
−Ea

kT

)
(29)

where ν is the so-called attempt frequency, f is the correla-542

tion factor, δ is the jump distance, Ea is the activation energy,543

and D0 = ν f δ 2 is the so-called diffusion pre-factor. Defect544

diffusivities can be obtained directly from this equation, with545

Ea ≡ Em. For solute diffusion via the vacancy mechanism,546

the above expression must be multiplied times the probabil-547

ity of finding a vacancy in one of the 1nn positions, such that548

D0 = z1ν f δ 2 and Ea = Em +EV
f . However, fluctuations in549

local chemistry prevent us from using equations for homoge-550

neous systems such as eq. (29) to calculate the diffusivities of551

solutes and vacancies as a function of the global solute con-552

centration. In such cases, diffusion coefficients must be ob-553

tained by recourse to Einstein’s equation:554

D =

〈
∆r2
〉

6∆t
(30)

where
〈
∆r2
〉

is the mean squared displacement (msd) and ∆t555

is the time interval. This formula assumes equilibrium defect556

concentrations, which are generally several orders of magni-557

tude smaller than what a typical simulation cell can afford.558

For this reason, the time in eq. (30) is not directly the time559

clocked in the kMC simulations, ∆tkMC. Rather, it must be560

rescaled by a coefficient that accounts for the difference in561

defect concentration [74, 75]:562

∆t = ∆tkMC
CkMC

Ceq (31)

where CkMC and Ceq are the defect concentrations in the kMC563

simulations and in equilibrium, respectively. For simulations564

involving only one defect, CkMC is simply equal to the inverse565

of the number of atoms in the computational cell, CkMC =566

N−1, while Ceq = exp(−E f /kBT ), where E f is the instanta-567

neous defect formation energy, i.e. calculated accounting for568

the local chemical environment. This is the approach used569

for vacancy mediated diffusion, with EV
f = ∑i εV-αi , where αi570

symbolizes the neighboring atoms forming a bond with the571

vacancy. During simulations of solute and vacancy diffusion,572

EV
f is updated in every Monte Carlo time step and time rescal-573

ing is performed on the fly. The starting configuration for all574

calculations involving solute atoms is the equilibrated alloy as575

obtained in Section III A using SGMC simulations. The re-576

sults for the vacancy and solute diffusivities, Dv and Ds, can577

be seen in Figure 10, while the parameters resulting from fit-578

ting the data points in the above figures to eq. (29) are col-579

lected in Table V. While Dv displays a moderate dependence580

with the solute concentration, Ds is quite insensitive to it.581582583

As discussed in Sec. II E 4, self-interstitial migration occurs584

by way of fast sequences of 〈111〉 transitions punctuated by585
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FIG. 10. Diffusivities of vacancies and solute atoms as a function
of temperature and alloy concentration. The solid lines correspond
to the Arrhenius fits shown in Table V, while the dashed line corre-
sponds to eq. (29).

sporadic rotations, whereas mixed dumbbell diffusion occurs586

via random 〈100〉 hops in three dimensions. Interstitial diffu-587

sivities of both types can be calculated straightforwardly by588

using eq. (29) parameterized with the data in Table IV.589

2. Calculation of transport coefficients590

Within linear response theory, mass transport can be related591

to chemical potential gradients via Onsager’s phenomenolog-592

ical coefficients. The value and sign of these transport coef-593

ficients can provide important physical information about the594

nature of solute and defect fluxes. On a discrete lattice, the595

transport coefficients Li j coupling two diffusing species can596

be calculated as [44, 76]:597

Li j =
1

6V

〈
∆ri∆r j

〉
∆t

(32)

where V is the total volume of the system; ∆ri is the total598

displacement of species i, and ∆t is the rescaled time. Here599

we focus on the relationship between solutes and solutes, and600

TABLE V. Diffusion parameters for vacancy and solute diffusion as
a function of solute concentration.

X [at. %] D0 [m2·s−1] Em [eV]
Vacancy diffusion

0.0 (eq. (29)) 4.84×10−7 1.62
0.5 6.86×10−6 1.73
1.0 6.92×10−5 1.87
2.0 1.26×10−3 2.08
5.0 2.57×10−3 2.16

Solute diffusion
0.0 (eq. (29)) 3.87×10−6 1.62+3.17 = 4.79

0.5 7.56×10−7 4.67
1.0 7.80×10−7 4.67
2.0 7.89×10−7 4.66
5.0 6.75×10−7 4.59

solute atoms and vacancies, LB-B, and LB-V, as a function of601

temperature and Re content. Due to the associative transport602

mechanism of AB interstitials, the corresponding transport co-603

efficient relating interstitials with solute atoms is always pos-604

itive and we obviate its calculation. Figure 11a shows the re-605

sults for LB-B, which displays an Arrhenius temperature de-606

pendence and is always positive. The dependence with solute607

concentration is not significant up to 5%, with an average ac-608

tivation energy of 4.7 eV –very similar to the solute diffusion609

activation energy– and a prefactor of approximately 3.9×1020
610

m−1·s−1. LB-B is by definition related to the solute diffusion611

coefficient presented above.612

In Figure 11b we plot the ratio LB-V/LB-B. Two observa-613

tions stand out directly from the figure. First, the value of614

LB-V is always negative (the exception being at 450 K, when615

is almost zero). This indicates a reverse coupling between so-616

lutes and vacancies, i.e. vacancy fluxes oppose solute fluxes.617

The implications of this calculation will become clearer when618

we study solute precipitation in the next section. Second, LB-V619

is on average about an order of magnitude larger (in absolute620

value) than LB-B,which is to be expected for substitutional so-621

lutes moving by a vacancy mechanism.622623

Finally, we have looked at the ratio LB-V/LA-V. The val-624

ues are generally positive, albeit quite small, indicating that625

both atomic fluxes are weakly aligned. However, transport626

coefficients are not normalized on a per atom basis, which627

gives the impression that B-V transport is of smaller magni-628

tude than A-V transport. This is however misleading, given629

the large concentration difference between solvent and solute630

atoms. Therefore, in Figure 11c we plot the L̃B-V/L̃A-V ratio,631

where the tilde indicates per atom. It is clear from the figure632

that B atoms undergo a much faster vacancy-mediated trans-633

port than A atoms, which is consistent with a thermodynamic634

tendency to mixing for the unirradiated condition.635

3. Kinetic Monte Carlo simulations636

To narrow down the large parametric space associated with637

irradiation of W-Re alloys (Re concentration, temperature,638

dose, dose rate, etc.), we resort to the study performed in Secs.639
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FIG. 11. Phenomenological transport coefficients for solute-solute,
vacancy-solute, and solvent-solute interactions.

III A and III A 1. It was seen there that segregation occurs640

most favorably at low solute compositions. For this reason,641

and to enable comparison with the work by Xu et al. [13, 14],642

we choose a W-2Re (at.) alloy for our study. By way of643

reference, this would correspond to the transmutation frac-644

tion attained after a dose of 12 dpa or 4 full-power years in645

DEMO’s first wall according to Gilbert and Sublet [5]. When646

relatively high concentrations of defects are present –as one647

might expect during irradiation– precipitation is also favored648

at high temperatures, so here we carry out our simulations be-649

tween 1700 and 2000 K. This corresponds to the shaded band650

in Fig. 1, where dots are shown marking the 2% concentration651

point. As the figure shows, the simulations conditions are well652

within the solid solubility region of W-Re, where no precip-653

itation is expected. We use box sizes of 643 and 803 with a654

damage insertion rate of 10−3 dpa per second. As shown in655

Appendix B, the equivalence relation that exists between both656

box sizes enables us to compare them directly. Eight indepen-657

dent simulations were conducted for statistical averaging and658

stochastic error estimation.659

It is seen that, on average, a precipitate starts to grow after660

a waiting time of ≈ 13.5(±8.5) seconds (or ≈ 0.02 dpa). This661

time can be regarded as the average incubation time for the662

conditions considered in the study. Of course, this time does663

not necessarily correspond to the nucleation time in the ther-664

modynamic sense, given the length and time scale limitations665

in our simulations. Figure 12 shows the mean size from all666

eight cases as a function of growth time, i.e. initializing the667

clock after the cluster nuclei are formed regardless of the ob-668

served incubation time. The dashed line in the figure is the669

associated spherical growth trend, which the precipitates are670

seen to follow for approximately 20 s. Subsequently, growth671

stops at a saturation radius of 4 nm, which is seen to be the672

stable precipitate size. In the thermodynamic limit, the solute673

agglomerates into one single precipitate. However, in simu-674

lations, this size is limited by the simulation box dimensions.675

Therefore, the value of 4 nm for the cluster radius found here676

has no real physical significance, and we take it to be simply677

associated with the computational cell employed here. A sur-678
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FIG. 12. Precipitate growth with time at 1800 K and 10−3 dpa·s−1 in
a W-2.0% at. Re alloy. The dashed line represents perfect spherical
growth (cf. Appendix B). A surface reconstruction rendition of one
precipitate at various times is provided as inset.

679

680

face reconstruction rendition of one of the precipitates is also681

provided in the figure as a function of time. This depiction as682
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a compact convex shape is not intended to represent the true683

diffuse nature of the cluster, and is only shown as an indication684

of the cluster average size and shape.685

The next question we address is the solute concentration686

inside the precipitate. Xu et al. [13, 14] have performed de-687

tailed atom probe analyses of radial concentration profiles at688

573 and 773 K and find that the precipitates that form might689

be better characerized as ‘solute clouds’, reaching concentra-690

tions of around 30% in the center gradually declining as the691

radius increases. Our analysis is shown in Figure 13, with re-692

sults averaged over the 8 cases tried here. The figure shows693

that the concentration at the precipitate core (within the inner694

1.5 nanometers) surpasses 50% –the thermodynamic limit for695

the formation of intermetallic phases–, which could provide696

the driving force for such a transformation. Because our en-697

ergy model is not valid above the solid solution regime, we698

limit the interpretation of such phenomenon however. What699

is clear is that the precipitates are not fully-dense, even near700

their center. In fact, the relative solute concentration appears701

to diminish near the precipitate core once the saturation point702

has been reached.703
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FIG. 13. Radial concentration profile as a function of time for the
precipitates formed in the kMC simulations. The experimental re-
sults are taken from the work by Xu et al. [14].

704

705

Finally, we address the issue of whether it is vacancy or706

interstitial mediated transport that is primarily responsible for707

solute agglomeration and the formation of Re-rich clusters. To708

this end, we track the evolution with time of the incremental709

SRO change brought about by any given kMC event during710

the formation stage of one the precipitates discussed above.711

The results are given in Figure 14, where contributions from712

SIA and mixed interstitial jumps, vacancy jumps, and Frenkel713

pair insertion are plotted. These results conclusively demon-714

strate that mixed-interstitial transport is dominant among all715

other events to bring solute together. Vacancies, on the other716

hand, serve a dual purpose. They first act as a ‘hinge’ between717

solute atoms that would otherwise repel, much in the manner718

shown in Fig. 8a. This results in an initial positive contribu-719

tion to the SRO, as shown in the inset to Fig. 14, by forming720

dimers, trimers, or other small solute clusters. However, once721

a critical nucleus forms and starts to grow, vacancies reverse722

this behavior and act to dissolve the precipitate (differential723

SRO turns negative in Fig. 14), mostly by making the precip-724

itate/matrix interface more diffuse. As expected, Frenkel pair725

insertion has practically no effect on the overall precipitate726

evolution.727
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FIG. 14. Evolution of the differential SRO during the nucleation and
growth in the kMC simulations.

728

729

The precipitate grows by a sustained capture of mixed in-730

terstitials and subsequent attraction of vacancies. This gives731

rise to localized recombination at the precipitate, which makes732

the precipitates incorporate solute atoms over time. Figure 15733

shows the spatial location of the recombination events during734

a period of 2.0 s before, during, and after precipitate growth.735

The figure clearly shows that, once formed, the precipitate736

becomes a preferential site for recombinations, which results737

in further growth and eventually in saturation. Because the738

primary source of solute is via interstitial transport, which739

also brings W atoms, the precipitates are never fully compact740

(x∼ 1). Instead, maximum concentrations of around 50% are741

seen near the center when the precipitates reach their satura-742

tion size of 4-nm radius. As we will discuss in the next sec-743

tion, this is consistent with experimental measurements and744

observations of both coherent bcc clusters and incoherent σ745

and χ phases. As further evidence of the necessity of irra-746747

diation to sustain precipitate formation and growth, we have748

‘relaxed’ Re cluster configurations formed under irradiation749

by turning off defect insertion and letting the system evolve750

under the action of one isolated vacancy. Indeed, the system751

returns to a solid solution as described by the corresponding752

SRO at the corresponding temperature and solute concentra-753

tion. One example of such relaxations is given in Figure S2 in754

the Supplemental Material [77].755

Simulations performed with defect sinks in the same tem-756

perature range simply result in solute segregation in the man-757

ner described in our previous work [31]. Radiation induced758

precipitation results from the onset of defect fluxes to the759

sinks, providing sufficient competition to delay the formation760

of bulk precipitates beyond the time scales coverable in our761

kMC simulations. More information is also provided in the762

Supplemental Material [77].763
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(a) During cluster nucleation.

(b) During precipitate growth

(c) After size saturation.

FIG. 15. Spatial distribution of recombination events for several
stages of precipitate evolution.

IV. DISCUSSION AND CONCLUSIONS764

A. Mechanism of nucleation and growth765

On the basis of our results, the sequence of events that leads766

to the formation of Re-rich precipitates in irradiated W-2Re767

(at%) alloys is as follows:768

1. First, a Frenkel pair is inserted in the computational769

box following the procedure specified in Sec. II D.770

As interstitials enter the system, they perform a one-771

dimensional migration until they encounter a solute772

atom, after which they become mixed AB dumbbells773

capable of transporting solute in 3D. As these mixed774

dumbbells diffuse throughout the lattice, they encounter775

substitutional solute atoms and become trapped forming776

a B-AB complex with a binding energy of 0.15 eV (cf.777

Table I).778

2. The vacancy in the Frenkel pair migrates throughout the779

lattice contributing to the formation of small Re com-780

plexes (dimers, trimers, tetramers, etc.). Vacancy mo-781

tion does not necessary imply solute drag, as indicated782

by the negative value of transport coefficients in Sec.783

III B 2. However, as the evidence from the Metropolis784

Monte Carlo simulations in Fig. 7 suggests, they can785

form small complexes of stable Re-V clusters.786

3. The vacancy can become locally trapped in the small787

Re-V complexes mentioned above. However, at the788

high temperatures considered here, it is likely to de-trap789

and continue migrating until it finds the immobilized790

interstitial from (1), as this provides the largest thermo-791

dynamic driving force to reduce the energy of the crys-792

tal. When the vacancy and the interstitial meet, another793

small Re cluster is formed. Throughout this process,794

both mixed interstitial and vacancy hops are character-795

ized by an increasing differential SRO parameter (cf.796

Fig. 14).797

4. Eventually, one of these Re clusters grows larger than798

the rest due to natural fluctuations. When that hap-799

pens, this larger cluster has a higher likelihood of at-800

tracting the next V-AB recombination event. This sig-801

nals the onset of the growth process, fueled by contin-802

ued attraction of AB mixed dumbbells and the subse-803

quent associated recombination. At this stage, vacan-804

cies reverse their role as solute-atom ‘hinges’ and begin805

to contribute to cluster dissolution (negative differential806

SRO parameter in Fig. 14). This results in the develop-807

ment of a more or less diffuse interface as the precipitate808

grows, which delays the next recombination event and809

slows down growth.810

5. Although the precipitate continues to be the main pole811

of attraction for vacancy-interstitial recombinations (cf.812

Fig. 15), the system reaches a point where most of the813

solute is consumed into a diffuse precipitate that halts814

further growth. Vacancies then have more time to inter-815

act with the interface atoms before the next recombina-816

tion event, which results in a smearing of the precipitate817

interface. In the absence of sinks, or other precipitates,818

the existing cluster is the sole focus of solute agglomer-819

ation, which allows it grow to its maximum size for the820

current alloy content of 2% Re and computational cell821

used (cf. Sec. III B 3). It is to be expected that with com-822

peting solute sinks in a statistically-significant compu-823
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tational volume, the precipitates will be smaller and/or824

less solute-dense internally.825

This qualitative explanation is built on direct evidence and in-826

terpretation from our results, described in detail in Sec. III.827

However, to support some of the above points more explic-828

itly, we provide additional details in the Supplemental Mate-829

rial [77].830

Interestingly, the essential features of our mechanism were831

originally proposed by Herschitz and Seidman [26, 27] on832

the basis of atom probe observations of neutron-irradiated W-833

25Re alloys. Remarkably, these authors had the intuition to834

propose the basic ingredients needed to have Re precipitate835

formation identified in our work with the significantly more836

limited understanding available at the time.837

B. Brief discussion on the validity of our results838

With the computational resources available to us, we can839

reasonably simulate systems with less than 500,000 atoms840

into timescales of tens of seconds. This has proven sufficient841

to study Re clustering at high temperatures, where vacancy842

mobility is high and comparable to mixed-interstitial mobil-843

ity. Recall from the previous section that the formation of844

clusters is predicated on the concerted action of both defect845

species, with mixed interstitials becoming trapped at small846

Re clusters followed by a recombination with a vacancy that847

makes the cluster grow over time. Clustering and precipitation848

of Re in irradiated W has been seen at temperatures sensibly849

lower than those explored here, such as 573 and 773 K for850

ion-irradiated W-Re [13, 14, 78], 773 and 1073 K for neutron851

irradiated W in HFIR [10], 1173 K in neutron irradiated W in852

the HFR reactor [22], and by Williams et al. at 973∼1173 K853

in EBR-II [25]. The work by Hasegawa et al. in JOYO [9, 79]854

does cover –by contrast– a similar temperature range as ours.855

Whether the mechanism proposed here can be conceivably ex-856

tended to lower temperatures with just a timescale adjustment857

remains to be seen. An indirect way to study temperature ef-858

fects is to vary the values of the migration and binding ener-859

gies that are in the Boltzmann exponentials for the transition860

rates. In Sec. VI, we analyze the sensitivity of the incubation861

time, cluster growth rates, and vacancy-Re clustering to two862

key parameters to shed some light on these effects .863

Another intrinsic limitation of our model is that it is based864

on a rigid bcc lattice and cannot thus capture the transition865

of precipitates to the intermetallic phase. As such, our model866

does not necessarily reflect the true microstructural state when867

the local concentration surpasses 40∼50%, which is when σ868

and χ precipitates are seen to develop according to the phase869

diagram [15]. However, in controlled ion irradiation experi-870

ments [13, 14, 78] there is clear evidence that the precursors871

to the formation of these intermetallic precipitates are non-872

compact Re-rich clusters with bcc structure. We cannot but873

speculate how the transition from these solute-rich clusters to874

well-defined line compounds σ and χ takes place (perhaps875

via a martensitic transformation, as in Fe-Cu systems [80]),876

but it is clear that it is preceded by the nucleation and growth877

of coherent Re clusters. In our simulations, we find that the878

clusters have a maximum concentration of ≈50% in the cen-879

ter, in contrast with Xu et al., who observe concentrations no880

larger than 30%. This disparity may simply be a consequence881

of the different temperatures considered relative to our simu-882

lations (773 vs 1800 K), as it is expected that the accumulation883

of solute by the mechanism proposed here will be accelerated884

by temperature. Regarding the size of the clusters, it is well885

known that in small-scale simulations such as these all the so-886

lute tends to accumulate into a single cluster. Therefore, the887

final cluster size depends on solute concentration and compu-888

tational cell dimensions, and what we measure here is thus not889

physically meaningful in relation to experiments.890

As well, our Re clustering mechanism is predicated on the891

insertion of Frenkel pairs, when it is well known that fast neu-892

tron and heavy-ion irradiation generally result in the forma-893

tion of clusters of vacancies and interstitials directly in dense894

displacement cascades. However, even here tungsten is some-895

what of a special case. Recent work [81–83] suggests that896

most of the defects in high-energy (>150 keV) cascades in897

W appear in the form of isolated vacancies and interstitials.898

This, together with the fact that most displacement cascades899

for non-fusion neutrons and heavy ions have energies well be-900

low the 150-keV baseline, gives us confidence that our mech-901

anism would be operative even in such scenarios.902

C. Implications of our study903

Beyond the obvious interest behind understanding the ki-904

netics of Re-cluster formation in irradiated W-Re alloys, our905

model is useful to interpret other physical phenomena. For906

example, it is well known that swelling is suppressed in irradi-907

ated W-Re alloys compared to pure W [23]. By providing en-908

hanced avenues for interstitial-vacancy recombination, small909

Re clusters capture mixed interstitials, allowing sufficient time910

for vacancies to find them and suppressing or delaying the on-911

set of swelling. Intrinsic 3D mobility of mixed dumbbells is912

likely to favor recombination as well. However, we do not913

discard a mechanism for swelling suppression similar to that914

proposed for Fe-Cr alloys, where 1D migration of SIAs is re-915

strained by Cr atoms [84]. This could conceivably occur in916

W-Re systems, with Re atoms and small Re clusters trapping917

SIA clusters and hindering their one-dimensional escape.918

The mechanisms proposed here refer to homogeneous nu-919

cleation, i.e. Re clustering occurs without any assistance from920

RED or RIP, and hence without the need for defect sinks. This921

is again a remarkable feature of these alloys, confirmed by922

several studies [14, 22, 27]. As noted by Herschitz and Seid-923

man, “The coherent precipitates were not associated with ei-924

ther linear or planar defects or with any impurity atoms; i.e.925

a true homogeneous radiation-induced precipitation occurs in926

this alloy”, or by Klimenkov et al.: “The formation of Re-rich927

particles with a round shape was detected in the single crystal928

material. These particles were formed independently of cav-929

ities”. We leave out heterogeneous precipitation at voids, as930

the evidence in the literature is conflicting at this stage: dis-931

counted in some works [14, 27] and observed in others [22].932
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D. Sensitivity of results to model uncertainties933

The issue of sensitivity of mesoscale models to atomistic934

parameters is of course of extraordinary importance and the935

subject of the field of uncertainty quantification (UQ). This936

is especially true in a case like ours, where properties evalu-937

ated at the atomic/molecular scale are transferred to the meso-938

scopic scale. As it relates to this work, sources of uncertainty939

may originate in numerical uncertainty, model uncertainty,940

and parametric uncertainty. Numerical uncertainties are re-941

lated to the finite time of a dynamic simulation and the intrin-942

sic stochasticity of the kMC method (in turn related to random943

number generators or the number of independent cases run).944

Parametric uncertainties stem from errors in parameter values945

due to noisy or insufficient calculations, or in approximations946

used to calculate them. In this work we have performed all947

DFT calculations using best practices as accepted by the elec-948

tronic structure community. As such, it is difficult to ascertain949

where the sources of errors may be found without carrying out950

an exhaustive UQ study. Instead, here we apply a scale fac-951

tor to two key kinetic parameters and study the effects of the952

imposed variations on ‘global’ kinetic metrics.953

Given the presumably important role of mixed dumbbells954

in solute transport and cluster nucleation, we have chosen to955

vary their migration energy by ±15% from its original value956

of 0.12 eV (EAB
m in Table IV). As well, we have applied the957

same variation of ±15% to the value of the solute-vacancy958

binding energy (E(a-d)
b in eqs. (17a)-(17d)). This parameter959

sets the value of the εB-V bond energy, which depends on the960

local solute concentration (cf. Table II). The global metrics961

used to assess the impact of these changes are the nucleation962

time of 13.5(±8.5) s and the cluster growth rates shown in963

Fig. 12. Four independent simulations were performed for ev-964

ery parameter change. As shown in Table VI, we find that965

the changes in EAB
m of ±15% result in nucleation times that966

are within the natural variability of our kMC simulations. The967

nucleation times increase by approximately 24%, within the968

error bars of≈60% of the standard case. Interestingly, we find969

no effect whatsoever on the growth rate of the clusters from970

these changes. The details of these simulations are provided971

TABLE VI. Nucleation time for ±15% variations of two key param-
eters in our model. The value calculated for the nominal parameter
set is 13.5(±8.5). All values are in seconds.

Parameter +15% −15%
EAB

m 16.4(±8.2) 17.7(±8.7)
E(a-d)

b 16.9(±7.5) 24.4(±3.0)
972

973

in the Supplemental Material [77]. For their part, changes of974

±15% in E(a-d)
b seem to have a different effect. The +15%975

change appears to also have a small measurable impact on the976

nucleation time, on the same order as changes in EAB
m . How-977

ever, the negative change results in a value of 24.4(±3.0) s,978

clearly beyond the statistical error of the nominal nucleation979

time of 13.5(±8.5) s. This represents a change of +85%, in-980

deed significant. Whether this is a true effect is difficult to981

establish without a more thorough sensitivity analysis. Also,982

it is not clear why the effect is nonexistent for the correspond-983

ing +15% change.984

Where changes in E(a-d)
b do have a clear impact is on the985

static phase diagrams in the presence of vacancies, such as986

those shown in Fig. 7. Indeed, we have seen slight shifts987

of the phase boundary corresponding to η = 0 (signaling the988

transition from phase separation to ordering/solid solution).989

The rest of the phase diagram remained unaltered. These990

changes do not modify the overall behavior of the alloy, how-991

ever, which still displays the same global features as the orig-992

inal results. These phase diagrams are also provided in the993

Supplemental Material [77].994

In any case, changes in the two parameters selected do995

not appear to change the governing mechanisms of Re clus-996

ter formation (as described in Sec. IV A), only the associated997

timescales. So we preliminarily conclude that variations of998

up to ±15% in the migration energy of the mixed interstitial999

have little impact on the nucleation time and cluster growth1000

rates, while a decrease of −15% in the binding energy be-1001

tween vacancies and solute atoms results in an appreciable1002

increase in the nucleation time (although still no effect on the1003

growth rate). The reasons behind this numerical sensitivity are1004

not clear, but this limited study gives an idea of the impact of1005

key energetic parameters on the kinetics of cluster nucleation1006

and growth.1007
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Appendix A: Alloy equilibrium structures predicted by semi1019

grand-canonical Monte Carlo simulations1020

The equilibrium structures predicted by our bond energy1021

model are consistent with ordered intermetallics of various1022

types. Here we analyze alloy configurations at concentra-1023

tions of 25 and 50% atomic, each at 200 and 300 K. Atom-1024

istic snapshots for the W-50Re structures are shown in Figure1025

16. The observed atomistic configurations have almost perfect10261027

B2 structure. A well-defined phase boundary can be seen in1028

the 200-K image, while more random phase defects are gen-1029

erated at 300 K. Higher temperatures stabilize these defects1030

such that a lot of the order observed in the figure is lost and1031

the system resembles more a random solid solution. The cor-1032

responding pair distribution function is shown in Figure 16b.1033

An almost perfect match with a reference B2 structure can1034
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FIG. 16. Atomistic snapshots of the equilibrium configurations of
the W-50Re system and associated pair correlation function at 200
and 300 K.

be clearly appreciated in the figure, confirming the qualitative1035

atomistic picture.1036

At lower concentrations, the system phase separates into1037

two distinct regions. Effectively, the Re atoms precipitate into1038

clusters of intermetallic B2 phase surrounded by a pure W bcc1039

structure. This phase corresponds to the shaded region in Figs.1040

6 and 7. The g(r) analysis, shown in Figure 17b, is consistent1041

with this picture. We have found no evidence of the formation1042

of other intermetallics based on the bcc lattice such as the D031043

configuration in our simulations.1044

Therefore, at low temperatures (below approximately 3001045

K) the energetics of our lattice model predicts a phase sepa-1046

rated system with regions of B2 containing the solute atoms1047

precipitating out in the pure W bcc lattice. As the temperature1048

increases, this weak order is lost in favor of an effective solid1049

solution with small local B2 precipitates internally.1050

Appendix B: Size dependence of physical time in kMC1051

simulations1052

As explained in Section IV, the mechanism of formation of1053

Re clusters requires the concerted action of both interstitials1054

and vacancies. In order to be able to capture their forma-1055

tion during reasonable computational times, the temperature1056
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FIG. 17. Atomistic snapshots of the equilibrium configurations of
the W-25Re system and associated pair correlation function at 200
and 300 K.

regime considered must be one where the mobility of both1057

species is comparable (1700∼ 2000 K in our case). Then, the1058

rate of arrival of solute atoms to a previously-nucleated Re1059

cluster can be approximated by:1060

rs =
1

tFP + tdi f f
(B1)

where tFP and tdi f f are the average time in between successive1061

Frenkel-pair insertions and a characteristic diffusion time re-1062

quired by a vacancy and an interstitial to recombine with one1063

another. rs is measured in units of atoms per unit time. At1064

the temperatures and dose rates considered here, tFP � tdi f f ,1065

such that rs ≈ tFP
−1. Assuming then that for each Frenkel pair1066

inserted a minimum of one solute atom is transported:1067

rs =
dNB

dt
= rdpaN (B2)

where NB is the total number of solute atoms in the precipi-1068

tate. rdpa in the above equation is the damage rate, expressed1069

in units of [dpa·s−1]. The precipitate volume growth rate is1070

directly equal to the atomic volume times rs:1071

V̇ppt = Ωars = Ωa
dNB

dt
= ΩardpaN (B3)

Assuming that the precipitate is close to spherical:

V̇ppt = 4πRppt
2Ṙppt = ΩardpaN
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And, operating, we arrive at the equation for the evolution of1072

the precipitate radius with time:1073

Rppt =

(
ΩardpaNt

4π

) 1
3

(B4)

which is the equation used for fitting in Fig. 12.1074

Then, from eq. (B2), for a given constant dpa rate, it is clear

that the ratio rs(V1)N−1
1 = rs(V2)N−1

2 = constant, where V1
and V2 are two different box sizes. For as long as the approxi-
mation in eq. (B1) is valid, then:

t(1)FP N1 = t(2)FP N2 = constant

which allows us to compare simulations done on box sizes1075

of 643 and 803 directly. We emphasize that at lower tempera-1076

tures, and/or high dose rate, where tFP≈ tdi f f , this comparison1077

is no longer valid.1078
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